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The Holstein-Hubbard model serves as a useful framework to investigate this interplay between the phonon-induced electron-electron attractive interaction and the direct Coulomb repulsion and can afford interesting phase diagrams due to competition among charge-density wave (CDW), spin-density wave (SDW), and superconductivity. However, the detailed nature of the CDW-SDW transition is still not very well known. It is generally believed that the system undergoes a direct insulator to insulator transition from CDW to SDW with the increase of the on-site Coulomb repulsion for a given strength of the electron-phonon coupling and this is the main bottleneck for the polaronic/bipolaronic mechanism of high-temperature superconductivity. We have recently made an investigation to study the nature of the transition from SDW phase to CDW phase within the framework of a one-dimensional Holstein-Hubbard model at half-filling using a variational method. We find that an intervening metallic phase may exist at the crossover region of the CDW-SDW transition. We have also observed that if the anharmonicity of the phonons is taken into account, this metallic phase widens and the polarons become more mobile, which is a more favorable situation from the point of view of superconductivity. We shall finally show that an improved variational calculation widens the metallic phase and makes the polarons more mobile, which reconfirms the existence of the intermediate metallic phase at the SDW-CDW crossover region.

1. Introduction

The discovery of high-temperature cuprate superconductors is more than twenty years old [1]; however, the basic mechanism involved for inducing superconductivity in these systems has remained hitherto elusive. Though several mechanisms [2] have been suggested over the last three decades, there has hardly been any consensus on any particular model. One of the potential mechanisms that have been advocated for inducing pairing in cuprates is again the electron-phonon interaction [3–16]. There have also been a few experiments which have supported this conjecture [17–27]. According to some of these models, electron-phonon interaction being large enough in the high $T_c$ materials, polarons, or bipolarons should be the natural quasiparticles in the normal phase of these systems. However, these materials being strongly correlated systems with narrow bands, it is more convincing to describe the corresponding polarons or bipolarons through the Holstein approach [15, 16, 28] instead of the usual Frohlich picture [29]. There are several temperature scales in these systems. One is $T_{\text{BCS}}$, which is the transition temperature for the polaronic superconductivity through BCS mechanism [30]. The second temperature scale is $T_{\text{BP}}$, which is the temperature at which two polarons can form a stable local bipolaron which is a static pair as opposed to the dynamic Cooper pair of the usual BCS theory. If $T_{\text{BP}}$ is higher than $T_{\text{BCS}}$, then the normal phase would be a bosonic phase containing bipolarons as the quasiparticles. In this case, there should exist a temperature $T_{\text{BEC}}$, the third temperature scale, which is the Bose-Einstein condensation temperature for the bipolarons. The superconducting phase is then naturally the Bose-Einstein condensate of static bipolarons. The polaronic or bipolaronic mechanism for inducing pairing can explain
many of the properties of high-temperature cuprates, but there has also been a strong opposition to these theories by
some researchers. The polaronic/bipolaronic theories require a strong electron-phonon interaction for the formation of
polarons and bipolarons which in the opinion of these researchers is the greatest bottleneck of these theories because
at large electron-phonon coupling a system would normally prefer to settle into a charge-density wave (CDW) ground
state (GS) which is a peierls insulating phase. On the other hand, if the electron-phonon coupling is not too strong
to overcome the Coulomb correlation, the system would prefer to be in a spin-density wave (SDW) GS which is an
antiferromagnetic Mott insulating phase. Thus, they argue, that the electron-phonon interaction cannot play any
role in high-TC superconductivity. However, a deeper and
more careful look suggests that there could be yet another
effect arising due to the competition between the phonon-
induced attractive interaction between electrons and the
direct Coulomb repulsion which might lead to some kind
of a compromise at the crossover region so much so that
the transition from one insulating state to the other may
not be direct as normally believed but may go through an
intermediate phase and it is this phase which is the subject of
our interest.

The most suitable model to study the interplay between
the electron-phonon interaction and the Coulomb repulsion
in narrow-band systems is the Holstein-Hubbard model.
Last three decades have witnessed a flurry of investigations
[15, 16, 31–43] on this model primarily for its potential role
in the context of high-TC superconductivity, and also for
its intrinsic appeal from the point of view of fundamental
physics, for it provides a very useful framework for the
investigation of polaronic effects on correlated electrons
in narrow-band systems. So far, several studies on the
Hubbard-Holstein model have revealed that it can afford
interesting phase diagrams due to the competition among
charge-density wave (CDW), spin-density wave (SDW), and
superconductivity as we change the parameters involved
in the system. Recently, Takada and Chatterjee [44] (hereafter
referred to as TC) have shown for the first time within
the framework of one-dimensional (1D) HH model at
half-filling that there may exist an intervening phase at
the CDW-SDW crossover region and, interestingly enough,
this phase is metallic. This theoretical observation is of
great importance because such a metallic state, if exists,
would be just ideal for high-TC superconductivity. TC
have shown in a subsequent paper [45] that the presence
of phonon anharmonicity makes the polaron even
more mobile and also widens the metallic phase favoring
superconductivity even more. More recently, Krishna and
Chatterjee (KC) [46] have made an improved calculation
to test the veracity of the results of TC. The goal was
to see whether using a more accurate phonon GS yields
results which are more conduive or less conducive for
the phenomenon of superconductivity. KC have shown that
a better variational analysis in fact broadens the metallic
region even further, thus lending more credence to the
prediction about the existence of the intermediate metallic
phase at the CDW-SDW crossover region made earlier by
TC. In this article we shall present a review of the above
scenario.

2. The Model Hamiltonian

The Holstein-Hubbard Hamiltonian may be written as

\[ H = -\sum_{\langle ij \rangle \sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} \]

+ \omega_0 \sum_i b_i^\dagger b_i + \sum_{\sigma} g n_{i\sigma} (b_i + b_i^\dagger), \]  

(1)

where \( c_{i\sigma}^\dagger \) (\( c_{i\sigma} \)) is the creation (annihilation) operator for
an electron with spin \( \sigma \) at the \( i \)th lattice site, \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \)
is the electron number operator, \( t_{ij} \) is the bare hopping
integral, and \( U \) is the on-site Coulomb interaction energy.
The notation \( \langle ij \rangle \) in the hoping term denotes that the
summation over \( i \) and \( j \) has to be carried over nearest
neighbors only and we shall write \( t_{ij} = t \cdot b_i^\dagger (b_j) \) is the
phonon creation (annihilation) operator at the \( i \)th site and \( \omega_0 \) is the dispersionless optical phonon frequency. \( g \) is the
dispersionless electron-phonon interaction strength which
may be written as \( g = \sqrt{\alpha \omega_0} \), where \( \alpha \) is the dimensionless
electron-phonon coupling constant. In (1) we have chosen
units in such a way that \( \hbar = 1 \). As has been alluded to
above, the above Hamiltonian is able to provide the CDW
and SDW phases; however, the details of the CDW-SDW
transition are not at all clear. The usual belief is that the
transition is direct. However, an exact-diagonalization study
[41] on the two-site HH model has suggested the appearance
of a superconducting phase. As related to this issue, a metal-
insulator transition has been predicted in the Holstein model
using either the density-matrix renormalization group [42]
or a unitary transformation method [43]. Thus, our aim has
been to carefully consider the transition region at half-filling
by approaching the HH model from the antiadiabatic region
in which \( t \) is much smaller than \( \omega_0 \). In order to avoid any
error that might enter through the approximations involved
in dealing with the Coulomb correlation term, we have
investigated the one-dimensional (1D) system so that the
exact solution of Lieb and Wu [47] can be taken advantage of.

3. Theory

We shall attempt to solve the above Hamiltonian using a
variational approach. The first step is to apply a variable-
displacement (VD) Lang-Firsov (LF) canonical transforma-
tion [48–50] with a generator

\[ R_1 = g' \sum_{\sigma} n_{i\sigma} (b_i^\dagger - b_i), \]  

(2)

where \( g' \) is a variational parameter. We assume that \( g' \) is of
form \( g' = \omega_0 \sqrt{\alpha \eta} \). In the conventional LF approach [48],
one chooses \( \eta = 1 \) so that \( g' = g \) and obtains the GS energy
by averaging the transformed Hamiltonian with respect to
the zero-phonon state which, however, would be a good
enough approximation for strong $\alpha$ in the antiadiabatic limit. In the weak and intermediate coupling region, however, a lower GS energy can be obtained by optimizing $\eta$. Furthermore, our variable Lang-Firsov transformation (VDLFT) assumes that the phonon coherence coefficient depends linearly on the electron concentration, $n_i$. The parameter $\eta$ essentially gives a measure of the lattice deformation; in the strong-coupling limit it approaches unity, but in the intermediate-coupling region, it becomes smaller than that, so as to provide a better total energy by balancing the tendency to localization of an electron by the electron-phonon coupling and its itinerant nature due to the hopping motion. Then the transformed Hamiltonian reads

$$H_1 = e^R H e^{-R}$$

$$= -\alpha \omega_0 \eta (2 - \eta) \sum_{i\sigma} n_{i\sigma} - t \sum_{\langle ij \rangle \sigma} \epsilon^{(x-x_j)}_{i\sigma} c_{i\sigma}^+ c_{j\sigma} + [U - 2 \alpha \omega_0 \eta (2 - \eta)] \sum_i n_{i\uparrow} n_{i\downarrow} + \omega_0 \sum_i b_i^+ b_i$$

$$+ \sqrt{\alpha \omega_0 (1 - \eta)} \sum_{i\sigma} n_{i\sigma} (b_i^+ + b_i),$$

where the operator $x_i$ is defined as $x_i = \sqrt{\alpha \eta} (b_i^+ - b_i)$. In constructing a trial wave function $\Psi$ for the ground state in the antiadiabatic region, we consider it as a product of the electronic part $\Phi_0$ and the phonon part $\Phi_{ph}$, whereby $\Phi_{ph}$ may include electronic variables, either explicitly or implicitly, but it depends on them only as $c$-number parameters, not quantum variables, in just the same way as the ion positions are regarded in the electronic wave function in the conventional adiabatic Born-Oppenheimer approximation. Then the energy expectation value $E_0$ can be evaluated as

$$E_0 = \langle \Psi | H_1 | \Psi \rangle = \langle \Phi_0 | H_{eff} | \Phi_0 \rangle,$$

where

$$H_{eff} = \langle \Phi_{ph} | H_1 | \Phi_{ph} \rangle$$

is the effective electronic Hamiltonian. Normally for the phonon subsystem, one chooses the zero-phonon state, $\prod_i |0_i\rangle$, for the ground state of the electron-phonon composite system. In our treatment, however, we have improved on it by assuming that

$$\Phi_{ph} = \prod_i \left| e^{-h_i^2/2} - h_i b_i^+ \right| 0_i \rangle,$$

where $h_i$ is another variational parameter and $|0_i\rangle$ is the zero-phonon state at the $i$th site. Note that this state is normalized; $\langle \Phi_{ph} | \Phi_{ph} \rangle = 1$. If $h_i$ is taken to be zero, then it is reduced to the zero-phonon state, but a solution with nonzero $h_i$ gives a much lower $E_0$, especially for a large positive $U$, as we shall show later. In this paper, we shall be interested only in the half-filled case, that is, we shall consider only one electron per site. Therefore, we assume that all the sites are equivalent; consequently we can assume that $h_i = h$, for all $i$, which is consistent with the choice of the $i$ independent $\eta$ in defining $R$. This assumption is also in tune with the form of the electron-phonon interaction taken in the initial Hamiltonian where the electron-phonon interaction coefficient $g$ is same for all sites. Then we can derive $H_{eff}$ in (5) for the $N$-site system using (6) for $|\Phi_{ph}\rangle$. One can immediately see that using the phonon state (6) implies first employing a coherent state transformation on $H_1$ with a generator $R_z$ given by

$$R_z = \sum_i [\hat{h}(b_i^+ - b_i)]$$

and then performing an averaging with respect to the unperturbed zero-phonon state. The two transformations performed so far look together as

$$R_{12} = \sum_{i\sigma} \left[ h + \eta \sqrt{\alpha} \left( n_{i\sigma} - \frac{h}{\sqrt{\alpha}} \right) \right] (b_i^+ - b_i).$$

The first transformation corresponds to the antiadiabatic limit ($\eta = 1$) while the second transformation corresponds to the adiabatic limit ($\eta = 0$). Thus both the adiabatic and antiadiabatic regions are considered by taking $0 < \eta < 1$. The effective electronic Hamiltonian (5) is obtained as

$$H_{eff} = Nh^2 \omega_0 - [\alpha \eta (2 - \eta) + 2 \sqrt{\alpha} h (1 - \eta) + \omega_0 \sum_i n_{i\sigma}$$

$$- t_{eff} \sum_{\langle i \rangle \sigma} c_{i\sigma}^+ c_{\sigma} + U_{eff} \sum_i c_{i\sigma}^+ c_{i\sigma},$$

where $t_{eff}$ is the renormalized hopping integral, given by

$$t_{eff} = t e^{-\alpha \eta^2},$$

and $U_{eff}$ is the effective on-site Coulomb interaction, expressed as

$$U_{eff} = U - 2 \alpha \omega_0 \eta (2 - \eta) = 0 + 2 \alpha \omega_0 (1 - \eta)^2,$$

where $\bar{U} = U - 2 \alpha \omega_0$. One can see that the effective hopping parameter $t_{eff}$ is reduced by the factor $e^{-\alpha \eta^2}$, called the Holstein reduced factor which leads to the phenomenon of band narrowing due to polaron formation. The band reduction factor is maximum for $\eta = 1$. One may also note that both $t_{eff}$ and $U_{eff}$ are independent of $h$, reflecting the fact that the phonon background represented in $|\Phi_{ph}\rangle$ is independent of the electron motion in contrast with the situation described by the operator $R$ in (2). Furthermore if $\eta$ is not equal to unity, then $U_{eff}$ is larger than $\bar{U}$ due to the retardation effect of phonons on the phonon-mediated attraction.

In one dimension, the effective Hubbard Hamiltonian (7) can be solved exactly using the Bethe ansatz method as was shown by Lieb and Wu. The solution of Lieb and Wu [47] is, however, valid for $U_{eff} > 0$. We have performed the following transformations [44]:

$$c_{i\uparrow} \rightarrow c_{i\uparrow}, \quad c_{i\downarrow} \rightarrow (-1)^i c_{i\downarrow},$$

$$E_{\downarrow} \rightarrow E_{\uparrow}, \quad E_{\uparrow} \rightarrow E_{\downarrow},$$

$$U_{\downarrow} \rightarrow U_{\uparrow}, \quad U_{\uparrow} \rightarrow U_{\downarrow},$$

$$\delta_{\downarrow} \rightarrow \delta_{\uparrow}, \quad \delta_{\uparrow} \rightarrow \delta_{\downarrow},$$

and the effective Hamiltonian (11) is obtained as

$$H_{eff} = U - 2 \alpha \omega_0 \eta (2 - \eta) = 0 + 2 \alpha \omega_0 (1 - \eta)^2,$$

where $\bar{U} = U - 2 \alpha \omega_0$. One can see that the effective hopping parameter $t_{eff}$ is reduced by the factor $e^{-\alpha \eta^2}$, called the Holstein reduced factor which leads to the phenomenon of band narrowing due to polaron formation. The band reduction factor is maximum for $\eta = 1$. One may also note that both $t_{eff}$ and $U_{eff}$ are independent of $h$, reflecting the fact that the phonon background represented in $|\Phi_{ph}\rangle$ is independent of the electron motion in contrast with the situation described by the operator $R$ in (2). Furthermore if $\eta$ is not equal to unity, then $U_{eff}$ is larger than $\bar{U}$ due to the retardation effect of phonons on the phonon-mediated attraction.

In one dimension, the effective Hubbard Hamiltonian (7) can be solved exactly using the Bethe ansatz method as was shown by Lieb and Wu. The solution of Lieb and Wu [47] is, however, valid for $U_{eff} > 0$. We have performed the following transformations [44]:

$$c_{i\uparrow} \rightarrow c_{i\uparrow}, \quad c_{i\downarrow} \rightarrow (-1)^i c_{i\downarrow},$$

$$E_{\downarrow} \rightarrow E_{\uparrow}, \quad E_{\uparrow} \rightarrow E_{\downarrow},$$

$$U_{\downarrow} \rightarrow U_{\uparrow}, \quad U_{\uparrow} \rightarrow U_{\downarrow},$$

$$\delta_{\downarrow} \rightarrow \delta_{\uparrow}, \quad \delta_{\uparrow} \rightarrow \delta_{\downarrow},$$

and the effective Hamiltonian (11) is obtained as

$$H_{eff} = U - 2 \alpha \omega_0 \eta (2 - \eta) = 0 + 2 \alpha \omega_0 (1 - \eta)^2,$$
to obtain results which will be valid for both $U_{\text{eff}} > 0$ and $U_{\text{eff}} < 0$. The energy per site is obtained as

$$\varepsilon_0 = \frac{E_0}{N} = -\alpha \omega_0 \left[ h - \sqrt{\alpha} (1 - \eta) \right]^2 \omega_0$$

$$+ \frac{U_{\text{eff}} - |U_{\text{eff}}|}{4} \int_0^\infty \frac{dz}{z} \frac{J_0(z)J_1(z)}{\left[ 1 + \exp(z|U_{\text{eff}}|/2t_{\text{eff}}) \right]},$$  

(13)

where $J_0(z)$ and $J_1(z)$ are the Bessel functions of zeroth order and first order, respectively. One can immediately see that the variational parameter “$h$” can be analytically obtained. Namely,

$$\frac{d\varepsilon_0}{dh} = 0$$  

(14)

yields $h = \sqrt{\alpha} (1 - \eta)$.

**4. Numerical Results and Discussion**

Minimization with respect to $\eta$ has to be done numerically. The energy per site as function of $U$ for $\alpha = 1$ is shown in Figure 1.

In the adiabatic limiting region, for example, in the case of $t = 0.1\omega_0$, the effect of the parameter $h$ is not so significant, as can be seen by comparing the present result (the solid curve) with the one obtained by choosing $h = 0$ (the dotted curve). This is because in this case the optimized value of $\eta$ is pretty close to 1. The present results for the energy $\varepsilon_0$ are also in good agreement with the energy of the corresponding two-site system obtained by Takada [41] by using exact diagonalization. This implies that physics of the present system in this region can be essentially captured by the two-site problem. It is evident that at the crossover region there is a rounding-off in the energy. It may also be pointed out that $U_{\text{eff}}$ changes sign in the crossover region. Had the change in the energy been sharp at the crossover region, one would have expected a direct transition from the CDW to the SDW phase. But the rounding off in the energy suggests that there may be an intermediate state at the cross-over region. As $t$ increases, the rounding-off region also increases. Thus adiabaticity seems to favor the intermediate state.

In Figure 2(a), we plot $t_{\text{eff}}$ as a function of $U$ for various values $\alpha$ and for $t = 0.2\omega_0$. This is essentially equivalent to plotting the antiadiabaticity parameter $\eta$. A careful observation shows that the curves have some interesting structures. To decipher them, we plot in Figure 2(b) the derivative of $t_{\text{eff}}$ with respect to $U$, that is, $dt_{\text{eff}}/dU$ as a function of $U$. One can immediately see that there are peaks on both sides of the cross-over point defined by $U_{\text{eff}} = 0$ which is roughly given by $U = 2\omega_0$. The peak structure becomes more prominent as the electron-phonon coupling constant is increased. As $\alpha$ decreases, the peaks reduce in height and eventually it becomes rather difficult to clearly identify the transition points if $\alpha\omega_0 \sim 1$. For values of $U$ less than those at the first peak, $t_{\text{eff}}$ is very small which means that $\eta$ is close to 1. In this case one would expect the formation of massive localized bipolarons or in other words a CDW phase. For values of $U$ larger than the second transition, $\eta$ approaches zero, and thus $t_{\text{eff}}$ tends to the bare hopping integral $t$. This does not, however, mean that the electrons become free. Rather, the system essentially reduces to the original Hubbard model describing the antiferromagnetic insulating phase. Between the two transition points, we observe that $t_{\text{eff}}$ and $U_{\text{eff}}$ obey the condition $t_{\text{eff}}/U_{\text{eff}} \gg 0.25$, which seems to be a sign of a metallic behavior of a system of many free polarons.

In Figure 3, we have plotted the CDW-SDW phase diagram in $(\alpha, U)$ plane. The boundaries of the phase diagram have been obtained from the maxima of the $dt_{\text{eff}}/dU$ versus $U$ curve. We find it difficult to draw the phase diagram for small $\alpha$ or small $U$. However it seems that for $\alpha = 0$ and $U < 0$, that is, attractive on-site interaction, the normal state is unstable against superconducting transition. We have already argued that the region along increasing $U$ beyond the second peak of $dt_{\text{eff}}/dU$ corresponds to the SDW phase while that along decreasing $U$ from the first peak corresponds to the CDW phase. The region in between the CDW and SDW phases corresponds to $t_{\text{eff}}/U_{\text{eff}} \gg 0.25$ and is, therefore, a metallic phase.

To obtain another evidence for the existence of the intermediate metallic state, we have calculated the average local spin moment per site which is given by

$$L_0 = \frac{\sum_i \langle S_i^z \rangle}{N} = \frac{\sum_i \langle S_i^z \rangle}{4} = \frac{N [3 - 6 \sum_i (n_i; n_i)]}{4}$$  

(15)
which by using (13) can be written as

$$L_0 = \frac{3 - (\frac{d\epsilon_0}{dU})}{4}. \quad (16)$$

For totally uncorrelated motion of electrons as in the case of noninteracting electrons, one can easily obtain from (7) the value of $d\epsilon_0/dU$ which then yields

$$L_0 = \frac{3}{8} = 0.375. \quad (17)$$

Using (17) and (13), one can obtain contour plots for $(\alpha, U)$ for different values of $L_0$. In Figure 4 we show these plots. It is evident that $L_0 = 0.375$ lies in the same region where $t_{\text{eff}}/U_{\text{eff}} \gg 0.25$, thus confirming the existence of a metallic phase at the cross-over region of the CDW and SDW phases.

5. Effect of Anharmonic Phonons

For the sake of simplicity, we have considered the phonons to be harmonic in [44] and in Sections 2–4, while in reality
the ion-ion potential in a solid should also contain anharmonic terms giving rise to phonon-phonon interactions, and hence a finite lifetime for phonons. Those phonon-phonon interaction terms are absolutely necessary to explain certain thermal properties like thermal expansion, but their effects on the electronic properties are normally very small, and therefore they are generally neglected. However, several investigations have shown that phonon anharmonicity can produce some profound effects on the electronic properties as well, particularly in the study of high-$T_c$ superconductivity [24–27, 51–53]. In this context, anharmonic vibration of the apex oxygen atoms in cuprates has attracted much attention and its effects have been studied in terms of various models for the anharmonic phonons such as the double-well potential model [54–56] and the Hubbard model coupled to a local two-level system [57]. Since it can mimic a double-well potential with a proper choice of the adjustable parameters, the local Gaussian potential model [58] has also been analyzed. Furthermore, the competition between superconductivity and CDW has been studied in the Holstein-Hubbard model with the quartic anharmonic contribution to the phonon potential energy [59]. One of the features that are common to all these investigations is that the anharmonic potential $V(x_i)$ with the lattice displacement $x_i$ is symmetric with respect to the inversion of $x_i$ or $x_i \rightarrow x_i$. Such a symmetric $V(x_i)$, however, would never give rise to thermal expansion of lattice. Chatterjee and collaborators [60, 61] have given an appropriate form for $V(x_i)$, which quantitatively explains the thermal expansion behavior of actual materials. It is found that the most dominant anharmonic effect of the lattice potential would come from the terms that are cubic and quartic in the lattice displacement. Indeed, it has recently been shown that the thermal expansion data for both YBa$_2$Cu$_3$O$_7$ and Bi-2223 superconductors can be explained quite satisfactorily by using $V(x_i)$ consisting of cubic and quartic terms [62, 63]. This model also predicts the values of the Debye temperature which for both materials compare quite impressively with the values quoted in the literature. This imparts a fair amount of confidence in this model. Since we have come to know a form of the anharmonic lattice potential which is physically motivated and also supported by experiment, it would be interesting to investigate quantitatively how those cubic and quartic anharmonic phonons will modify the polaronic properties in general and the nature of the CDW-SDW transition in particular. We adopt the same variational method as the one introduced in the above Holstein-Hubbard model so that we can make a direct comparison between harmonic and anharmonic models and at the same time restrict ourselves to the one-dimensional problem so that the exact solution of Lieb and Wu [47] can be used. The present calculation has led us to obtain an important observation that the main effect of the phonon anharmonicities is to effectively shift the on-site Coulomb repulsion $U$ with the direction of the shift depending on the sign of the electron-phonon coupling constant $g$. With the use of the realistic magnitudes for the anharmonicities, we find that the overall features of the anharmonic system are basically similar to those in the harmonic one for positive $g$, while they may become radically different for negative $g$. In the latter case, in particular, a first-order phase transition can be seen, which constitutes an unexpected and very interesting theoretical observation.

The one-dimensional (1D) Hubbard-Holstein model with cubic and quartic anharmonic phonons may be described by the Hamiltonian $H$, given by

$$H = H_e + H_{ph} + H_{e-ph},$$

with

$$H_e = -t \sum_{\langle ii \rangle} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow},$$

$$H_{ph} = \omega_0 \sum_i b_i^\dagger b_i - \omega_0 \sum_{k=3}^4 \lambda_k \sum_i (b_i^\dagger + b_i)^k,$$

$$H_{e-ph} = g \sum_{i\sigma} n_{i\sigma} (b_i^\dagger + b_i),$$

where $H_{ph}$ contains the anharmonic phonon terms and rest of the terms are same as in (1).

In terms of the local displacement of an ion at the $i$th site,

$$x_i \equiv \frac{(b_i + b_i^\dagger)}{\sqrt{2}}.$$

$H_{ph}$ in (18) can be derived from the local potential $V(x_i)$ given by

$$V(x_i) = \omega_0 \left( \frac{1}{2} x_i^2 - 2 \sqrt{2} \lambda_3 x_i^3 - 4 \lambda_4 x_i^4 \right).$$
The parameters $\lambda_3$ and $\lambda_4$ should be positive as required by the consideration of thermal expansion [60, 61, 64]. Quantitatively, their magnitudes can be evaluated by analyzing experiment on thermal expansion of crystals to find that

$$\lambda_3 \approx 0.001 - 0.01, \quad \frac{\lambda_4}{\lambda_3} \approx 0.001 - 0.01. \quad (21)$$

In Figure 5, $V(x_i)$ is plotted as a function of $x_i$ (the dimensionless lattice displacement in some suitable unit) for $\lambda_3 = 0$ (the harmonic case), 0 : 005, and 0 : 01 with $\lambda_4/\lambda_3 = 0.01$. It should be noted that, even though it is very small, a positive value of $\lambda_4$ eventually leads to a situation where $V(x_i)$ becomes negative for sufficiently large $|x_i|$. However, we shall not be interested in such large variations in $x_i$ here; we shall rather look for local minima of the total energy around $x_i = 0$. As long as both $\lambda_3$ and $\lambda_4$ are small enough, such local minima are always expected to exist. This restriction to small variations in $x_i$ is consistent with the choice of a linear coupling between the lattice displacement and the electron charge in the Hamiltonian. We follow the same variational approach to solve (18) as the one presented in order to solve (1). The energy per site is obtained as

$$\epsilon_0 = \frac{E_{ph}}{N} + \epsilon_{\text{eff}} + \frac{U_{\text{eff}} - |U_{\text{eff}}|}{4} - 4t_{\text{eff}} \int_0^\infty \frac{dz}{z} \frac{J_0(z)J_1(z)}{[1 + \exp(z|U_{\text{eff}}|/2t_{\text{eff}})]}, \quad (22)$$

where, as before, $J_0$ and $J_1$ are, respectively, the zeroth-order and the first-order Bessel functions, $E_{ph}/N$ is the virtually excited phonon energy given by

$$E_{ph}/N = [h^2 + 2\lambda_3 h(4h + 3) - \lambda_4 (16h^2 + 24h^2 + 3)]\omega_0, \quad (23)$$

$\epsilon_{\text{eff}}$ is the effective polaron energy given by

$$\epsilon_{\text{eff}} = -\frac{g^2}{\omega_0} - h^2 \omega_0 + \left[ (1 - \eta) \frac{g}{\omega_0} - h \right]^2 \omega_0 + \lambda_3 \tilde{\eta} \tilde{\eta}^2 + 6h \tilde{\eta} + 3(4h^2 + 1) \omega_0 \nonumber$$

$$- \lambda_4 \tilde{\eta} \tilde{\eta}^3 + 8h \tilde{\eta}^2 + 6(4h^2 + 1) \tilde{\eta} + 8\beta(4h^2 + 3) \omega_0, \quad (24)$$

with

$$\tilde{\eta} \equiv 2\eta \frac{g}{\omega_0}, \quad (25)$$

teff is the effective hopping integral given by

$$t_{\text{eff}} = t \exp \left( -\frac{\tilde{\eta}^2}{4} \right), \quad (26)$$

and the effective on-site Coulomb energy $U_{\text{eff}}$ is given by

$$U_{\text{eff}} = U - 2 \frac{g^2}{\omega_0} + 2(1 - \eta) \frac{g^2}{\omega_0} + 6\lambda_3 \tilde{\eta}^2(\tilde{\eta} + 2h)\omega_0 \nonumber$$

$$- 2\lambda_4 \tilde{\eta}^2(7\tilde{\eta}^2 + 24h \tilde{\eta} + 24h^2 + 6)\omega_0. \quad (27)$$

$L_0$ is again given by a similar expression as (16). Equation (22) is now minimized with respect to $\eta$ and $h$. The average lattice displacement is obtained as

$$\langle x_i \rangle = -\sqrt{2} \left( h + \eta \frac{g}{\omega_0} \right). \quad (28)$$

The variations of $\langle x_i \rangle$, $t_{\text{eff}}$, $U_{\text{eff}}$, and $L_0$ as function of $g$ are shown in Figure 6. Though in the absence of the cubic anharmonic term the sign of $g$ is of little physical relevance; in its presence, however, the sign of $g$ becomes quite important. Usually $g$ is taken as a positive quantity and is expressed as $g = \sqrt{2}\alpha\omega_0$, with $\alpha$ as the dimensionless electron-phonon coupling constant. With this $g$, we would expect that $\langle x_i \rangle$ will not be so much different from its value in the harmonic model, namely, $-\sqrt{2}\alpha$, as long as both $\lambda_3$ and $\lambda_4$ are small. This can be easily seen by substituting the harmonic value of $h$ in (28). This implies that $\langle x_i \rangle$ must be negative. According to Figure 5, the potential $V(x_i)$ increases from the corresponding value in the harmonic model for negative $x_i$ due to the cubic term, indicating that the cubic anharmonicity increases the total energy. In fact, for positive $g$, the cubic anharmonicity increases the values of both $E_{ph}$ and $\epsilon_{\text{eff}}$, as can be seen from (23) and (24), respectively. Even more importantly, it shifts $U_{\text{eff}}$ in (27) to the positive side, showing that this anharmonicity gives rise to a repulsive contribution to the effective electron-electron interaction.

On the other hand, the quartic anharmonicity has a totally opposite effect on those physical quantities. Thus we may conclude that the effect of anharmonicity on the polaron motion depends on the order of the anharmonicity; the cubic one enhances the effect of $U$, while the quartic one suppresses it. These competing effects of anharmonicity can be well captured in the Holstein-Hubbard model in which the (harmonic) phonon-mediated attractive interaction and the direct Coulomb repulsion are treated on the same footing. For this reason, the Hubbard-Holstein model is quite relevant in clarifying the physics of the cubic and quartic anharmonicities. For negative $g$ given by $-\sqrt{2}\alpha\omega_0$, $\langle x_i \rangle$ will be a positive quantity, because, while $\eta$ remains to be positive, the value of $h$ turns out to be negative in this case. Since the lattice displacement $x_i$ in the positive side makes $V(x_i)$ decrease from the corresponding value in the harmonic model due to the combined effects of the cubic and the quartic terms, we may expect that both anharmonicities shift $U_{\text{eff}}$ to the negative side, leading to another conclusion that the effect of the cubic anharmonicity depends critically on the sign of $g$. As shown in Figures 6(a)–6(d) for $\langle x_i \rangle$, $t_{\text{eff}}$, $U_{\text{eff}}$, and $L_0$, we can clearly see the asymmetry with respect to $g$. For positive $g$, $\langle x_i \rangle$ deviates from the value in the harmonic case $-\sqrt{2}\alpha$ (the dotted-dashed straight line) to a smaller magnitude of the lattice displacement. This change is associated with the increase in $U_{\text{eff}}$, $t_{\text{eff}}$, and $L_0$. It may be noted that the increase in $t_{\text{eff}}$ has a direct consequence on the reduction of the optimized value for $\eta$ from the corresponding value in the harmonic system. Thus we may conclude that anharmonicity reduces the effective mass of a polaron in this case. On the other hand, $\langle x_i \rangle$ becomes much larger from the corresponding value in the harmonic case for negative $g$. In particular, $\langle x_i \rangle$ shows a very steep upturn.
if both |g| and λ₃ are sufficiently large. This abrupt upturn is connected with the sudden change of the polaron feature into immobile particles due to the strong electron-electron attractive interaction. Judging from the fact that L₀ tends to vanish at the same time, we may further conclude that this change is nothing but the formation of immobile bipolarons.

In order to study the effect of anharmonicity on the phase transition, we have plotted $t_{\text{eff}}/t$, $dt_{\text{eff}}/dU$, and $L₀$ as a function of $U$ in Figures 7(a)–7(c), together with the energy per site, $\epsilon₀$ in Figure 8, respectively. For positive g, all the features obtained in these figures are qualitatively the same as those in the harmonic system (the dotted-dashed curves). Two peaks in $dt_{\text{eff}}/dU$ in Figure 7(b) along with $L₀ = 3/8$ for the state between the peaks clearly indicate the existence of an intervening metallic phase, leading to the observation that exactly the same phase transition is expected even in the anharmonic system. The quantitative difference can be accounted for by adjusting the values of both $U$ and $t$. Thus we may conclude that anharmonicity does not change the situation radically in this case. Only quantitative changes such as the reduction in the effective mass associated with the polaron motion occur. For negative g, however, we can see a similar behaviour only in the case of weak anharmonicity. For sufficiently strong $\lambda₃$ (but still within the realistic range), the feature of the transition changes radically. The intervening metallic state is suppressed and a direct first-order SDW-to-CDW transition is predicted. The CDW is characterized by the formation of immobile bipolarons. This insulator-to-insulator transition is clearly seen by both $t_{\text{eff}}$ in Figure 8 and the jump in $L₀$ in Figure 7(c) from the vanishingly small value to the nearly full electron spin moment.

In the first-principles approach, g is connected with $-\xi \hat{V}(r)$ in the rigid-ion approximation, where $V$ is the electron-ion interaction potential, $\xi$ is the time-dependent lattice displacement, and $\hat{V}$ is a polarization vector of the relevant lattice displacement. Since there is no definite rule for the direction of $\hat{V}$ and $V(r)$ may be considered as a pseudopotential, no definite argument can be made on the sign of g. Thus both positive and negative g’s will appear in actual situations. From the viewpoint of superconductivity, we need at least a metallic phase. Thus the strong anharmonic case with negative g should be avoided. However, anharmonicity with positive g seems to provide a more favorable condition to support superconductivity, partly because the metallic region is widened and partly because the polarons become more mobile.

### 6. An Improved Variational Treatment

More recently, Clay and Hardikar [65] have studied the same model by a numerical method based on the density-matrix renormalization group technique and confirmed the findings of TC. By calculating the Luttinger liquid correlation exponent $K₀$, they have further suggested that this phase is indeed superconductive. We believe that this issue is of paramount importance in the current scenario of superconductivity and needs a more rigorous analytical investigation. In a recent investigation we have chosen a more improved variational wave function for the phonon subsystem in order to obtain a lower GS energy and then analyzed the behaviour of the intermediate metallic phase. The idea has been that if the width of the metallic phase gets reduced in the improved calculation, then there can be an element of doubt about the veracity of the existence of the metallic phase. On the other hand, if an improved variational calculation leads to a widening of the metallic phase, then the prediction about the existence of the metallic phase becomes certainly much more justified.

In Section 3 we have described the method adopted by TC for the approximate solution of the phonon subsystem. TC have completely neglected in their analysis the phonon correlation effect which may play a rather important role as is well known from polaron physics. In the language of field theory, an electron is the source of phonons, and when an electron emits a phonon, it recoils back due to the finite phonon momentum, and while recouling the electron can emit another phonon, particularly in the case of reasonable electron-phonon coupling, and in that case those two successively emitted virtual phonons will be correlated. This correlation leads to the squeezing of the coherent phonon state and it has been shown by Zheng [66] that it also reduces the Holstein reduction factor considerably and consequently makes the polaron bandwidth larger leading to a higher mobility of the polarons which is more favorable for high $T_c$ superconductivity. Therefore it is desirable that one should include the phonon correlations in the calculation. We have included the on-site (OS) and nearest-neighbor (NN) phonon correlations in one of our recent investigations. We have, however, neglected the anharmonic phonons in our calculation for the sake of simplicity. In fact, the inclusion of phonon correlations is expected to take care of the phonon anharmonicity at least partially. So we consider the same Hamiltonian (1) again. As before we perform first the transformation $e^{iR}$ and $e^{iR'}$ where $R₁$ and $R₂$ are given by (2) and (7). As already mentioned earlier, we next perform, following Zheng [66], a squeezing transformation with a generator

$$ R₃ = \alpha_s \sum_i \left( b_i b_i^\dagger - b_i^\dagger b_i \right), $$

(29)

where $\alpha_s$ is the squeezing parameter to be obtained variationally. This transformation takes care of the phonon correlation at a particular site, and thus partially includes the electron recoil effect, and secondly, it takes into account through the choice of the phonon state some effects of the anharmonic phonons, that is, the phonon-phonon interactions which indirectly introduce the finite lifetime effects of the phonon and thus incorporates the phonon dynamics in a more realistic way. However, it neglects all intersite phonon correlations. Following Lo and Sollie [67], we, therefore, perform a correlated squeezing transformation with a generator

$$ R₄ = \frac{1}{2} \sum_{i \neq j} \beta_{ij} \left( b_i b_j - b_j^\dagger b_i^\dagger \right), $$

(30)
where we choose, for simplicity, $\beta_{ij} = \beta$, when $i$ and $j$ are nearest neighbors and zero otherwise. Obviously the last two squeezing transformations (29) and (30) may spoil the coherence of phonons at the expense of including correlations and introduce some fluctuations. Therefore, in order to deal with these fluctuations, we perform another CST to bring back the complete phonon coherence with a generator

$$R_3 = \Delta \sum_i (b_i^\dagger - b_i),$$

where $\Delta$ is another variational parameter. Averaging the transformed Hamiltonian with respect to the zero-phonon state $|0\rangle = \prod_i |0_i\rangle$, where the product over $i$ runs over $N$ sites, we then obtain an effective electronic Hamiltonian

$$H_{\text{eff}} = -J \sum_{i \sigma} n_i \sigma - t_{\text{eff}} \sum_{(ij) \sigma} c_{i \sigma}^\dagger c_{j \sigma} + U_{\text{eff}} \sum_i n_i; n_i,$$

$$+ N\omega_0 \left[2e^{2\beta} (e^{2\beta})_{00} + e^{-4\beta} (e^{-2\beta})_{00} - 2\right],$$

$$+ N\omega_0 h^2 + N\omega_0 M\Delta e^{2\alpha} (2h + \Delta e^{2\alpha}),$$

with

$$J = \omega_0 [a(2 - \eta) + 2\sqrt{\alpha}(1 - \eta)(h + M\Delta e^{2\alpha})],$$

$$U_{\text{eff}} = [U - 2\alpha\omega_0 \eta(2 - \eta)],$$

$$t_{\text{eff}} = t \cdot \exp \left[ a\eta e^{-4\alpha} \left( (e^{-2\beta})_{00} - (e^{-2\beta})_{01} \right) \right],$$

$$M = \left( e^\beta \right)_{00} + 2 \left[ \left( e^\beta \right)_{01} + \left( e^\beta \right)_{02} + \left( e^\beta \right)_{03} + \cdots \right],$$

$$\left( e^{2\beta} \right)_{0n} = \sum_{m=0, 1, 2, \ldots} (\pm 1)^n \frac{(2\beta)^{2m+n}}{m!(m+n)!},$$

The GS energy per site is, thus, obtained for all values of $U$ (both positive and negative) as

$$\varepsilon_0 = -J + N\omega_0 \left[ h^2 + \frac{\left( e^{2\beta} \right)_{00} \cosh 4\alpha - 1}{2} \right] + \frac{\left( U_{\text{eff}} - |U_{\text{eff}}| \right)}{4} + N\Delta\omega_0 M e^{2\alpha} (2h + \Delta e^{2\alpha}).$$

The GS energy is now minimized with respect to five variational parameters. It is found that the energy results...
and (c) the local spin moment as a function of $U$, the derivative of the renormalized hopping integral with respect to $e^\epsilon$.

Marginal improvement in the energy can have substantial effects; however, we find that even this marginal improvement in the energy can have substantial effect on the polaron mobility and the phase diagram.

One can see from Figure 9 that $t_{\text{eff}}$ and its derivative show qualitatively the same behaviour as obtained by TC, but the present solutions show pronounced quantitative differences.

Figure 7: Plots of (a) the renormalized hopping integral, (b) the derivative of the renormalized hopping integral with respect to $U$, and (c) the local spin moment as a function of $U$.

Figure 8: Ground-state energy per site as a function of $U$.

as clearly evident from the peak structures in the $dt_{\text{eff}}/dU$ curves (Figure 9(b)). The important point to note here is that the present method leads to an enhancement in the polaron mobility as compared with the TC results save for a small region of $U$ where the two methods almost agree. Again, the region in between the transition points satisfies the criterion $t_{\text{eff}}/U_{\text{eff}} \gg 0.25$, typical of a metallic state. Now the peaks are a little wider apart as compared to the TC results. Figure 10 shows the phase diagram in the parameter space $(\alpha, U)$ and comparison with the TC results again clearly shows that the present method predicts a wider metallic phase at the crossover region. Including the phonon anharmonicity at the Hamiltonian level will make the intermediate metallic phase even more wider, as shown in [45] and already discussed in Section 5, and the polarons more mobile, which is certainly a more favorable situation for high-$T_c$ superconductivity.

7. Conclusion

We have first considered the Holstein-Hubbard model at half-filling in one dimension and used a variable Lang-Firsov transformation and coherent state transformation with a generator which is independent of the electron variables. The transformed Hamiltonian is then averaged with respect to the unperturbed zero-phonon state to obtain an effective electronic Hamiltonian which could be solved exactly using the Bethe ansatz method of Lieb and Wu. Calculation of the polaron bandwidth and the local spin density have shown that there can exist an intermediate metallic state at the crossover region of SDW and CDW phases. It is not known for sure whether this kind of a metallic phase has already been observed in actual materials or not, but Takada has...
already speculated that the physical properties including superconductivity in the alkali-doped fullerenes \((A_3C_{60})\) [68, 69] can be explained in a unified way in terms of a picture that envisages the existence of such a kind of a metallic state in \((A_3C_{60})\) [70, 71]. This metallic state is of importance from the point of view of superconductivity. We have next shown that the inclusion of phonon anharmonicity can make polarons more mobile and widen the metallic regime and can, thus, provide a more favorable condition to support superconductivity. Our prediction has been supported by a recent exact DMRG analysis. We have finally attempted to make a further improvement on our variational calculation by including the effect of phonon correlations through on-site and correlated squeezing transformations. Interestingly, this widens the metallic phase even further and makes the polarons more mobile which is more conducive for superconductivity. That a better variational calculation does widen the metallic phase is itself a positive test for its existence. We do not believe that such a behaviour is unique in 1D and we expect a similar behaviour in higher dimensions too. We do not believe that the case in point is a usual phase transition of the thermodynamic kind; rather it could be a quantum phase transition or a crossover phenomenon. It is of course possible to explore the superconducting nature of this phase within the present scenario. In fact, it goes without saying that being a metallic phase, this phase will certainly be superconductive as one will cool the temperature. However to find the transition temperature itself, one does need to do a rigorous calculation. It is, however, worthwhile to make a few qualitative remarks about the nature of the superconducting phase. The normal phase here is a polaronic or a bipolaronic metal. Therefore as the temperature would decrease, the system can undergo a polaronic superconductivity induced by dynamical pairing of polarons like what happens in the case of Cooper pairs in the BCS mechanism. On the other hand, it is also possible that bipolarons which are essentially “static” Cooper pairs can undergo Bose-Einstein condensation and give rise to a superconductive phase. Which route will actually lead to the superconductive phase in an actual system will depend on the characteristic temperatures of the corresponding mechanisms which will certainly depend on the material parameters, and therefore requires a rigorous calculation. Another remark that we would like to make is about
the assumption of half-filling in the present analysis. This assumption has been used in order to obtain analytical results. Even for the case of “away from half-filling” exact result can be obtained for the effective Hubbard model, albeit numerically. For less than half-filling, the system will have more mobility in the charge carriers, and therefore it is expected that the metallic phase will be more favorable in this case than that for half-filling. For more than half-filling, the situation is not very clear and one needs to make a separate investigation.
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