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On the Travelling Wave Solution for the Current-Driven Steady Domain Wall Motion in Magnetic Nanostrips under the Influence of Rashba Field
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Spin-orbit Rashba effect applies a torque on the magnetization of a ferromagnetic nanostrip in the case of structural inversion asymmetry, also affecting the steady domain wall motion induced by a spin-polarized current. This influence is here analytically studied in the framework of the extended Landau-Lifshitz-Gilbert equation, including the Rashba effect as an additive term of the effective field. Results of previous micromagnetic simulations and experiments have shown that this field yields an increased value of the Walker breakdown current together with an enlargement of the domain wall width. In order to analytically describe these results, the standard travelling wave ansatz for the steady domain wall motion is here adopted. Results of our investigations reveal the impossibility to reproduce, at the same time, the previous features and suggest the need of a more sophisticated model whose development requires, in turn, additional information to be extracted from ad hoc micromagnetic simulations.

1. Introduction

Magnetization dynamics in nanodevices has been intensely investigated in the last decades as it provides a wide variety of technological applications in the area of storage and logic devices. Formerly, the manipulation of the magnetic configuration was typically achieved by means of external magnetic fields but the contemporary demand of miniaturizing storage devices and of increasing their capacity would have required higher and higher fields. An alternative method, realized by using spin-polarized currents, was outlined by the discovery of spin-transfer torque effect [1, 2]. Theoretical and experimental studies, therefore, examined magnetization dynamics due to the simultaneous action of external magnetic fields and electric currents [3–5] as well as current-driven dynamics at zero field [6, 7].

Among the different geometries used for spintronic devices, a more recent attention is directed to magnetic nanowires and strips [8–22]. Such thin ferromagnetic structures turn out to be relevant for the realization of oscillators and high-density memories with low energy consumption [9]. In particular, their behavior and applications are strictly connected to the motion of magnetic domain walls (DWs), namely, the continuous transition regions that separate two uniformly and oppositely magnetized domains [9, 10]. Also, in this case, DW dynamics can be activated by means of an external field or an electric current. Independently of the nature of the source term, it has been widely demonstrated that, by varying the strength of such a driving source, the DW motion experiences two different dynamical regimes. At low fields (or currents), the equilibrium wall structure is rigidly shifted along the nanostrip (or nanowire) axis, leading to a “steady” regime of high DW mobility. Above a critical field (or current) value, named Walker breakdown, a regime of lower DW mobility persists and the internal deformation is so strong that the wall structure is altered giving rise to a
periodical alternation of Bloch and Néel DW structures. Such a dynamics is generally referred to as “precessional” regime [11].

DW motion can be also strongly modified by spin-orbit interaction [12] that takes place in the case of structural inversion asymmetry of the nanodevice. Some previous works [13–18], in particular, pointed out that this effect, induced by the flow of an electric current through the material, acts as an effective field. This contribution, which was named Rashba field, produces two main consequences: (1) a (Bloch-like) DW structure is stabilized as the steady regime turns broadened up to higher current densities so allowing higher DW velocities; (2) the DW width enlarges with the increase of the current-induced Rashba field.

From the theoretical viewpoint, DW motion in ferromagnetic thin layers is ruled by the extended Landau-Lifshitz-Gilbert (ELLG) equation including the current-driven spin-torque effects [20–24]. Travelling wave solutions for the ELLG equation have been recently obtained, providing a strong theoretical support for both experimental and numerical results [20, 22]. It has been also demonstrated that the inclusion of a different dissipation function into the ELLG equation, usually referred to as “dry-friction,” gives a good description of DW dynamics in the presence of crystallographic defects and structural disorder [20, 22].

In this work, we propose to analytically study, by using a one-dimensional mathematical model, the steady DW motion in ferromagnetic nanostructures subject to the action of spin-polarized currents and Rashba fields. In particular, we investigate on the appropriateness of using a standard travelling wave ansatz describing a Bloch DW structure which rigidly shifts under the action of the external source. In order to validate the developed model, these analytical results are then compared, at qualitative level, with those arising from recent numerical and experimental investigations. The model also accounts for the nonlinear dry-friction dissipation function in order to evaluate how such a contribution affects the current-driven steady DW motion in the presence of a Rashba field.

2. The Analytical One-Dimensional Model: Results and Discussion

As depicted in Figure 1, a ferromagnetic nanostrip can be represented by a rectangular prism of length \( l \), width \( w \), and thickness \( t \) along \( c_x, c_y, c_z \) axes, respectively, with \( l \gg w > t \). Let us assume that an electric current density \( J = Jc_x \) constant in time and uniform in space, is applied to the device along the \( c_x \) axis. Under the hypothesis that the Rashba field does not modify the equilibrium configuration obtained in its absence, we assume that a 180° DW of width \( \delta \) is nucleated at the center of the structure with the magnetization vector that rotates between the state \((0,0,1)\) at \( x \to -\infty \) and the opposite one \((0,0,-1)\) at \( x \to \infty \). These uniformly magnetized states, far away from the wall location, are hence supposed to be directed towards the easy axis \( c_x = e \), namely, the energetically preferred direction of spontaneous magnetization.

![Figure 1: Schematics of a ferromagnetic nanostrip exhibiting a Bloch DW.](image)

Current-driven DW dynamics in such a thin layer is described by the ELLG equation [20–24]:

\[
\dot{\mathbf{m}} = y(\mathbf{h}_{\text{eff}} \wedge \mathbf{m}) + t_d + t_{st},
\]

where the over-dot denotes time derivation, \( \mathbf{m} = \mathbf{M}/M_s \) is the unit vector along the local magnetization and all the field vectors are normalized with respect to the saturation magnetization \( M_s \). The constant \( y = M_{SO}y_e \) is expressed in terms of the vacuum magnetic permeability \( \mu_0 \) and the gyromagnetic ratio \( y_e = g_e/\gamma e \) being \( g \) the Landé factor, \( e \) the electron charge, and \( m_e \) the electron mass. The first term in the right-hand side of (1) describes the precession of magnetization \( \mathbf{m} \) around the direction of the effective magnetic field \( \mathbf{h}_{\text{eff}} \), the second term \( t_d \) is the dissipative torque representing energy dissipation, and \( t_{st} \) corresponds to the current-induced spin torque.

The effective magnetic field \( \mathbf{h}_{\text{eff}} = -\partial W/\partial \mathbf{m} \), calculated as the variational derivative of the free energy density \( W \), accounts for external \( \mathbf{h}_{\text{ext}} \), exchange \( \mathbf{h}_{\text{exc}} \), demagnetizing \( \mathbf{h}_{\text{dmg}} \), anisotropy \( \mathbf{h}_{\text{an}} \), and Rashba \( \mathbf{h}_R \) fields:

\[
\mathbf{h}_{\text{eff}} = \mathbf{h}_{\text{ext}} + \mathbf{h}_{\text{exc}} + \mathbf{h}_{\text{dmg}} + \mathbf{h}_{\text{an}} + \mathbf{h}_R, \tag{2}
\]

As our attention focuses on the influence of the current-induced Rashba field, we will limit our analysis to the zero-field configuration:

\[
\mathbf{h}_{\text{ext}} = 0. \tag{3}
\]

The exchange field can be written as

\[
\mathbf{h}_{\text{exc}} = A \frac{\partial^2 \mathbf{m}}{\partial x^2} \tag{4}
\]

being \( A \) related to the exchange constant \( A_{\text{ex}} \) of the material through

\[
A = \frac{2A_{\text{ex}}}{\mu_0 M_s^2}. \tag{5}
\]

The demagnetizing field can be approximated by considering the only diagonal terms of the corresponding tensor which relates the field to the magnetization [11]:

\[
\mathbf{h}_{\text{dmg}} = -N_x(\mathbf{m} \cdot \mathbf{c}_x)\mathbf{c}_x - N_y(\mathbf{m} \cdot \mathbf{c}_y)\mathbf{c}_y - N_z(\mathbf{m} \cdot \mathbf{e})\mathbf{e}, \tag{6}
\]

where \( N_x, N_y, \) and \( N_z \) are the demagnetizing factors satisfying the normalization condition \( N_x + N_y + N_z = 1 \). These coefficients depend both on the shape (assumed to be
a rectangular prism) and on the dimensions \((w \times t \times \delta)\) of the DW.

We also assume that the strip is made by a material exhibiting a high perpendicular magnetic anisotropy, so that we can express

\[
h_{an} = \beta (\mathbf{m} \cdot \mathbf{e}) \mathbf{e},
\]

where \(\beta \gg 1\) is proportional to the anisotropy constant \(K\) of the material through

\[
\beta = \frac{2K}{\mu_0 M_s^2}.
\]

Finally, the Rashba field is given by \([13–18]\):

\[
h_R = \frac{\alpha_R P}{\mu_B M_s} (\mathbf{e} \wedge \mathbf{J})
\]

being \(\alpha_R\) the Rashba parameter, \(P\) the polarization factor of the current, and \(\mu_B\) the Bohr magneton. The expression (9) can be also written in compact form as

\[
h_R = \chi u \mathbf{c}_y,
\]

where \(\chi\) accounts for the Rashba effect, \(\chi = (2e/\hbar \mu_B^2 M_s) \alpha_R\), and the spin-torque velocity \(u\) accounts for the applied current, \(u = (g \mu_B P/2e M_s)\).

The dissipative torque \(\mathbf{t}_d\) is here described by the phenomenological Gilbert-like expression that also includes a dry-friction damping function \([19–22]\):

\[
\mathbf{t}_d = \mathbf{m} \wedge \left[ a_G + \frac{\zeta}{|\mathbf{m}|} \right] \mathbf{m},
\]

where \(a_G\) the classical linear damping coefficient and \(\zeta\) the phenomenological dry-friction parameter (for more details on the dry-friction formulation, together with its practical justification within the equation of motion, see \([20–22]\)).

The spin transfer torque \(\mathbf{t}_{st}\) is given by

\[
\mathbf{t}_{st} = u (-1 + \eta \mathbf{m} \wedge \frac{\partial \mathbf{m}}{\partial x}),
\]

where \(\eta\) is the phenomenological nonadiabatic spin-torque parameter \([10]\).

Taking into account (3)–(12), (1) becomes

\[
\mathbf{m} = \left[ a_G + \frac{\zeta}{|\mathbf{m}|} \right] (\mathbf{m} \wedge \mathbf{m})
\]

\[
= \left( \gamma h_{eff} - u \mathbf{m} \wedge \frac{\partial \mathbf{m}}{\partial x} - \eta u \frac{\partial \mathbf{m}}{\partial x} \right) \wedge \mathbf{m}
\]

with

\[
h_{eff} = A \frac{\partial^2 \mathbf{m}}{\partial x^2} + (\beta - N_z) (\mathbf{m} \cdot \mathbf{e}) \mathbf{e}
\]

\[
- N_x (\mathbf{m} \cdot \mathbf{c}_x) \mathbf{c}_x - N_y (\mathbf{m} \cdot \mathbf{c}_y) \mathbf{c}_y + \chi u \mathbf{c}_y.
\]

Let us now make a transformation from the Cartesian to the spherical frame, so that it is possible to express the local magnetization as:

\[
\mathbf{m} = \cos \varphi \sin \theta \mathbf{c}_x + \sin \varphi \sin \theta \mathbf{c}_y + \cos \theta \mathbf{e}.
\]

From (13)–(15), we therefore obtain a system of two second-order partial differential equations:

\[
\dot{\theta} + \left[ a_G + \left( \beta^2 + \sin^2 \varphi \varphi^2 \right)^{-1/2} \right] \sin \theta \varphi
\]

\[
= A y \sin \theta \frac{\partial^2 \varphi}{\partial x^2} + 2A y \cos \theta \frac{\partial \varphi}{\partial x} \frac{\partial \theta}{\partial x}
\]

\[
+ y \left( N_x - N_y \right) \sin \varphi \cos \theta
\]

\[
- \eta u \sin \theta \frac{\partial \varphi}{\partial x} - u \frac{\partial \theta}{\partial x} + \gamma \chi u \cos \varphi
\]

\[
\sin \theta \varphi = \gamma \sin \theta \cos \theta \left( \beta - N_z + N_x \cos^2 \varphi + N_y \sin^2 \varphi \right)
\]

\[
- u \sin \theta \frac{\partial \varphi}{\partial x} + \eta u \frac{\partial \theta}{\partial x} - \gamma \chi u \sin \varphi \sin \theta.
\]
In (19), the parameter \( \rho \) accounts for the presence of the Rashba field. For what concerns (19), let us remind that, in the absence of the Rashba field and nonlinear dissipations, we recover the classical definition of DW width \( \Gamma_0 = \delta \) [10, 11, 20] with

\[
\delta = \sqrt{\frac{A}{\sqrt{\beta - N_x + N_y + \left(N_x - N_y\right) \cos^2 \varphi_0}}. \tag{20}
\]

Let us also notice that the knowledge of the DW width requires, as shown in (20), the value of the demagnetizing factors \( (N_x, N_y, N_z) \). On the other hand, as discussed after (6), the demagnetizing factors can be computed once the DW width is known. This apparent conflict is generally solved by determining the DW width by means of alternative methods (e.g., by extracting it either from the profile of the travelling wave computed numerically and/or analytically, or from experiments).

Substituting (18) in (17), after some algebraic steps, leads to

\[
\frac{\tilde{M}}{\sin \theta} + \tilde{Q} \sin \theta \cos \dot{\vartheta} + \tilde{S} \cos \theta + \tilde{P} = 0, \tag{21}
\]

where

\[
\tilde{M} = \Gamma_0 (a_{G} \nu - \eta \mu)
\]

\[
\tilde{Q} = y \left[ A \Gamma_0^2 - \left( \beta - N_x + N_x \cos^2 \varphi_0 + N_y \sin^2 \varphi_0 \right) \right]
\]

\[
\tilde{S} = y \chi u \left( \sin \varphi_0 + \frac{y A \Gamma_0 \cos \varphi_0}{u - \nu} \right)
\]

\[
\tilde{P} = (a_{G} \nu - \eta u) \frac{y \chi u \cos \varphi_0}{u - \nu} + \dot{\xi},
\]

By performing the average of (21) over the DW width (i.e., for \( 0 \leq \theta \leq \pi \)) and taking into account that the terms defined in (22) do not depend on \( \dot{\vartheta} \), it is possible to derive the following expression for the DW velocity \( \nu \) as a function of the current-dependent spin-torque velocity \( \nu \):

\[
\nu = \frac{(\eta \chi \Gamma_0 / (N_x - N_y)) \nu^2 + (2 \eta \nu / \pi) \mu - \dot{\xi}}{(a_G \chi \Gamma_0 / (N_x - N_y)) \nu + (2 a_G \Gamma_0 / \pi)}, \tag{23}
\]

where it is supposed to deal with a DW of Bloch type \( (\varphi_0 = \pi/2) \) [19, 20].

As pointed out in some previous works [20–22], the inclusion of a dry-friction dissipation generally yields the steady DW motion to take place for values of the input stimulus which overcome a well-defined threshold. Equation (23) gives also the possibility to determine such a threshold current, defined as the minimum current value which satisfies the condition \( \nu \geq 0 \). In order to properly investigate on this aspect (and to emphasize the sole effect of the Rashba field), let us consider the two separate cases corresponding to the presence and the absence of the dry-friction dissipation function.

### 2.1. DW Dynamics in the Absence of Dry-Friction (\( \zeta = 0 \)).

If we exclude the additive dry friction term in the dissipation function, (23) simply reduces to

\[
\nu = \frac{\eta}{a_G} u, \tag{24}
\]

that, interestingly, matches exactly the current-driven steady DW velocity derived in the absence of the Rashba field [20, 22]. It is also straightforward to notice that, in the perfect adiabatic case \( (\eta = 0) \), no DW motion occurs. Equation (24) also implies that the threshold current is null:

\[
u_{\text{th}} = 0, \tag{25}
\]

so that the DW motion takes place for any nonnull value of the applied current. Results coming from (24) and (25), which clearly claim that the Rashba field does not modify the DW velocity (and, in turn, the DW mobility, defined as the ratio between the velocity and the input current) and the threshold current, satisfactorily agree with the recent experimental [14, 15] and numerical [17, 18] investigations. However, since these studies pointed out an increase of the Walker breakdown value and an enlargement of the DW width, we perform further investigations in this direction to validate the appropriateness of our initial conjectures.

In order to determine the Walker breakdown, from the definition (19), we can write

\[
\sin 2 \varphi_0 = \frac{2 \Gamma_0 (\mu - \nu)}{y (N_x - N_y)} \tag{26}
\]

that implies

\[
u - \frac{y}{2 \Gamma_0} \left| N_x - N_y \right| \leq \nu \leq u + \frac{y}{2 \Gamma_0} \left| N_x - N_y \right|. \tag{27}
\]

Let us remember that the left and the right implications of (27) are representative of the so-called lower and upper Walker breakdown conditions, respectively [20–22]. They define the range of the input source in which the steady DW motion takes place.

By comparing the expression of the DW velocity (24) and the breakdown condition (27) with those derived in the absence of the Rashba field [20, 22], we report no differences which, at first, would lead to conclude that the inclusion of this field contribution has no influence on the DW dynamics at all. Nonetheless, as mentioned previously, the works carried out in [15, 17] have shown that, in a framework with Rashba field and no internal disorder, in spite of the DW mobility that is unchanged, the upper Walker breakdown is increased (the lower breakdown brings a nonnegligible contribution only in the presence of nonlinear dissipations [22]). Since our results do not allow to apparently satisfy this latter property, we therefore ask on the reasons of this discrepancy. We believe that the answer has to be searched in the numerical values of the parameters appearing in the expression of the Walker breakdown. In detail, we can hypothesize that the Rashba field has changed the modulus of the quantity \( y |N_x - N_y|/2 \Gamma_0 \), making it somehow larger. In particular, considering that the expression of \( \Gamma_0 \) (19) is not formally a function, the only way to obtain such an increase is that the demagnetizing factors, strictly related to the DW width, are varied. In order to find out if our conjecture is correct, we search for the expression of the DW profile by
integrating (18). The resolving procedure strictly depends on the parameter $\rho$ that can be recast in the form:
\[
\rho = \frac{\chi u}{(N_x - N_y)}.
\] (28)

For completeness, let us remember first that, in the case $\rho = 0$, corresponding to the absence of Rashba field, the solution is in the classical form [19, 20]:
\[
\theta = 2 \arctan \left[ e^{\Gamma_0 (x - vt)} \right],
\] (29)
where $\Gamma_0$ indeed equals the inverse of the DW width.

Let us discuss, now, the solutions obtained as a function of the strength of the quantity $|\rho|$.

For $|\rho| < 1$, the solution can be expressed as
\[
\theta = \arccos \frac{1 - f^2(x - vt)}{1 + f^2(x - vt)},
\] (30)
where the expression of the function $f$ can be found in (99)–(102) of [19] and in (35) of [20]. In this case, the DW profile (30) is distorted with respect to the classical case, as shown in Figure 4 of [19], and, in particular, the DW width increases with increasing $\rho$. Under this circumstance, therefore, the analytical model confirms the enlargement of the DW width which was highlighted in a previous work [18]. Nevertheless, this increase of the DW width changes, in turn, the values of the demagnetizing factors, in such a way that $N_x$ approaches $N_y$ leading to an overall decrease of the quantity $|N_x - N_y|$, so lowering the Walker breakdown value. This latter evidence is thus in contradiction with the other expected feature of the dynamics under investigation.

For this reason, we can hypothesize that the correct solution has to be searched for $|\rho| > 1$. The solution in this case is
\[
\theta = 2 \arctan \left[ \frac{\sqrt{\rho^2 - 1} \tan \left( \Gamma_0 \sqrt{\rho^2 - 1} (x - vt) + \kappa \right) - 1}{\rho} \right]
\] (31)
being $\kappa$ the integration constant
\[
\kappa = \frac{1}{\sqrt{\rho^2 - 1}} \arctan \left( \frac{\rho + 1}{\sqrt{\rho^2 - 1}} \right)
\] (32)
that has to be chosen in such a way the variable $\theta$, evaluated at the center of the DW, is null. It should be indeed mentioned that, in this case, the travelling wave solution does not allow to satisfy the Dirichlet boundary conditions, so that the solution is only locally valid, namely, in the proximity of the center of the DW.

In order to estimate the orders of magnitude of the quantities involved in the model and to validate our assumption, we carry out a numerical evaluation of the travelling wave profile. For this reason, we take into account the parameter setup proposed in [17]. In detail, we consider a magnetic nanostrip of thickness $t = 3$ nm and $w = 120$ nm, saturation magnetization $M_S = 3 \times 10^5$ A/m, Landé factor $g = 2$, exchange constant $A = 10^{-11}$ J/m, anisotropy constant $K = 2 \times 10^4$ J/m$^3$, Gilbert damping constant $a_G = 0.2$, polarization factor $P = 0.5$, nonadiabatic parameter $\eta = 0.4$.

Figure 2 shows the profile of the Bloch DW (characterized by $\phi_0 = \pi/2$), as its components $m_x = \cos \theta$ and $m_y = \sin \theta$ ($m_z$ is null everywhere), for $\rho = 0$ (namely, with no Rashba field) and $|\rho| > 1$ (with Rashba field), as deduced from (31)-(32). It is clear that, in this case, the presence of the Rashba field would strongly modify the DW profile and width, making this latter about ten times narrower. It can be also appreciated that the DW width is only slightly affected by variations of $\rho$, higher than unity.

Starting from these results, we evaluate the new demagnetizing factors corresponding to the modified situation.
breakdown condition (27). Computed analytically by using (24) together with the Walker breakdown conditions, indeed, are not influenced by the intrinsic disorder, \( \zeta \). This suggests that the limit of Walker has not been considered in this figure in order to better emphasize the nonlinear behavior of the DW velocity.

Because of the DW width is reduced, the difference \( |N_x - N_y| \) increases, leading to an increase of the Walker breakdown. For instance, such a difference is equal to 0.046 for \( \rho = 0 \) and 0.445 for \( |\rho| > 1 \). The resulting increase of the Walker breakdown value and the enlargement of the range of steady DW motion are depicted in Figure 3 (obtained by using (24) together with (27)). When no Rashba field is considered, namely, \( \chi = 0 \) (i.e., \( \rho = 0 \)), the Walker breakdown current is \( J_W = 0.11 \text{A/\mu m}^2 \). Under the influence of the Rashba effect, instead, the upper Walker limit increases, making the steady regime possible up to a higher current \( J_W (\chi \neq 0) \) = 1.04 A/\mu m². From a direct inspection of Figure 3, it should be also noticed that, in both cases, there is no threshold current and the DW mobility is not affected by the Rashba field.

Summarizing, the case \( |\rho| > 1 \) leads to the expected raise of the Walker breakdown value but negates the enlargement of the DW width.

We can state, therefore, that the classical travelling wave ansatz for the ELLG equation \( \dot{\theta} = \theta(x - vt) \) with \( v = \text{constant} \) and \( \theta = \text{constant} \) cannot be satisfactorily used to reproduce the overall effects of the Rashba field on the steady DW motion in ferromagnetic nanostraps.

2.2. DW Dynamics in the Presence of Dry Friction (\( \zeta \neq 0 \)). The usage of a dry-friction dissipation function already turned to be useful to model the effects of crystallographic defects, structural disorder, including surface roughness, on the DW motion [20, 21]. In particular, it was demonstrated that the inclusion of such a friction mechanism leads to the appearance of a threshold below which no DW motion can take place, whereas the DW mobility is not affected in the above-threshold regime. In the present work, we would like to test these two properties when the dry-friction dissipation acts simultaneously to the Rashba field. To this aim, (23) is plotted in Figure 4. As it is expected, also in this case, the dry friction causes the motion to occur for current values larger than a given threshold current \( J_{th} \) (in the figure, \( J_{th} = 0.25 \text{A/\mu m}^2 \) for \( \zeta = 2 \times 10^{-2} \)). On the other hand, the DW velocity, which followed a linear trend in the absence of Rashba field (independently of the presence of dry friction), now exhibits a nonlinear dependence on the input current which approximate, for large current values, the velocity obtained in the case \( \zeta = 0 \). It is interesting to notice that the same result was qualitatively obtained in experiments [16] as well as in numerical simulations [17] that accounted for thermal effects and roughness. However, the corresponding travelling wave solutions would suffer from the same incompatibility with respect to numerical and experimental observations.

3. Conclusions

In this work, we have analyzed the bias-field-free current-driven DW motion in a ferromagnetic nanostraps subject to the Rashba field and dry-friction dissipation. The study has been mathematically carried out by modifying the extended Landau-Lifshitz-Gilbert equation with the inclusion of the Rashba contribution into the effective field. The standard travelling wave ansatz generally used for the equation of motion, within the steady regime, does not succeed in confirming simultaneously both the key features revealed in recent numerical and experimental observations: increase of the Walker breakdown value and enlargement of the DW width.
This result suggests that the system (16) has to be solved by using a different approach. We believe that, due to the transversal component of the effective field induced by the Rashba field, the hypothesis $\varphi = \text{constant}$, together with the Dirichlet boundary conditions $\varphi(-\infty) = 0$ and $\varphi(\infty) = \pi$, does not apply in this case. For this reason, one could consider that the angle $\varphi$ exhibits an analogous travelling wave dependence $\varphi = \varphi(x - vt)$ and that, due to the symmetry of the problem, Neumann boundary conditions $\varphi'(\pm \infty) = 0$ and $\varphi'(\pm \infty) = 0$ should be satisfied instead. By imposing such constraints, we get the following nonlinear system of coupled ordinary differential equations:

$$
\begin{align*}
(u - v)\vartheta' - \left(\vartheta'^2 + \sin^2 \vartheta \varphi'^2\right)^{-1/2} \xi \sin \vartheta \varphi' \\
- 2\eta y \cos \vartheta \vartheta' - Ay \sin \vartheta \vartheta'' \\
+ (\eta u \sin \vartheta - \alpha_G v \sin \vartheta) \varphi' \\
- \varphi \left(N_x - N_y\right) \sin \varphi \cos \varphi \sin \vartheta \\
- \gamma \chi u \cos \vartheta = 0 \\
\gamma \vartheta'' + (\alpha_G v - \eta u) \vartheta' + \left(\vartheta'^2 + \sin^2 \vartheta \varphi'^2\right)^{-1/2} \xi \vartheta' \\
- Ay \sin \vartheta \cos \vartheta \varphi'^2 + (u - v) \sin \vartheta \varphi' \\
- y \sin \vartheta \cos \left(\beta - N_x \cos^2 \varphi + N_y \sin^2 \varphi\right) \\
+ \gamma \chi u \sin \varphi \cos \vartheta = 0.
\end{align*}
$$

(33)

However, solving this system without simplifying assumptions is not trivial at all. For example, the missing information could be argued from ad hoc micromagnetic simulations which should provide the accurate profile of the travelling wave variable and their dependence on the strength of the Rashba field. Therefore, we strongly encourage numerical investigations in this direction to overcome this issue.
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