Research Article

An Efficient Compact Finite Difference Method for the Solution of the Gross-Pitaevskii Equation

Rongpei Zhang, 1 Jia Liu, 2 and Guozhong Zhao 3

1 School of Sciences, Liaoning Shihua University, Fushun 113001, China
2 School of Foreign Language, Liaoning Shihua University, Fushun 113001, China
3 Faculty of Mathematics, Baotou Teachers College, Baotou 014030, China

Correspondence should be addressed to Rongpei Zhang; rongpeizhang@163.com

Received 25 March 2015; Accepted 20 May 2015

Academic Editor: Sergei Sergeenkov

Copyright © 2015 Rongpei Zhang et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

We present an efficient, unconditionally stable, and accurate numerical method for the solution of the Gross-Pitaevskii equation. We begin with an introduction on the gradient flow with discrete normalization (GFDN) for computing stationary states of a nonconvex minimization problem. Then we present a new numerical method, CFDM-AIF method, which combines compact finite difference method (CFDM) in space and array-representation integration factor (AIF) method in time. The key features of our methods are as follows: (i) the fourth-order accuracy in space and r th (r ≥ 2) accuracy in time which can be achieved and (ii) the significant reduction of storage and CPU cost because of array-representation technique for efficient handling of exponential matrices. The CFDM-AIF method is implemented to investigate the ground and first excited state solutions of the Gross-Pitaevskii equation in two-dimensional (2D) and three-dimensional (3D) Bose-Einstein condensates (BECs). Numerical results are presented to demonstrate the validity, accuracy, and efficiency of the CFDM-AIF method.

1. Introduction

Bose-Einstein condensates (BECs) were first experimentally observed in 1995 [1, 2], while they were theoretically predicted a long time before by S.N. Bose and A. Einstein. Later on, the study of Bose-Einstein condensates (BECs) has attracted considerable interests both theoretically and experimentally. At temperature $T$ much smaller than the critical condensation temperature $T_c$, the properties of BECs are well described by a macroscopic wave function $\psi(x,t)$ which obeys the Gross-Pitaevskii equation (GPE). More precisely, $\psi(x,t)$ is solution to the dimensionless time-dependent GPE [3]:

$$ \begin{align*}
\frac{1}{i} \frac{\partial}{\partial t} \psi(x,t) &= -\frac{1}{2} \nabla^2 \psi(x,t) + V(x) \psi(x,t) \\
&\quad + \beta \left| \psi(x,t) \right|^2 \psi(x,t),
\end{align*} $$

(1)

for $x \in \mathbb{R}^d$, $d = 2, 3$, $t > 0$. Here $\nabla^2 = \Delta$ is the Laplace operator. Function $V(x)$ is the external (usually confining) potential. Parameter $\beta$ is the nonlinearity strength describing the interaction between atoms of the condensate. Equation (I) is also called a mean-field nonlinear Schrödinger equation (NLS) with local cubic nonlinearity.

One of the fundamental problems in numerical simulation of BECs is to find its ground state so as to compare the numerical results with experimental observations and to prepare initial data for studying the dynamics of BEC. To find a stationary solution of (I), we write

$$ \psi(x,t) = e^{-i\mu t} \phi(x), $$

(2)

where $\mu$ is the chemical potential of the condensate and $\phi$ a real function independent of time. Inserting the above expression into (I) gives the equation

$$ \mu \phi(x) = -\frac{1}{2} \nabla^2 \phi(x) + V(x) \phi(x) + \beta \left| \phi(x) \right|^2 \phi(x), \quad x \in \mathbb{R}^d, $$

(3)

under the normalization condition

$$ \left\| \phi \right\|^2 = \int_{\mathbb{R}^d} \left| \phi(x) \right|^2 dx = 1. $$

(4)
Any eigenvalue $\mu$ can be computed from its corresponding eigenfunction $\phi$ by

$$\mu = \mu(\phi) = \int_{\mathbb{R}^3} \left(\frac{1}{2} \nabla \phi(x)^2 + V(x) |\phi(x)|^2 + \beta |\phi(x)|^4 \right) dx$$

(5)

$$= E(\phi) + \frac{\beta}{2} \int_{\mathbb{R}^3} |\phi(x)|^4 dx,$$

where the energy $E(\phi)$ is given by

$$E(\phi) = \int_{\mathbb{R}^3} \left(\frac{1}{2} \nabla \phi(x)^2 + V(x) |\phi(x)|^2 \right) dx.$$

(6)

From mathematical point of view, the ground state $\phi_0$ is defined as the minimizer of $E(\phi)$ over the unit sphere $S = \{\phi | \|\phi\| = 1, E(\phi) < \infty\}$. It is easy to show that the ground state $\phi_0$ is the eigenfunction of (3) associated to the lowest eigenvalue of (5). Other eigenfunctions of (3) whose energies are larger than $E(\phi_0)$ are called as excited states in the physics literatures.

In recent years, a great deal of approaches have been proposed for computing the ground state. In fact, these approaches were divided into two types: one method is either based on solving the nonlinear eigenvalue problem [4]; the other approach is the imaginary time method which can be written as a normalized gradient flow formulation [5].

The backward Euler and Crank-Nicolson method were usually applied in the time discretization. However large global nonlinear systems need to be solved at each time step. Therefore, number of operation for the nonlinear scheme may be large. Besides that, these time integration methods are limited to second-order accuracy. In this paper, we use integration factor method for time discretization in which an array representation for the linear differential operators is introduced [13]. The array-representation approach is based on the idea of compact Implicit Integration Factor (cIIF) [14]; that is, when discretizing the terms with partial derivatives, regard the unknown solution as a vector with index connected to corresponding variables, while keeping other indexes fixed with unrelated variables.

New approach yields several discretization matrices of a small size that depend only on the number of derivatives in the continuous operators and the number of spatial discretization points in the direction of each derivative.

Finally we combine the compact finite difference method in space and array-representation integration factor method in time to get the cFDMAIF method for solving the GFDN. This method yields fourth-order accuracy in space and rth order accuracy in time. And moreover, the storage and CPU cost can be significantly reduced. The rest of the paper is organized as follows. In Section 2 we present the compact finite difference method and array-representation integration factor method to solve the normalized gradient flow equation in 3D. Ground states and first excited states in 2D and 3D BECs are reported in Section 3. Finally, we summarize our conclusion in Section 4.

## 2. Numerical Methods

In this section, we first review the compact finite difference method. Then we will propose the array-representation integration factor method for fully discretizing the GFDN. We will construct the scheme in 3D and the procedure in 2D will follow the similar method.

### 2.1. Compact Finite Difference Method

To build the compact finite difference method for the gradient flow equation (7) in 3D, we rewrite it into the following reaction-diffusion equation formulation:

$$\frac{\partial}{\partial t} \phi(x, t) = \frac{1}{2} \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} + \frac{\partial^2 \phi}{\partial z^2} \right) + F(\phi),$$

(9)

where $F(\phi) = -V(x)\phi - \beta|\phi|^3\phi$ and the computation domain is $\Omega = \{x_1, x_2, x_3\} \times \{y_1, y_2\} \times \{z_1, z_2\}$. The computation domain $\Omega$ is discretized into grids described by the set $(x_j, y_k, z_l) = (a_i + jh_x, b_i + k h_y, c_i + l h_z), 0 \leq j \leq N_x, 0 \leq k \leq N_y, 0 \leq l \leq N_z$. The nodal derivatives are implicitly evaluated by nodal values of the function.
where \( h_x = (a_u - a_l) / N_x, h_y = (b_u - b_l) / N_y, h_z = (c_u - c_l) / N_z \). Let \( N_x, N_y, N_z \) be the number of spatial grid points in each spatial direction and let \( h_x, h_y, h_z \) be the grid size, respectively. Let \( \phi_{j,k,l} \) represent the approximate solution at the grid point \((jh_x, kh_y, lh_z)\).

Setting \( u = \partial^2 \phi / \partial x^2, v = \partial^2 \phi / \partial y^2, \) and \( w = \partial^2 \phi / \partial z^2, \) we get the discretization of (9) on the grid point as follows:

\[
\frac{d}{dt} \phi_{j,k,l} = \frac{1}{2} \left( u_{j+1,k,l} + v_{j,k+1,l} + w_{j,k,l+1} \right) + F(\phi_{j,k,l}),
\]

\( 1 \leq j \leq N_x, 1 \leq k \leq N_y, 1 \leq l \leq N_z. \)

Define the following linear mapping in three-dimensional space:

\[
\delta^2_{x} \phi_{j,k,l} = \frac{\phi_{j-1,k,l} - 2 \phi_{j,k,l} + \phi_{j+1,k,l}}{h_x^2},
\]

\[ L_x u_{j,k,l} = \left( \frac{1}{12} \right) \delta_{x}^2 u_{j,k,l}, \]

\( 1 \leq j \leq N_x, 1 \leq k \leq N_y, 1 \leq l \leq N_z, \)

The linear mapping \( \delta^2_{x} \phi_{j,k,l}, \delta^2_{y} \phi_{j,k,l} \) and \( L_y v_{j,k,l}, L_z w_{j,k,l} \) are similarly defined.

By using a Taylor expansion, we get

\[
\delta^2_{x} \phi_{j,k,l} = u_{j,k,l} + \frac{h_x^2}{12} \delta^2_{x} u_{j,k,l} + \mathcal{O}(h^4),
\]

\( 1 \leq j \leq N_x, 1 \leq k \leq N_y, 1 \leq l \leq N_z, \)

where \( h = \max(h_x, h_y, h_z) \). Omitting the small terms \( \mathcal{O}(h^4) \), we obtain the following approximation:

\[
\begin{align}
u_{j,k,l} &= L_x^{-1} \delta_x^2 \phi_{j,k,l}, \\
v_{j,k,l} &= L_y^{-1} \delta_y^2 \phi_{j,k,l}, \\
w_{j,k,l} &= L_z^{-1} \delta_z^2 \phi_{j,k,l}.
\end{align}
\]

Define the three-dimensional array: \( \Phi = (\phi_{j,k,l} \mid j = 1, \ldots, N_x, k = 1, \ldots, N_y, l = 1, \ldots, N_z) \). The semidiscretization of fourth-order compact finite difference scheme for (9) takes the form

\[
\frac{d}{dt} \Phi = L_x^{-1} \delta_x^2 \Phi + L_y^{-1} \delta_y^2 \Phi + L_z^{-1} \delta_z^2 \Phi + \mathcal{F}(\Phi).
\]

We can also apply higher order integration factor method in our scheme. See [14] for the scheme with higher order accuracy.

In a typical representation of the linear differential operator, the matrix \((L_x^{-1} \delta_x^2 + L_y^{-1} \delta_y^2 + L_z^{-1} \delta_z^2)\) has a size of \( N_x N_y N_z \). Although the matrix itself is sparse, its exponential is usually not, leading to prohibitive storage and computing cost for any fine spatial meshes. To avoid computing the exponential of huge matrix, we adopt the array-representation integration factor method which decomposes the matrix into small matrices based on an array representation. The three-dimensional array \( \Phi \) can be treated as the collection of all such one-dimensional vector on a two-dimensional array

\[
\Phi = \bigotimes_{l=1}^{N_z} \Phi(:,k,l),
\]

where \( \Phi(:,k,l) \) is a vector by fixing the last two indices \( k, l \). \( \Phi(:,k,l) = (\phi_{1,k,l}, \phi_{2,k,l}, \ldots, \phi_{N_x,k,l})^T \).

We define the matrices \( A_m = (D/h_m^2) A_{N_x \times N_y} \) and \( B_m = B_{N_x \times N_y}, m = x, y, z, \)

\[
A_{N \times N} = \begin{pmatrix}
-2 & 1 & 0 & \cdots & 1 \\
1 & -2 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 0 & \cdots & 1 & -2
\end{pmatrix}_{N \times N},
\]

\[
B_{N \times N} = \begin{pmatrix}
5 & 1 & 0 & \cdots & 1 & 12 \\
6 & 1 & 5 & 1 & \cdots & 0 \\
12 & 6 & 1 & 5 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
12 & 6 & 1 & 5 & \cdots & 0 \\
1 & 0 & \cdots & 1 & 5 & 6
\end{pmatrix}_{N \times N},
\]

With the definition of matrices \( A_x \) and \( B_x \), the exponential of linear mapping \( L_x^{-1} \delta_x^2 \) in the array representation can be written as matrix forms:

\[
e^{L_x^{-1} \delta_x^2} U = \bigotimes_{l=1}^{N_z} e^{B_m A_x} U(:,k,l).
\]
Table 1: Error, order of accuracy, and CPU time with CFDM-AIF2 and RK2 scheme for Example 1.

<table>
<thead>
<tr>
<th>N_x × N_y × N_z</th>
<th>CFDM-AIF2, Δt = 1/N_x = h_x/2π</th>
<th>RK2, Δt = h^2/3</th>
<th>L^∞ error</th>
<th>Order</th>
<th>CPU (s)</th>
<th>L^∞ error</th>
<th>Order</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16 × 16</td>
<td>5.50 × 10^{-5}</td>
<td>—</td>
<td>0.05</td>
<td>—</td>
<td>0.09</td>
<td>6.95 × 10^{-3}</td>
<td>—</td>
<td>2.00</td>
</tr>
<tr>
<td>32 × 32 × 32</td>
<td>3.59 × 10^{-6}</td>
<td>3.94</td>
<td>0.43</td>
<td>1.74 × 10^{-3}</td>
<td>2.00</td>
<td>2.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64 × 64 × 64</td>
<td>2.65 × 10^{-7}</td>
<td>3.76</td>
<td>5.93</td>
<td>4.36 × 10^{-4}</td>
<td>2.00</td>
<td>61.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128 × 128 × 128</td>
<td>2.69 × 10^{-8}</td>
<td>3.30</td>
<td>127</td>
<td>1.09 × 10^{-3}</td>
<td>2.00</td>
<td>2448</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.1. The Accuracy Test. The CFDM-AIF method (20) has the global accuracy $O(h^4 + \Delta t^2)$ in space and time. In order to show the accuracy and the rate of convergence for the CFDM-AIF method, we test our scheme for a linear reaction-diffusion equation with exact solution. In this test, we will investigate the accuracy and efficiency of our new scheme by comparison with other methods, such as second-order Runge-Kutta (RK2) method.

Example 1. We consider the following equation on $\Omega = [0, 2\pi]^2$:

$$\frac{\partial \phi}{\partial t} = 0.2\Delta \phi + 0.1\phi$$

with periodic boundary conditions. The exact solution of this equation is $\phi = e^{-0.1t}(\cos(x) + \cos(y) + \cos(z))$. The final computation time is $t = 1$ at which the $L^\infty$ error is measured. We list the error, order of accuracy, and CPU time for CFDM-AIF and RK2 method in Table 1. The time step is $\Delta t = 1/N_x$ for CFDM-AIF method and $\Delta t = h^2/3$ for RK2 method. As shown in Table 1, CFDM-AIF scheme achieves the higher order accuracy and requires less CPU time than the RK2 method which requires a much smaller time step and becomes more expensive. In particular for large grid number, $N = 128$, the computation time is too long to be acceptable.

Remark. In the CFDM-AIF scheme (20), the matrix $B_k^{-1}A_k$ is $N_x \times N_x$ which has order of magnitude smaller than the size of the matrix $\mathcal{F}_x \delta_x^2$, which is $N_x N_y N_z \times N_x N_y N_z$ matrix. This saving in storage is critical for carrying out simulations with larger numbers of spatial grid points. If we use non-AIF method on the computer with 4 GB-RAM, it will run out of memory when $N_x = N_y = N_z = 32$ because this method needs to store matrices with a size of $N_xN_yN_z \times N_xN_yN_z$. In contrast, we can apply the AIF method on the same machine with larger number, even $N_x = N_y = N_z = 256$.

3.2. The Ground and Excited States in 2D. We compute the ground and first excited states with different parameters in the harmonic-plus-optical lattice potential by our method. The potential function in (1) is defined as

$$V(x, y) = \frac{1}{2} (x^2 + y^2) + \kappa \left( \sin^2 \left( \frac{\pi x}{d} \right) + \sin^2 \left( \frac{\pi y}{d} \right) \right),$$

for the following array-representation integration factor CFDM with order $O(h^4 + \Delta t^2)$:

$$\Phi_{n+1} = \Phi_n + (\Delta t/2) \mathcal{F}(\Phi_n).$$

Then we apply normalization constraint to the solution $\Phi_{n+1}$:

$$\Phi_{n+1} = \frac{\Phi_{n+1}}{\|\Phi_{n+1}\|},$$

3. Numerical Tests

In this section, we apply the CFDM-AIF scheme to compute the ground and excited states of BEC with harmonic-plus-optical lattice potential in two and three dimensions. In our computation, the stationary state is reached when

$$\max_{i,j,k} \left| \frac{(\phi_{i,j,k}^{n+1} - \phi_{i,j,k}^n)^2}{\Delta t} \right| < 10^{-6}.$$
where \( d \) is the distance between neighbor wells (lattice constant). The problem is solved on \( \Omega = [-16, 16]^2 \) with grid number \( N_x = N_y = 256 \) and time step \( \Delta t = 1d - 3 \).

**Example 2.** We first compute the ground state with different parameters \( \beta \) and \( d \) and fix \( \kappa = 100 \). The initial data for ground state is chosen as Thomas-Fermi approximation:

\[
\phi_g(x, y) = \frac{\phi_{g,TF}}{\|\phi_{g,TF}\|},
\]

\[
\phi_g^{TF} = \begin{cases} 
\frac{\mu_g^{TF} - V(x, y)}{\beta}, & V(x, y) < \mu_g^{TF} \\
0, & \text{otherwise,}
\end{cases}
\]

where \( \mu_g^{TF} = \sqrt{\beta/\pi} \).

For fixed \( d = 4 \), Figure 1 shows the ground state and time evolution of energy with \( \beta = 1000, \beta = 3000, \) and \( \beta = 6000 \). From them, we see that with the increase of \( \beta \) the number of peaks increases. We can also see that the energy diminishes fast and keeps diminishing from the plot of time evolution of the energy. For fixed \( \beta = 100 \), Figure 2 shows the numerical results with \( d = 4, d = 3, \) and \( d = 2 \). From it, we see that the decrease in \( d \) will cause more peaks in the lattice, but the density at the condensate center decreases very fast.

Then we compute the first excited state by taking \( \phi_0(x, y) = (\sqrt{2}x/\pi^{1/2})e^{-(x^2+y^2)/2} \) in \( x \)-direction, \( \phi_0(x, y) = (\sqrt{2}y/\pi^{1/2})e^{-(x^2+y^2)/2} \) in \( y \)-direction, and \( \phi_0(x, y) = (2xy/\pi^{1/2})e^{-(x^2+y^2)/2} \) in both \( x \)-direction and \( y \)-direction. Figure 3 visualizes the first excited states for \( \beta = 500, \kappa = 50, \) and \( d = 4 \). The interior layers and multiscale structures are observed in the first excited states.

### 3.3. The Ground and Excited States in 3D

**Example 3.** Finally, we apply CFDM-AIF method to compute the ground and first excited states in 3D under a combined harmonic and optical lattice potential; that is, \( V(x, y, z) = (1/2)(x^2 + y^2 + z^2) + 50(\sin^2(\pi x/4) + \sin^2(\pi y/4) + \sin^2(\pi z/4)) \) in (1). The initial data is chosen as \( \phi_0(x, y, z) = (1/\pi^{3/4})e^{-(x^2+y^2+z^2)/2} \) for ground state and \( \phi_0(x, y, z) = (2x^2/\pi^{3/4})e^{-(x^2+y^2+z^2)/2} \) for the first excited state in \( x \)-direction. Figure 5 depicts the isosurface plots of the first excited state for \( \beta = 800 \) at values of \( |\phi_{000}| = 0.01, |\phi_{110}| = 0.01, \) and \( |\phi_{111}| = 0.01 \).
Figure 2: The ground state with fixed $\beta = 100$ and $d = 4, 3$ and $d = 2$ from left to right in Example 2.

Figure 3: The first excited states in $x$-direction, in $y$-direction, and in $x$ and $y$-direction from left to right in Example 2.

Figure 4: The isosurface plots of ground state in Example 3 for $\beta = 100$, $\beta = 800$, and $\beta = 6400$.

Figure 5: The isosurface plots of first excited state in Example 3 with $|\phi_{100}| = 0.01$, $|\phi_{110}| = 0.01$, and $|\phi_{111}| = 0.01$. 
Similarly, in 2D case, we observe that interior layers appear in the first excited state when $\beta$ is large. And multiscale structures are observed in first excited states under an optical lattice potential. The numerical results show that the CFDM-AIF method are capable of capturing the multiscale structures accurately and efficiently.

4. Conclusion

In this paper we have presented the CFDM-AIF method for computing the ground and first excited states in BECs. The method is based on the compact finite difference method in space and array-representation integration factor method in time. This method can reduce the computational cost significantly in both storage and CPUs and is an efficient and attractive method for 2D and 3D GPE.
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