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In general, the modelling of wind turbines is a challenging task, since they are complex dynamic systems, whose aerodynamics are nonlinear and unsteady. Accurate models should contain many degrees of freedom, and their control algorithm design must account for these complexities. However, these algorithms must capture the most important turbine dynamics without being too complex and unwieldy, mainly when they have to be implemented in real-time applications. The first contribution of this work consists of providing an application example of the design and testing through simulations, of a data-driven fuzzy wind turbine control. In particular, the strategy is based on fuzzy modelling and identification approaches to model-based control design. Fuzzy modelling and identification can represent an alternative for developing experimental models of complex systems, directly derived directly from measured input-output data without detailed system assumptions. Regarding the controller design, this paper suggests again a fuzzy control approach for the adjustment of both the wind turbine blade pitch angle and the generator torque. The effectiveness of the proposed strategies is assessed on the data sequences acquired from the considered wind turbine benchmark. Several experiments provide the evidence of the advantages of the proposed regulator with respect to different control methods.

1. Introduction

Wind turbines are complex nonlinear dynamic systems forced by gravity and stochastic wind disturbance, which are affected by gravitational, centrifugal, and gyroscopic loads. Their aerodynamics are nonlinear and unsteady, whilst their rotors are subject to complicated turbulent wind inflow fields driving fatigue loading. Therefore, wind turbine modelling and control represent complex and challenging tasks [1, 2].

Accurate models have to contain many degrees of freedom in order to capture the most important dynamic effects. It is clear that the design of control algorithms for wind turbines has to take into account these complexities. On the other hand, control algorithms must capture the most important turbine dynamics, without being too complex and unwieldy [1, 3].

Today’s wind turbines employ different control actuation and strategies to achieve the required goals and performances. Some turbines perform the control action through passive methods, such as in fixed-pitch, stall control machines. In these machines, the blades are designed so that the power is limited above rated wind speed through the blade stall. Thus, no pitch mechanism is needed [1]. On the other hand, below rated wind speed, the generator speed is fixed [4]. Rotors with adjustable pitch are often used in constant-speed machines to provide turbine power control better than the one achievable with blade stall [5]. Therefore, blade pitching can be regulated to provide constant power above rated wind speed. The pitch mechanisms have to be quite fast, in order to provide good power regulation in the presence of gusts and turbulence. In order to maximise the power output below the wind speed, the rotational speed of the turbine must vary with wind speed.

The control strategies for such machines are typically designed using simple classical control design techniques such as (Proportional Integral Derivative) PID control for blade pitch regulation, as shown for example, in [6]. Advanced controls can be used to improve the energy capture, for example through the generator torque control, as shown for example, in [7]. In the same situation,
Johnson et al. [8] proposed an adaptive control approach. Advanced multivariable control design methods, such as those based on state-space models, can be used to meet control objectives and use all the available actuators and sensors in a reduced number of control loops. In [9], a multivariable approach was used to design both an independent pitch controller to mitigate the effects of asymmetric wind disturbances. Even though two separate control loops were used for example, in [9], the multivariable control design approach can require fewer control loops compared to classical control design methods, as shown for example, in [10]. Therefore, the trade-off between wind turbine control algorithms’ accuracy and their limited computational complexity represents the challenging point that motivates this study.

The first contribution of this work consists of providing an application example of the design, and testing through simulations, of a data-driven fuzzy wind turbine control. In particular, the strategy is based on fuzzy modelling and identification approaches to model-based control design. As stated above, since a mathematical model is a description of system behaviour, accurate modelling for a complex nonlinear system can be very difficult to achieve in practice. Thus, fuzzy modelling and identification can represent an alternative for developing experimental models of complex systems, such as wind turbine systems considered in this work. In contrast to pure nonlinear identification methods, fuzzy systems are capable of deriving nonlinear models directly from measured input-output data without detailed system assumptions [11]. Thus, it is suggested to describe the plant under investigation by a collection of local affine systems of the type of Takagi-Sugeno (TS) fuzzy prototypes [12], whose parameters are obtained by identification procedures. The proposed identification approach is motivated by previous works by the same author [13, 14].

Regarding the controller design, this paper suggests a fuzzy control approach for the adjustment of both the wind turbine blade pitch angle and the generator torque, with application to a wind turbine benchmark. This design is performed according to the following steps. Firstly, a PI regulator is devised using the classic Ziegler-Nichols method [15]. Then, the corresponding fuzzy (Proportional Integral) PI controller is built, by means of a suitable choice of the gains. The membership functions (MFs) and rules are derived directly from the identified TS fuzzy models. The effectiveness of the proposed fuzzy modelling and control strategy are assessed on the data sequences acquired from the considered benchmark. Several simulation experiments provide the evidence of the advantages of the proposed fuzzy PI regulator with respect to the switching control strategy developed in [16].

The capabilities of the proposed control strategy are compared with respect to the control strategy developed in [16], and with reference to different control methods based for example, on sliding mode or neural controllers [17, 18].

The next feature of the work is related with the impact evaluation of the modelling uncertainties, disturbance, and measurement errors on the designed control scheme. In particular, the paper proposes the use of extensive Monte-Carlo simulations for the analysis and the assessment of the design, the robustness, the stability, and its final performance evaluation. In fact, as in this case the wind turbine cannot be described by any analytical dynamic model, the Monte-Carlo tool represents the only method for evaluating the performances of the developed control scheme when applied to the monitored process.

The last key point of the paper concerns the assessment of the developed control algorithms through a hardware in the loop (HIL) facility, which has been developed to qualify the proposed approaches in the presence of experimental limitations closer to real situations.

Finally, the paper has the following structure. Section 2 provides an overview of the wind turbine system considered in this work. Section 3 recalls the fuzzy modelling and identification strategy exploited for the design of the fuzzy controller. This proposed fuzzy controller design, followed by a simple tuning strategy, are presented in Section 3.2. The achieved results and comparisons with different control strategies are summarised in Section 4, where the stability, the robustness analysis, and the capabilities of the developed control method with respect to measurement and modelling errors are investigated in simulation. Realistic simulations and comparisons with different control schemes relying on sliding mode and neural controller are also reported. Section 5 ends the paper by highlighting the main achievements of the work, providing some suggestions for possible further research topics.

2. Wind Turbine Benchmark Description

The three-blade horizontal axis turbine considered in this paper works according to the principle that the wind is acting on the blades, and thereby moving the rotor shaft. In order to up-scale the rotational speed to the needed one at the generator, a gear box is introduced. A more accurate description of the benchmark model can be found in [16, 19]. The diagram of the wind turbine model is sketched in Figure 1.

The rotational speed, and consequently the generated power, is regulated by means of two controlled inputs: the converter torque $\tau_c(t)$ and the pitch angle $\beta_p(t)$ of the turbine blades. From the wind turbine system, a number of measurements can be acquired. $\omega_r(t)$ is the rotor speed, $\omega_g(t)$ is the generator speed, and $\tau_c(t)$ is the torque of the generator controlled by the converter, which is provided with the torque reference, $\tau_r(t)$. The estimated aerodynamic torque is defined as $\tau_{aero}(t)$. This estimate clearly depends on the wind speed, which unfortunately is very difficult to measure correctly. A very uncertain measurement can be available as described in [16].

2.1. Model Description. This section recalls the wind turbine model description in the continuous-time domain. It is subsequently approximated via identified discrete-time prototypes, as shown in Section 3.

The aerodynamic model is defined as in

$$
\tau_{aero}(t) = \frac{\rho AC_p(\beta_p(t), \lambda(t))v^3(t)}{2\omega_r(t)},
$$

(1)
where $\rho$ is the density of the air, $A$ is the area covered by the turbine blades in its rotation, $\beta_r(t)$ is the pitch angle of the blades, $v(t)$ is the wind speed, whilst $\lambda(t)$ is the tip-speed ratio of the blade, defined as

$$\lambda(t) = \frac{\omega_r(t) R}{v(t)} \quad (2)$$

with $R$ the rotor radius. $C_p$ represents the power coefficient, here described by means of a two-dimensional map (look up table) [16]. Equation (1) is used to estimate $\tau_{aero}(t)$ based on an assumed estimated $v(t)$, and measured $\beta_r(t)$ and $\omega_r(t)$. Due to the uncertainty of the wind speed, the estimate of $\tau_{aero}(t)$ is considered affected by an unknown measurement error, which motivates the approaches described in Section 3.

A simple one-body model is used to represent the drive train, as described in [19]. The generator torque $\tau_g(t)$ and the reference $\tau_r(t)$ are in this context transformed to the low speed side of the drive train (rotor side), whilst $P_{gen}$ is the generator power coefficient. With these assumptions, the complete continuous-time description of the system under diagnosis has the form of

$$\dot{x}_c(t) = f_c(x_c(t), u(t)), \quad y(t) = x_c(t), \quad (3)$$

where $u(t) = [\beta_r(t), \tau_g(t)]^T$ and $y(t) = x_c(t) = [P_g(t), \omega_g(t)]^T$ are the control inputs and the monitored output measurements, respectively. $f_c(\cdot)$ represents the continuous-time nonlinear function that will be approximated via discrete-time prototypes from $N$ sampled data $u(k)$ and $y(k)$, with $k = 1, 2, \ldots, N$, presented in Section 3.

Regarding the input and output signals, $\omega_g(t)$ is the generator speed measurement, $P_g(t)$ is the generator power measurement, $\beta_r(t)$ is the pitch measurement, and $\tau_g(t)$ is generator torque measurement. Finally, the model parameters and the map $C_p(\beta, \lambda)$ are chosen in order to represent a realistic turbine, which is used as benchmark system in this study [16].

2.2 Wind Turbine Benchmark Control System. The controller for a wind turbine operates in principle in two main zones. Zone 1 is the power optimisation, whilst zone 2 corresponds to constant power production. The optimal power in zone 1 is obtained if the blade pitch angle $\beta_r$ is equal 0 degrees, and if the tip speed ratio is constant at its optimal value $\lambda_{opt}$. The tip speed ratio, $\lambda$, as already described by (2), can be written as in (4), where $R$ is the radius of the blades, $v$ is the wind speed, and $\omega_r$ is the angular rotor speed:

$$\lambda = \frac{\omega_r R}{v}. \quad (4)$$

The optimal value of $\lambda$, which is denoted with $\lambda_{opt}$, is determined as the maximal value point in the power coefficient mapping of the wind turbine. This optimal value is achieved by setting the reference torque to the converter, $\tau_g = \tau_{gr}$. The reference torque $\tau_{gr}$ in this power optimisation zone can be written as

$$\tau_{gr} = K_{opt} \omega_r^2 \quad (5)$$

with $\rho$ being the air density, $A$ the area swept by the turbine blades, $C_{p_{max}}$, the maximal value of $C_p$ (i.e., the power coefficient map), related to the $\lambda_{opt}$, that is, the optimal tip-speed ratio.

When the power reference is achieved, the controller can be switched to control zone 2. In this zone the control objective consists of following the power reference, $P_r$, which is obtained by controlling $\beta_r$, such that the $C_p$ is decreased. In a traditional industrial control scheme, usually a PI controller is used to keep $\omega_r$ at the prescribed value by changing $\beta_r$. The second control input is $\tau_g$, whose value is computed by using (5).

The wind turbine benchmark controller considered in this study was implemented with a sample frequency at 100 Hz, that is, $T_s = 0.01$ s. The controller starts in zone 1. Therefore, the control mode should switch from zone 1 to zone 2 if the following conditions hold [16]:

$$P_g(k) \geq P_r(k), \quad \omega_g(k) \geq \omega_{nom}, \quad (7)$$

where $k$ indicates the acquired discrete-time measurements from the corresponding continuous-time signals, whilst $\omega_{nom}$ is the nominal turbine speed. On the other hand, the control switches from zone 2 to zone 1 if

$$\omega_g(k) < \omega_{nom} - \omega_{\Delta}, \quad (8)$$

where $\omega_{\Delta}$ is a number that introduces hysteresis to ensure a minimum time between transitions. On the other hand, for the control zone 2:

$$\beta_r(k) = \beta_r(k-1) + k_p e(k) + \left( k_i T_s - k_p \right) e(k-1), \quad (9)$$

$$e(k) = \omega_g(k) - \omega_{nom}$$

with $k = 1, 2, \ldots, N$. The parameters for this PI speed controller are $k_i = 0.5$ and $k_p = 3$, with sampling time $T_s = 0.01$ s, as described in [19].

Finally, regarding the control of the input $\tau_g$, a second PI regulator is implemented, as the one of (9):

$$\tau_r(k) = \tau_r(k-1) + k_p e(k) + \left( k_i T_s - k_p \right) e(k-1), \quad (10)$$

$$e(k) = P_g(k) - P_r.$$
3. Fuzzy Identification and Control Design

This section describes the comprehensive approach exploited for obtaining the fuzzy description of the wind turbine system and the control strategy used for the regulation of its input variables. In particular, the fuzzy modelling and identification scheme, which is recalled in Section 3.1, enhances the design procedure of the proposed fuzzy controller, as shown in Section 3.2.

3.1. Fuzzy Identification and Data Clustering. In order to generate fuzzy models automatically from measurements, a comprehensive methodology is used. This employs fuzzy clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour. The relationships between the presented identification method and linear regression are exploited, allowing for the combination of clustering techniques to partition the available data into subsets characterised by a linear behaviour.

A large part of fuzzy modelling and identification algorithms (see, e.g., [11] and references therein) share a common two-step procedure, in which at first, the operating regions are determined using heuristics or data clustering techniques. Then, in the second stage, the identification of the parameters of each submodel is achieved using the identification algorithm in particular proposed by the author [13, 14], which can be seen as a generalisation of classical least-squares. From this perspective, fuzzy identification can be regarded as a search for a decomposition of a nonlinear system, which gives a desired balance between the complexity and the accuracy of the model, effectively exploring the fact that the complexity of systems is usually not uniform. A suitable class of fuzzy clustering algorithms can be thus used for this decomposition purpose, and in particular, the well-known Gustafson-Kessel (GK) fuzzy clustering [11] is exploited in this work, since already implemented and available in [20].

The fuzzy rule-based model suitable for the approximation of a large class of nonlinear systems was introduced by Takagi and Sugeno (TS) in [12]. In the TS fuzzy model, the rule consequents are crisp functions of the model inputs:

\[ R_i : \text{IF } x(k) \text{ is } A_i \text{ THEN } y_i = f_i(x(k)) \]

where \( i = 1, 2, \ldots, M \), \( x(k) \in \mathbb{R}^p \) is the input (antecedent) variable and \( y \in \mathbb{R} \) is the output (consequent) variable. \( R_i \) denotes the \( i \)-th rule, and \( M \) is the number of rules in the rule base. \( A_i \) is the antecedent fuzzy set of the \( i \)-th rule, defined by a (multivariate) membership function. The consequent functions \( f_i \) are typically chosen as instances of a suitable parameterised function, whose structure remains equal in all the rules and only the parameters vary. A simple and practically useful parameterisation of the function \( f_i \) is the affine form:

\[ y_i = a_i x + b_i \]

where \( a_i \) is the parameter vector (regressand), and \( b_i \) is the scalar offset. \( x = x(k) \) represents the regressor vector, which can contain delayed samples of \( u(k) \) and \( y(k) \). This model is referred to as affine TS model, and it can be written as [12]

\[ y = \frac{\sum_{i=1}^{M} \mu_i(x) y_i}{\sum_{i=1}^{M} \mu_i(x)}. \]

The antecedent fuzzy sets \( \mu_i \) are extracted from the fuzzy partition matrix [11, 20]. The consequent parameters \( a_i \) and \( b_i \) are estimated from the data using the method developed by the author [13, 14] and recalled below. This identification scheme exploited for the estimation of the TS model parameters has been integrated into the FMID toolbox for Matlab by the author. This approach developed by the author is usually preferred when the TS model should serve as a predictor, as it computes the consequent parameters by the so-called Frisch scheme [13, 14]. Therefore, after the clustering of the data has been obtained via the GK algorithm, the data subsets are processed according the Frisch scheme identification procedure [13, 14], in order to estimate the TS parameters for each affine submodels.

3.2. Fuzzy Controller Design. The proposed fuzzy logic controller is fed by the error signal \( e(k) \), that is, the tracking error defined as the difference between the considered set-point \( r(k) \) and the plant controlled output \( y(k) \) at the sample \( k \):

\[ e(k) = r(k) - y(k). \]

The fuzzy PI controller uses a second input signal, defined as the sum of the system errors, which is computed using

\[ \delta e(k) = \sum_{i=1}^{k} e(i). \]

It is known from the Digital Control Theory that the most frequently used digital PI control algorithm can be described as follows:

\[ u(k) = k_p e(k) + k_i \delta e(k), \]

where \( k_i = k_p (T_s / T_i) \), \( T_s \) is the sampling time, \( T_i \) is the integral time constant of the conventional controller, \( k_p \) is the proportional gain, and \( u(k) \) is the output control action.

The structure of the control system with the proposed fuzzy controllers is based on Sugeno’s fuzzy technique. The Sugeno’s fuzzy rules into the fuzzy PI controller are in the generalised form of “IF-THEN” composition with a premise and an antecedent part to describe the control policy. The rule base comprises a collection of \( M \) rules, where the index \( j \) represents the rule number:

\[ R_j : \text{IF } x(k) \text{ is } A_j \text{ THEN } f_u^{(j)}(k) = K_p^{(j)} e(k) + K_i^{(j)} \delta e(k) + b_j, \quad j = 1, 2, \ldots, M, \]
where \( e(k) \) and \( \delta e(k) \) are the input variables, with \( k = 1, \ldots, N \). In this expression, a similarity between the expression of the conventional digital PI controller of (16) and the Sugeno’s output function of (17) can be found. In this case, the fuzzy PI controller is considered as a collection of several local PI controllers, which are represented by the Sugeno’s functions into the different fuzzy rules.

For a discrete universe with \( M \) quantisation levels in the fuzzy output, the control action \( u = u_F \) is expressed as a weighted average of the Sugeno’s output functions \( f_o \) and their membership degrees \( \mu_i \) of the quantisation levels, with \( i = 1, \ldots, M \). Also in this case, before the output can be inferred, the degree of fulfilment of the antecedent denoted by \( \mu_i(x) \) must be computed. Thus, the degree of fulfilment is simply equal to the membership degree of the given input \( x \), that is, \( \mu_i(x) = \mu_{A_i}(x) \). By recalling the identified TS model, the inference is reduced to a simple expression, similar to the fuzzy-mean defuzzification formula [11]:

\[
    u_F = \frac{\sum_{j=1}^{M} \mu_j(x) f_o^{(j)}}{\sum_{j=1}^{M} \mu_j(x)}
\]

(18)

or by substituting the expression of the fuzzy PI terms:

\[
    u_F(k) = \frac{\sum_{j=1}^{M} \mu_j(x(k)) (K_p^{(j)} e(k) + K_i^{(j)} \delta e(k) + b_j)}{\sum_{j=1}^{M} \mu_j(x(k))}
\]

(19)

where the time dependence at the instant \( k \) has been highlighted.

It is worth noting that the PI controller parameters \( K_p^{(j)} \) and \( K_i^{(j)} \) (with \( j = 1, \ldots, M \)) are settled according to the Ziegler-Nichols rules applied to the identified local linear TS submodels. Then, in order to obtain a quick reaction to set-point variations, gain scheduling of the fuzzy regulator parameters is performed depending on the error, as shown by (19).

In more detail, if for example the TS consequents are represented by second order discrete-time local linear dynamic models \( (n = 2) \) described in (12) by their identified parameters \( a_i = [a_{11}^{(i)}, a_{21}^{(i)}, y_1^{(i)}, y_2^{(i)}] \), and regressor \( x^T(k) = [-y(k-1), -y(k-2), u(k-1), u(k-2)] \), \( i = 1, \ldots, M \), the so-called critical gain \( K_o^{(i)} \) and critical period of oscillations \( T_o^{(i)} \) required by the Ziegler-Nichols method can be computed for example, as follows [15]:

\[
    K_o^{(i)} = \frac{a_{11}^{(i)} - a_{21}^{(i)} - 1}{y_2^{(i)} - y_1^{(i)}},
\]

\[
    T_o^{(i)} = \frac{2\pi T_s}{\arccos \delta^{(i)}} \quad \text{with} \quad \delta^{(i)} = \frac{a_{21}^{(i)} y_1^{(i)} - a_{11}^{(i)} f_j^{(i)}}{2y_2^{(i)}}
\]

(20)

which holds if \( |\delta^{(i)}| < 1 \). Alternative formulas can also be used [15]. Equation (21) is thus used for calculating the parameters \( K_p^{(i)} \) and \( K_i^{(i)} \) of the (local) \( i \)th PI controller of (17):

\[
    K_p^{(i)} = 0.6K_o^{(i)} \left( 1 - \frac{T_o^{(i)}}{T_o^{(i)}} \right),
\]

\[
    K_i^{(i)} = \frac{1.2K_o^{(i)}}{K_p^{(i)} T_o^{(i)}}
\]

(21)

where \( T_s \) is the sampling time. As shown for example, in [15], TS consequents of orders \( n \) greater than 2 can be considered.

Once the fuzzy PI controller parameters have been computed, the second step consists of building the fuzzy controller of (19). The input MFs \( \mu_i(x) \) can coincide with the ones of the identified TS model, as described for example, in [11]. The number of the input MFs determines the number of rules and output MFs. In this work, the optimal number of rules \( M \) is equal to the minimal number of clusters used to identify the nonlinear system, as described at the end of Section 3.1. Finally, the adopted fuzzy operators are the product as AND operator, the bounded sum as OR operator, MIN as implication method, and the Centre of Gravity (COG) as defuzzification method.

Section 4 will show the achieved results regarding the fuzzy PI controller parameter tuning using the data sequences from the wind turbine benchmark.

### 4. Simulation Results

This section describes the simulation results achieved with the method relying on both the fuzzy modelling techniques oriented to the design of the fuzzy controller.

Regarding the proposed control method, the GK clustering algorithm discussed in Section 3.1 with \( M = 3 \) clusters and a number of shifts \( n = 2 \) were applied to the estimation and validation sampled data sets \( \{P_g(k), \omega_g(k), \beta_v(k)\} \), with \( k = 1, 2, \ldots, N \) and \( N = 440 \times 10^3 \). On the other hand, a number of clusters \( M = 3 \) and \( n = 2 \) were considered for achieving a suitable clustering of the sampled data sets \( \{P_g(k), \omega_g(k), \beta_v(k)\} \). After clustering, the TS model parameters for each output were estimated. Therefore, the \( i \)th output \( y(t) \) of the wind turbine \( (i = 1, \ldots, m \) and \( m = 2 \) continuous-time model of (3) is approximated by a TS fuzzy prototype (13). The relative mean square errors of the output estimations are 0.0254 for the first output and 0.0125 for the second one.

The fitting capabilities of the estimated fuzzy models can be expressed also in terms of the so-called Variance Accounted For (VAF) index [11]. In particular, the VAF value for first output was bigger than 90%, whilst bigger than 99% for the second one. Hence, the fuzzy multiple models seem to approximate the process under investigation quite accurately. As an example, Figure 2 represents simulated output values \( \omega_g \) and \( P_g \) of the TS fuzzy model from the training of the wind turbine benchmark model by using FMID.

Using these identified TS fuzzy prototypes, the model-based approach for determining the fuzzy controller was exploited and applied to the considered wind turbine
benchmark. According to Section 3.2, the parameters of the fuzzy PI controllers were computed.

In the following, the suggested fuzzy PI controllers and the original switching strategy described in Section 2 were implemented in the Matlab and Simulink environments.

The experimental setup employs 2 (Multiple-Input Single-Output) MISO fuzzy PI regulators used for the control of the blade pitch angles and the generator control torque, respectively. As an example, by using the previous (21), the following tuned parameter sets have been computed for the pitch angle control:

\[
\{K_p^{(1)}, \ldots, K_p^{(3)}\} = \{2.3, 3.1, 3.2\},
\]

\[
\{K_I^{(1)}, \ldots, K_I^{(3)}\} = \{0.2, 0.4, 0.5\}. \tag{22}
\]

In order to compare the advantages of the proposed fuzzy PI strategy, the obtained results were also compared with the ones achieved by using the original switching wind turbine benchmark regulator recalled in Section 2.

The controller capabilities were assessed in simulation by considering different data sequences. In Tables 1 and 2, the per cent Normalised Sum of Squared tracking Error (NSSE) values defined as

\[
\text{NSSE\textsuperscript{%}} = 100 \sqrt{\frac{\sum_{k=1}^{N} (r(k) - y(k))^2}{\sum_{k=1}^{N} r^2(k)}} \tag{23}
\]

are computed for the designed controllers.

It is worth noting that in partial load operation (zone 1), the performance is represented by the comparison between the power produced by the generator, \(P_g\), with respect to the theoretical maximum power output, \(P_{g\text{max}}\), given the instant wind speed. On the other hand, in full load operation (zone 2), the performance depends on the generator speed, \(\omega_g\), with respect to the nominal one, \(\omega_{g\text{nom}}\).

\begin{table}[h]
\centering
\caption{Controllers in partial load operation: NSSE\textsuperscript{%} values.}
\begin{tabular}{|l|l|l|}
\hline
Data set & Benchmark controller & Fuzzy PI \\
\hline
Estimation data & 39.34\% & 21.36\% \\
Validation data & 42.19\% & 22.17\% \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Controllers in full load operation: NSSE\textsuperscript{%} values.}
\begin{tabular}{|l|l|l|}
\hline
Data set & Benchmark controller & Fuzzy PI \\
\hline
Estimation data & 19.53\% & 11.57\% \\
Validation data & 21.01\% & 12.85\% \\
\hline
\end{tabular}
\end{table}

According to these simulation results, the properties of the suggested fuzzy controllers appear better than the original switching regulator described in Section 2.2.

4.1. Robustness and Attraction Domain Evaluation. In this section, further experimental results were reported. They regard the performance evaluation of the developed control scheme with respect to modelling errors and measurement uncertainty. In particular, the simulation of different data sequences was performed by exploiting the wind turbine benchmark simulator and a Matlab Monte-Carlo analysis [21]. In fact, the Monte-Carlo tool is useful at this stage as the control strategy performances depend on the error magnitude due to the model approximation and uncertainty, as well as on input-output measurement errors [22].

In particular, the nonlinear wind turbine simulator originally developed in the Simulink environment [19] was modified by the author in order to vary the statistical properties of the signals used for modelling possible process parameter uncertainty and measurement errors. Therefore, in this case, the Monte-Carlo analysis represents a viable method for analysing some properties of the developed fuzzy
control scheme, when applied to the considered process. Under this assumption, Table 3 reports the nominal values of the considered wind turbine model parameters with respect to their simulated uncertainty.

The Monte-Carlo analysis was performed by describing these variables as Gaussian stochastic processes, with zero-mean and standard deviations corresponding to minimal and maximal error values in Table 3. These values can be motivated by the work from the same author [23], which suggests to provide a polynomial approximation of the map \( C_p \) via an identification procedure within 30% of the nominal initial values.

Moreover, it is assumed that the input-output signals \( u \) and \( y \) and the power coefficient map \( C_p \) entries were affected by errors, expressed as per cent standard deviations of the corresponding nominal values \( u_0, y_0 \), and \( C_{p0} \) also reported in Table 3. These values can be motivated by the work from the same author [23], which suggests to provide a polynomial approximation of the map \( C_p \) via an identification procedure from the input-output \( u \) and \( y \) affected by measurement errors.

Therefore, for performance evaluation, reliability and robustness analysis of the fuzzy control scheme, the best, average, and worst values of the NSSE% index were computed, and experimentally evaluated with 50 Monte-Carlo runs [22]. The value of NSSE% is computed for several possible combinations of the parameter values reported in Table 3. Table 4 summarises the results obtained by considering the fuzzy control scheme in Section 3.

In particular, Table 4 summarises the values of the considered performance indices according to the best, worst, and average cases, with reference to the possible combinations of the parameters described in Table 3. Table 4 shows that the proposed fuzzy control scheme allows to maintain good control performances even in the presence of considerable error and uncertainty effects.

The robustness of the controller designs could be evaluated also on the basis of the Domain Of Attraction (DOA) analysis [24]. In fact, the stability of equilibrium points plays a fundamental role in dynamical systems. For nonlinear dynamical systems an investigation of the stability and robustness properties requires the characterisation of the DOA of an equilibrium point, that is, the set of initial conditions from which the trajectory of the controlled system converges to such a point. In this case, it is clear that estimating or controlling the DOA are very difficult problems because of the complex relationship of this set with the model of the wind turbine. Moreover, as shown in Section 2, the wind turbine system cannot be described as an analytic model. Therefore, the DOA analysis can be performed only in simulation using again the Monte-Carlo tool, which is used for providing random variations of wind turbine initial conditions, in a similar way of Table 3.

Figures 3 and 4 show an example of the results from a Monte-Carlo run, where the wind turbine monitored outputs, that is, the generator power \( P_{gen} \) and the generator angular rate \( \omega_g \) (red) are compared with their reference values (blue), thus assessing the equilibrium point stability, for a perturbed arbitrary initial condition.

In particular, Figure 3 shown that for an arbitrary initial condition randomly changed by the Monte-Carlo tool, the proposed fuzzy TS is able to maintain the stability of the wind turbine. However, the monitor process becomes unstable when controller by the benchmark PI regulator, as highlighted in Figure 4. The simulation results highlight that the benchmark regulator scheme stabilises the wind turbine up to 10% level of variation in its nominal initial conditions, whilst the proposed fuzzy TS control strategy tolerates ranges within 30% of the nominal initial values.

Finally, the results demonstrate that Monte-Carlo simulation is an effective tool for experimentally testing the design robustness, stability, and reliability of the proposed control method with respect to modelling uncertainty and disturbance.

4.2. Comparative Studies. This section provides some comparative results with respect to alternative control approaches, in particular relying on the sliding mode and neural network controllers.

In general, the sliding mode control can be designed on the basis of a linear or a nonlinear model [17]. In both cases, the design procedure is based on the selection of an appropriate switching manifold, and then on the determination of a control law, including a discontinuous term, that ensures the sliding motion in this manifold. However, sliding mode control design for the nonlinear case is generally applied to systems in the so-called regular form, which consists of two blocks: one depending on the control, with the same dimension of the control vector, and the other independent. Such regular form may be obtained by means of a nonlinear coordinate transformation. On the other hand, if a linear model is used, the transformation into the regular form and the design of the sliding mode dynamics are simpler, since known results from linear control techniques (i.e., pole placement, eigenstructure assignment, and optimal quadratic) are applicable. This design procedure can be therefore tolerant with respect to uncertainty and modelling errors, since these disturbances are decoupled from the sliding motion.
The second control scheme exploited for comparison purposes was developed by using the strategy relying on the Neural Network (NN) tool [18]. The NN controller was on a 2-inputs 2-outputs time-delayed three-layer Multi-Layer Perceptron (MLP) NN with 5 neurons in the input layer, 10 neurons in the hidden layer and 2 neurons in the output layer. The NN has been trained in order to provide the optimal reference tracking on the basis of the training patterns and target sequences [18].

In order to provide a brief but clear insight into the above-mentioned control technique, the comparison was performed in the same previous working conditions and based on the NSSE% index suggested at the beginning of Section 4.

It is worth noting that the schemes implemented via the sliding mode or neural controllers do not exploit any adaptation mechanism. In fact, the sliding mode control strategy is able to decouple the uncertainty via the sliding motion, whilst neural networks were designed to passively tolerate disturbance and modelling errors.

Tables 5 and 6 summarise the results obtained by comparing the sliding mode and NN techniques analysed in this subsection. It can be seen how the different schemes are able to tolerate uncertainty and errors, thus achieving graceful control performance degradation.

The comparison between Tables 5 and 6 shows that the scheme using the sliding mode controller allows to achieve better performances in terms of tracking error. However,
Figure 5: Simulations of the wind turbine benchmark working at partial load.

Table 5: Monte-Carlo analysis with the sliding mode controller.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Partial load</th>
<th>Full load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best case</td>
<td>27.71%</td>
<td>26.55%</td>
</tr>
<tr>
<td>Average case</td>
<td>28.52%</td>
<td>27.72%</td>
</tr>
<tr>
<td>Worst case</td>
<td>29.19%</td>
<td>28.44%</td>
</tr>
</tbody>
</table>

Table 6: Monte-Carlo analysis with the NN controller.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Partial load</th>
<th>Full load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best case</td>
<td>36.45%</td>
<td>35.57%</td>
</tr>
<tr>
<td>Average case</td>
<td>37.49%</td>
<td>37.94%</td>
</tr>
<tr>
<td>Worst case</td>
<td>41.19%</td>
<td>39.94%</td>
</tr>
</tbody>
</table>

the control input energy required by the sliding mode controller is bigger than the other cases. Moreover, the sliding mode controller can increase the computational time considerably with respect to the other solution.

Few further comments can be drawn here. When the modelling of the dynamic system can be perfectly obtained, in general model-based control strategies are preferred. On the other hand, when modelling errors and uncertainty are present, alternative control schemes relying on fuzzy control method can show interesting robustness properties in the presence of unmodeled disturbance, modelling mismatch, and measurement errors. With reference to the neural controller, in the case of a controlled system with modelling errors, the offline learning can lead to quite good results. Other explicit disturbance decoupling techniques can take advantage of their robustness capabilities, but with quite complicated and not straightforward design procedures. The NN-based scheme relies on the learning accumulated from offline simulations, but the training stage can be computationally heavy. Regarding the proposed method using the fuzzy tools, it seems rather simple and straightforward, even if optimisation stages can be required.

4.3. Stability Tests. The stability properties of the overall control strategy were checked again by means of a Monte-Carlo campaign based on the wind turbine benchmark simulator when controlled by means of the proposed regulators. In fact, as pointed out in Section 2, the wind turbine system contains the power coefficients map $C_p$ that cannot be described by any analytical model obtained via first principles. Thus, the Monte-Carlo analysis represents the only method for estimating the stability of the developed fuzzy control scheme when applied to the monitored process.

Initial conditions were changed randomly and disturbance affecting the system was simulated during the transient related to the stability analysis.
All simulations were performed by considering noise signals modelled as band limited white processes, according to the standard deviations reported in Table 3.

As an example of a single Monte-Carlo run, Figure 5 highlighted that the main wind turbine model variables, such as the generator torque $\tau_g$, the tip-speed-ratio $\lambda$, and the generator power $P_g$ remain bounded around the reference values, proving the overall system stability in simulation, even in the presence of disturbance and uncertainty. These results refer to the case of partial load operation with the fuzzy controller, when the wind speed $v(t)$ is below 12 m/s.

Figure 5 highlights also that in the first part of the simulation the output power $P_g$ becomes larger than the theoretical one $P_{g,\text{max}}$, as the kinetic energy from the rotor shaft is converted into electrical energy produced by the generator. On the other hand, $P_{g,\text{max}}$ can be above the generated power, since the inertia of the rotor is accelerated before $P_{g,\text{max}}$ can be matched.

As further example of the Monte-Carlo run, the results achieved with the fuzzy controller above rated wind speed are reported in Figure 6.

Figure 6 depicts also the generator speed $\omega_g$ and the control input $\beta_r$. Also in this situation, the main wind turbine variables remain bounded around the reference values, thus assessing the overall system stability in simulation, even in the presence of modelling errors and noise signals.

It is worth noting that the fuzzy control design followed by the analysis procedures shown in Sections 4.1, 4.2, and 4.3 were developed using the Matlab and Simulink software tools, in order to automate the overall simulation process. These feasibility and reliability studies are of paramount importance for real application of control strategies once implemented to future wind turbine installations.

To this aim, Section 4.4 illustrates how the designed control algorithms are assessed through the hardware in the loop (HIL) test-bed to evaluate their capabilities in a more realistic experimental situation.

4.4. Hardware in the Loop Tests. In order to evaluate the potential of utilising the proposed control algorithms in real applications and investigate their capability to on-board implementation, this section presents the results of the hardware in the loop (HIL) tests. These experimental results serve to validate definitely the desired requirements attributed to the designed algorithms considering almost real conditions that the wind turbine may experiment with during its working situations. For this purpose, HIL test-bed is developed according to Figure 7, which provides the capabilities to validate the developed control algorithms in an almost real-time condition.

This laboratory facility includes the following three elements:

(i) **Computer simulator**: this simulator, which has been created in the Labview software from the Matlab and Simulink environments, provides the modelling of the wind turbine dynamics considering the factors such as uncertainty, disturbance, measurement errors, and wind turbine component models, as described in Section 2. This software tool allows to monitor the parameters related to the control algorithms and analyse their performance.

(ii) **On-board electronics**: the control algorithms have been implemented in this element. The electronic device utilised in this module is the AWC 500 system, which in addition satisfies standard wind turbine
The results achieved from one test are summarised in Table 7 for the proposed fuzzy controller.

Table 7: HIL results with the fuzzy controller: NSSE% values.

<table>
<thead>
<tr>
<th>Partial load</th>
<th>Full load</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.81%</td>
<td>12.83%</td>
</tr>
</tbody>
</table>

The results achieved from one test are summarised in Table 7 for the proposed fuzzy controller.

Table 7 illustrates that there are some deviations between the achieved results, but consistent with the ones of Table 4 from the Monte-Carlo analysis. In fact, the performances in the simulation case are somehow better than the HIL experimental case, which is reasonable due to the issues detailed below.

1. Accuracy of the float calculations in the on-board electronics processor is more restrictive than the CPU of the computer simulator.

2. The major deviation between the results originates from the analog to digital and digital to analog conversions.

Since the data must be transferred between the on-board electronics and the computer simulator, a 16 bit conversion is inevitable, so this conversion error may lead to the deterioration of the experimental results. Note that, since the real situations do not need to transfer data between the on-board electronics and the computer, this error is not a problem and is consistent with the results already achieved via the Monte-Carlo tool. Moreover, although there are some deviations between the simulation and the experimental results, but due to the reasons stated above, these deviations are not critical, and the results obtained are accurate enough for real wind turbine applications.

5. Conclusion

The paper is focused on the control design problem for wind turbines, since they are complex nonlinear dynamic systems. Moreover, their aerodynamics are nonlinear, unsteady, and complex, and their modelling is thus challenging. Therefore, the design of control algorithms for wind turbines must account for these complexities. This paper showed how a fuzzy control design method can be suggested to improve classic control limitations, such as PI standard regulators. Therefore, the application example of a viable, simple, and straightforward control design was provided, through extensive simulations of a wind turbine prototype. Tests on the considered benchmark process and Monte-Carlo analysis represented the tools for assessing experimentally the properties of the proposed fuzzy control scheme, in the presence of modelling and measurement errors. The developed control method was also compared with other different approaches. To highlight the potential of the proposed control algorithms in real applications, hardware in the loop test facility was planned to study the digital implementation of the designed strategies. The test results showed again that the developed schemes maintained their desired performances, which validated their feasibility also in real-time implementations. Future works aim to perform sustainable and dependability analyses that are of paramount importance for real wind turbine applications.
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