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The Multiple Criteria Decision Making (MCDM) is acknowledged as the most useful branch of decision making. It provides an effective framework for comparison based on the evaluation of multiple conflicting criteria. In this paper, a method is proposed to work out multiple attribute group decision making (MAGDM) problems with interval-valued intuitionistic trapezoidal fuzzy numbers (IVITFNs) using Elimination and Choice Translation Reality (ELECTRE) method. A new ranking function based on value and ambiguity is introduced to compare the IVITFNs, which overcomes the limitations of existing methods. An illustrative numerical example is solved to verify the efficiency of the proposed method to select the better alternative.

1. Introduction

The fuzzy sets (FSs) introduced by Zadeh [1], which are characterized by a membership function, have acquired successful applications in various fields. In fuzzy sets, the membership of an element is defined to be a number from the interval [0, 1] and the nonmembership is simply its complement. But, in reality, this hypothesis does not match with human intuition. Thus, in 1986, Atanassov [2] extended the concept of fuzzy sets to intuitionistic fuzzy set (IFS) by characterizing a membership function and a nonmembership function such that the sum of both values is less than or equal to one. However, it is often difficult for experts to exactly quantify their opinions as exact numbers in the interval [0, 1] and hence it is more suitable to represent them in interval form [3]. Atanassov and Gargov [4] further generalized the concept of IFS and introduced interval-valued intuitionistic fuzzy sets (IVIFSs) by combining IFS concept with interval-valued fuzzy set concept. IFSs and IVIFSs have been applied to many different fields such as decision making, supplier selection, and investment options [5]. But the domain in IFSs and IVIFSs is a discrete set; therefore their membership degrees and the nonmembership degrees can only express fuzzy concept in terms of “excellent” or “good.” To overcome this limitation, Shu et al. [6] defined intuitionistic triangular fuzzy numbers (ITFNs) such that the domain is a consecutive set. Later on, Wang [7] extended intuitionistic triangular fuzzy number to intuitionistic trapezoidal fuzzy number. Wan [8] introduced the concepts of interval-valued intuitionistic trapezoidal fuzzy numbers (IVITFNs), where the membership and nonmembership values are intervals rather than exact numbers. Hence, there is a need to study the MAGDM using the notion of IVITFNs.

MCDM is well known branch of decision making which deals with decision problems under the presence of a number of decision criteria. In many cases the decision maker information is vague or fuzzy in nature. The classical MCDM methods cannot effectively handle the problems under such imprecision. Bellman and Zadeh [9] introduced the concept of decision making in fuzzy environment. Many researchers combined the fuzzy theory with classical MCDM techniques and proposed fuzzy MCDM methods to solve the problems with imprecision [10–21]. The concept of intuitionistic fuzzy environment was given by Angelov [22]. Li and Wan [23]
developed new fuzzy linear programming techniques for solving multiple attribute decision making (MADM) problems with multiple types of attribute values and incomplete weight information. Wu and Liu [24] proposed an approach for MAGDM problems with IVITFNs by taking into account the expert’s risk attitude. Zhang and Wei [25] developed the EVIKOR method and TOPSIS method to solve the MCDM problems with hesitant fuzzy set information.

Many MCDM models use “outranking relations” to rank a set of alternatives. The important feature of outranking approach is its noncompensatory nature. The most popular outranking approach amongst the family of outranking approaches is ELECTRE. The ELECTRE approach was first introduced by Benayoun et al. in 1966 [26]. Soon after the introduction of the first version of ELECTRE I [27], this approach was evolved into a number of other variants such as ELECTRE II, III, IV, IS, and TRI [28]. Sevkli [29] proposed a ranking method for IVITFNs which takes the expert’s risk attitude into consideration. Hadipour extended the ELECTRE method based on interval-valued intuitionistic fuzzy set over universe of discourse $X$.

**Definition 1** (intuitionistic fuzzy set). An intuitionistic fuzzy set over universe of discourse $X$ is of the form

$$ A = \{ (x, \mu_A(x), \nu_A(x)) \mid x \in X \} ,$$

where $\mu_A$ denotes membership function and $\nu_A$ denotes nonmembership function, with the condition $0 \leq \mu_A(x) + \nu_A(x) \leq 1$, $\mu_A(x), \nu_A(x) \in [0, 1]$, for all $x \in X$.

**Definition 2** (interval-valued intuitionistic fuzzy set). An interval-valued intuitionistic fuzzy set in $A$ over $X$ is an object having the form

$$ A = \{ (x, [\mu^l_A(x), \mu^u_A(x)], [\nu^l_A(x), \nu^u_A(x)]) \mid x \in X \} ,$$

where

$$\mu^l_A, \mu^u_A, \nu^l_A, \nu^u_A : X \longrightarrow [0,1], \quad \mu^l_A \leq \mu^u_A, \quad \nu^l_A \leq \nu^u_A. \quad (3)$$

**Definition 3** (IVITFNs score function). Let $\tilde{A} = ([\mu^l_{\tilde{A}}, \mu^u_{\tilde{A}}], [\nu^l_{\tilde{A}}, \nu^u_{\tilde{A}}])$ be an interval-valued intuitionistic fuzzy number. The score function of $\tilde{A}$, $S_X(\tilde{A})$, is represented as

$$S_X(\tilde{A}) = \frac{\mu^l_A + \mu^u_A - \nu^l_A - \nu^u_A}{2}, \quad S_X(\tilde{A}) \in [-1, 1]. \quad (4)$$

**Definition 4** (IVITFNs accuracy function). Let $\tilde{A} = ([\mu^l_{\tilde{A}}, \mu^u_{\tilde{A}}], [\nu^l_{\tilde{A}}, \nu^u_{\tilde{A}}])$ be an interval-valued intuitionistic fuzzy number. The accuracy function of $\tilde{A}$, $H_X(\tilde{A})$, is represented as

$$H_X(\tilde{A}) = \frac{\mu^l_A + \mu^u_A + \nu^l_A + \nu^u_A}{2}, \quad H_X(\tilde{A}) \in [0, 1]. \quad (5)$$

**Definition 5** (IVITFS). Let $\tilde{A}$ be an interval-valued intuitionistic trapezoidal fuzzy set (IVITFS); its interval-valued membership function is

$$\mu^u_A(x) = \begin{cases} \frac{x - a}{b - a} \mu^u_A, & a \leq x < b; \\ \mu^u_A, & b \leq x \leq c; \\ \frac{d - x}{d - c} \mu^u_A, & c < x \leq d; \\ 0, & \text{others}, \end{cases} \quad (6)$$

$$\mu^l_A(x) = \begin{cases} \frac{x - a}{b - a} \mu^l_A, & a \leq x < b; \\ \mu^l_A, & b \leq x \leq c; \\ \frac{d - x}{d - c} \mu^l_A, & c < x \leq d; \\ 0, & \text{others}. \end{cases}$$

The paper is organized as follows. In Section 2, basic definitions and arithmetic operations of IVITFNs are reviewed. In Section 3, a new ranking of IVITFNs based on value and ambiguity functions is proposed to compare IVITFNs and its advantages over existing methods are presented. In Section 4, the proposed algorithm of ELECTRE method based on IVITFNs is presented. Section 5 provides illustrative examples. Conclusions and future work are presented in Section 6.

## 2. Preliminaries

In this section, we briefly introduce some basic concepts related to interval-valued intuitionistic trapezoidal fuzzy numbers from Xu and Chen [20] and De and Das [32].
Its interval-valued nonmembership function is

\[
\nu^U(x) = \begin{cases} 
\frac{b - x + \psi^U(x - a)}{b - a}, & a \leq x < b; \\
\frac{x - c + \psi^U(d - x)}{d - c}, & c \leq x \leq d; \\
0, & \text{otherwise}, 
\end{cases}
\]

(7)

where \(0 \leq \mu^L \leq \mu^U \leq 1; \ 0 \leq \nu^L \leq \nu^U \leq 1; \ 0 \leq \mu^L + \nu^U \leq 1; \ 0 \leq \mu^L + \nu^L \leq 1; \ a, b, c, d \in R. \)

Then \(\overline{a} = ([a, b, c, d]; [\mu^L, \mu^L, \mu^L]; [\nu^L, \nu^L, \nu^L]) \) is called interval-valued intuitionistic trapezoidal fuzzy set (IVITFS).

**Definition 6** (arithmetical operation law of IVITFS). Let \(\overline{A}_1 = ([a_1, b_1, c_1, d_1]; [\mu^L, \mu^L, \mu^L]; [\nu^L, \nu^L, \nu^L]) \) and \(\overline{A}_2 = ([a_2, b_2, c_2, d_2]; [\mu^L, \mu^L, \mu^L]; [\nu^L, \nu^L, \nu^L]) \) be two interval-valued intuitionistic trapezoidal fuzzy numbers; then

\[
\overline{A}_1 \oplus \overline{A}_2 = \left([a_1 + a_2, b_1 + b_2, c_1 + c_2, d_1 + d_2]; \left[\min \left\{ \mu^L, \mu^L \right\}, \max \left\{ \mu^L, \mu^L \right\}; \left[\min \left\{ \nu^L, \nu^L \right\}, \max \left\{ \nu^L, \nu^L \right\} \right]\right),
\]

\[
\overline{A}_1 - \overline{A}_2 = \left([a_1 - a_2, b_1 - b_2, c_1 - c_2, d_1 - d_2]; \left[\min \left\{ \mu^L, \mu^L \right\}, \max \left\{ \mu^L, \mu^L \right\}; \left[\min \left\{ \nu^L, \nu^L \right\}, \max \left\{ \nu^L, \nu^L \right\} \right]\right),
\]

(8)

for \(\overline{A}_1 > 0, \overline{A}_2 > 0; \) consider

\[
\overline{A}_1 \odot \overline{A}_2 = \left([a_1 \cdot a_2, b_1 \cdot b_2, c_1 \cdot c_2, d_1 \cdot d_2]; \left[\min \left\{ \mu^L, \mu^L \right\}, \max \left\{ \mu^L, \mu^L \right\}; \left[\min \left\{ \nu^L, \nu^L \right\}, \max \left\{ \nu^L, \nu^L \right\}\right]\right),
\]

(9)

**Definition 7** (\(\alpha\)-cut set of IVITFN). \(\alpha\)-cut set of an IVITFN, \(\overline{A} = ([a, b, c, d]; [\mu^L, \mu^L, \mu^L]; [\nu^L, \nu^L, \nu^L]) \), is a crisp subset of \(R \), which is defined as \(\overline{A}_\alpha = x/\mu^L(x) \geq \alpha \), where \(0 \leq \alpha \leq \mu^L \) is a closed interval denoted by

\[
\overline{A}_\alpha = [L_\alpha(\alpha), R_\alpha(\alpha)] = \left[a + \frac{\alpha}{S_x(\overline{A})} (b - a), d + \frac{\alpha}{S_x(\overline{A})} (c - d)\right],
\]

(10)

where \(S_x(\overline{A}) = (\mu^L + \mu^U + \nu^L + \nu^U)/2 \) is the score function of \(\overline{A}\).

**Definition 8** (\(\beta\)-cut set of IVITFN). \(\beta\)-cut set of an IVITFN, \(\overline{A} = ([a, b, c, d]; [\mu^L, \mu^L, \mu^L]; [\nu^L, \nu^L, \nu^L]) \), is a crisp subset of \(R \), which is defined as \(\overline{A}_\beta = x/\nu^L(x) \leq \beta \), where \(\nu^L \leq \beta \leq 1 \) is a closed interval denoted by

\[
\overline{A}_\beta = [L_\beta(\beta), R_\beta(\beta)]
\]

(11)

where \(H_x(\overline{A}) = (\mu^L + \mu^U + \nu^L + \nu^U)/2 \) is the accuracy function of \(\overline{A}\).

2.1. Existing Wu and Liu Ranking of IVITFN. For an interval-valued intuitionistic trapezoidal fuzzy number \(\overline{A}\), Wu and Liu [24] ranked the IVITFN using score and expected function. The score expected function, \(I(S_x(\overline{A}))\), and accurate expected function of \(\overline{A}\) are given by

\[
I(S_x(\overline{A})) = \frac{S_x(\overline{A})}{2} \left[(1 - \partial) (a + b) + \partial (c + d)\right],
\]

(12)

\[
I(H_x(\overline{A})) = \frac{H_x(\overline{A})}{2} \left[(1 - \partial) (a + b) + \partial (c + d)\right],
\]

where \(S_x(\overline{A})\) and \(H_x(\overline{A})\) are the score and accuracy function of \(\overline{A}\) and \(\partial \in [0, 1]\) indicates the risk tolerance of the expert. Ranking is defined as follows:

1. The larger the value of \(I(S_x(\overline{A}))\), the more the degree of score of \(\overline{A}\).
2. If score expected functions of two IVITFNs are the same then find the accurate expected functions; the larger the value of \(I(H_x(\overline{A}))\), the more the degree of accuracy of \(\overline{A}\).
3. If the values of score and accurate expected function are the same then the IVITFNs are said to be equal.
3. Proposed Ranking of IVITFNs Based on Value and Ambiguity

In this section we propose a method to rank IVITFN based on value and ambiguity defined by Delgado et al. [33], using alpha-cuts and beta-cuts. The parameter “value” allows us to represent an IVITFN as a real value. It assesses the ill-defined magnitude represented by the fuzzy number. “Ambiguity” measures how much vagueness is present in the ill-defined magnitude of the fuzzy number. Hence the relation is similar to mean and variance in statistics.

**Definition 9** (value of IVITFN). The values of membership function \( \mu_{\tilde{A}}(x) \) and nonmembership function \( \nu_{\tilde{A}}(x) \) for the IVITFN \( \tilde{A} \) are, respectively, defined as

\[
V_{\mu}(\tilde{A}) = \int_{0}^{S_{x}(\tilde{A})} \frac{1}{2} \left[ a + \frac{a(b-a)}{S_{x}(\tilde{A})} + d + \frac{\alpha(c-d)}{S_{x}(\tilde{A})} \right] \alpha \, d\alpha,
\]

\[
V_{\nu}(\tilde{A}) = \int_{H_{x}(\tilde{A})}^{1} \frac{1}{2} \left[ \frac{(1-\beta)b + (\beta - H_{x}(\tilde{A}))a}{1 - H_{x}(\tilde{A})} \right] d\beta
\]

where the function \( f(\alpha) \) is a nonnegative and nondecreasing function on the interval \([0, S_{x}(\tilde{A})]\) with \( f(0) = 0 \) and \( \int_{0}^{S_{x}(\tilde{A})} f(\alpha) d\alpha = S_{x}(\tilde{A}) \); the function \( g(\beta) \) is a nonnegative and nonincreasing function on the interval \([H_{x}(\tilde{A}), 1]\) with \( g(1) = 1 \) and \( \int_{H_{x}(\tilde{A})}^{1} g(\beta) d\beta = 1 - H_{x}(\tilde{A}) \).

Consider

\[
V_{\mu}(\tilde{A}) = \int_{0}^{S_{x}(\tilde{A})} \frac{1}{2} \left[ a + \frac{a(b-a)}{S_{x}(\tilde{A})} + d + \frac{\alpha(c-d)}{S_{x}(\tilde{A})} \right] \alpha \, d\alpha
\]

\[
V_{\nu}(\tilde{A}) = \int_{H_{x}(\tilde{A})}^{1} \frac{1}{2} \left[ \frac{(1-\beta)b + (\beta - H_{x}(\tilde{A}))a}{1 - H_{x}(\tilde{A})} \right] d\beta
\]

**Definition 10** (ambiguity of IVITFN). The ambiguities of membership function \( \mu_{\tilde{A}}(x) \) and nonmembership function \( \nu_{\tilde{A}}(x) \) for the IVITFN \( \tilde{A} \) are, respectively, defined as

\[
A_{\mu}(\tilde{A}) = \int_{0}^{S_{x}(\tilde{A})} \left[ \frac{(d + \alpha(c-d)}{S_{x}(\tilde{A})} \right] \alpha \, d\alpha
\]

\[
A_{\nu}(\tilde{A}) = \int_{H_{x}(\tilde{A})}^{1} \left[ \frac{(c-d+\alpha(b-a)}{S_{x}(\tilde{A})} \right] d\beta
\]

For \( f(\alpha) = 2a/S_{x}(\tilde{A}) \), \( g(\beta) = 2(1-\beta)/(1 - H_{x}(\tilde{A})) \). Consider

\[
A_{\mu}(\tilde{A}) = \int_{0}^{S_{x}(\tilde{A})} \left[ \frac{(d + \alpha(c-d)}{S_{x}(\tilde{A})} \right] \alpha \, d\alpha
\]

\[
A_{\nu}(\tilde{A}) = \int_{H_{x}(\tilde{A})}^{1} \left[ \frac{(c-d+\alpha(b-a)}{S_{x}(\tilde{A})} \right] d\beta
\]
\[
\begin{align*}
\frac{2}{(1 - H_x(\tilde{A}))^2} & \int_{H_x(\tilde{A})}^1 [(1 - \beta)(c - b) + \beta(d - a) - H_x(\tilde{A})(d - a)] (1 - \beta) d\beta \\
& = \frac{2}{(1 - H_x(\tilde{A}))^2} \int_{H_x(\tilde{A})}^1 [(1 - \beta)(c - b) + (1 - H_x(\tilde{A}))(d - a))] (1 - \beta) d\beta \\
& = \frac{2}{(1 - H_x(\tilde{A}))^2} \int_{H_x(\tilde{A})}^1 [(1 - \beta)(c - b + a - d) + (1 - H_x(\tilde{A}))(d - a)] (1 - \beta) d\beta \\
& = \frac{(d - a) - 2(b - c)}{3}(1 - H_x(\tilde{A})).
\end{align*}
\]

(16)

**Definition 11** (value index of IVITFN). Based on the values of membership function and nonmembership function, the value index of IVITFN \(\tilde{A} = ([a, b, c, d]; [\mu^L, \mu^U]_A; [v^L, v^U]_A)\) is defined as
\[
V(\tilde{A}) = kV_{\mu}(\tilde{A}) + (1 - k)V_v(\tilde{A})
\]
\[
= k \left[ \frac{a + 2b + 2c + d}{6} S_x(\tilde{A}) \right] + (1 - k) \left[ \frac{a + 2b + 2c + d}{6} (1 - H_x(\tilde{A})) \right]
\]
\[
= \left[ \frac{a + 2(b + c) + d}{6} \right] \cdot (kS_x(\tilde{A}) + (1 - k) (1 - H_x(\tilde{A}))).
\]

(17)

where \(k \in [0, 1]\) varies according to the decision maker's risk attitude. The expert is said to be risk-averse if \(k < 0.5\), risk-prone if \(k > 0.5\), and risk-neutral if \(k = 0.5\).

For \(k = 0.5\),
\[
V(\tilde{A}) = \frac{a + 2(b + c) + d}{12} (1 + S_x(\tilde{A}) - H_x(\tilde{A})).
\]

(18)

If \([\mu^L, \mu^U]_A = [1, 1]\) and \([v^L, v^U]_A = [0, 0]\), then the IVITFN degenerates to a trapezoidal fuzzy number \(\tilde{A} = [a, b, c, d]\). In this case, for \(k = 0.5\),
\[
V(\tilde{A}) = \frac{a + 2b + 2c + d}{12}.
\]

(19)

**Definition 12** (ambiguity index of IVITFN). Based on the ambiguities of membership function and nonmembership function, the ambiguity index of IVITFN \(\tilde{A} = ([a, b, c, d]; [\mu^L, \mu^U]_A; [v^L, v^U]_A)\) is defined as
\[
A(\tilde{A}) = kA_{\mu}(\tilde{A}) + (1 - k)A_v(\tilde{A})
\]
\[
= k \left[ \frac{(d - a) - 2(b - c)}{3} S_x(\tilde{A}) \right] + (1 - k) \left[ \frac{(d - a) - 2(b - c)}{3} (1 - H_x(\tilde{A})) \right]
\]
\[
= \left[ \frac{(d - a) - 2(b - c)}{3} \right] \cdot (kS_x(\tilde{A}) + (1 - k) (1 - H_x(\tilde{A}))).
\]

(20)

where \(k \in [0, 1]\) varies according to the decision maker's risk attitude.

For \(k = 0.5\),
\[
A(\tilde{A}) = \frac{(d - a) - 2(b - c)}{6} (1 + S_x(\tilde{A}) - H_x(\tilde{A})).
\]

(21)

Based on the value index function \(V(\tilde{A})\) and the ambiguity index function \(A(\tilde{A})\), the following ranking procedure is proposed.

For two interval-valued intuitionistic trapezoidal fuzzy numbers,
\[
\tilde{A}_1 = ([a_1, b_1, c_1, d_1]; [\mu^L_1, \mu^U_1]; [v^L_1, v^U_1]),
\]
\[
\tilde{A}_2 = ([a_2, b_2, c_2, d_2]; [\mu^L_2, \mu^U_2]; [v^L_2, v^U_2]),
\]

(22)

(i) if \(V(\tilde{A}_1) < V(\tilde{A}_2)\), then \(\tilde{A}_1 < \tilde{A}_2\);
(ii) if \(V(\tilde{A}_1) > V(\tilde{A}_2)\), then \(\tilde{A}_1 > \tilde{A}_2\);
(iii) if \(V(\tilde{A}_1) = V(\tilde{A}_2)\), then \(A(\tilde{A}_1) = A(\tilde{A}_2)\).

**Remark 13.** Throughout the paper, we discuss the methodology by assuming that the decision maker is risk-neutral. The same can be discussed in other two cases also.

**Advantages of Proposed Ranking.** The advantage of the proposed method is shown by comparison with existing methods in the literature.

**Example 14.** Consider two IVITFNs:
\[
\tilde{A} = ([0.2, 0.3, 0.4, 0.5]; [0.4, 0.6]; [0.2, 0.3]),
\]
\[
\tilde{B} = ([0.4, 0.5, 0.6, 0.7]; [0.3, 0.5]; [0.2, 0.3]).
\]

(23)
the score and accurate expected values of $\tilde{A}$ and $\tilde{B}$ by Wu and Liu \[24\] are
\[
\begin{align*}
I \left( S_x (\tilde{A}) \right) &= 0.0875, \\
I \left( S_x (\tilde{B}) \right) &= 0.0825
\end{align*}
\] (24)
and hence $\tilde{A} > \tilde{B}$.
And, by proposed ranking, we get
\[
\begin{align*}
V (\tilde{A}) &= 0.04375, \\
V (\tilde{B}) &= 0.04125
\end{align*}
\] (25)
and therefore $\tilde{A} > \tilde{B}$.

**Example 15.** Consider
\[
\begin{align*}
\tilde{A} &= ([0.3, 0.4, 0.5, 0.6]; [1, 1]; [0, 0]), \\
\tilde{B} &= ([0.2, 0.3, 0.6, 0.7]; [1, 1]; [0, 0]), \\
\tilde{C} &= ([0.1, 0.4, 0.5, 0.8]; [1, 1]; [0, 0]);
\end{align*}
\] (26)
the score and accurate expected values of $\tilde{A}$, $\tilde{B}$, and $\tilde{C}$ by Wu and Liu are
\[
\begin{align*}
I \left( S_x (\tilde{A}) \right) &= 0.45, \\
I \left( S_x (\tilde{B}) \right) &= 0.45, \\
I \left( S_x (\tilde{C}) \right) &= 0.45, \\
I \left( H_x (\tilde{A}) \right) &= 0.45, \\
I \left( H_x (\tilde{B}) \right) &= 0.45, \\
I \left( H_x (\tilde{C}) \right) &= 0.45
\end{align*}
\] (27)
\[
\Rightarrow \tilde{A} = \tilde{B} = \tilde{C},
\]
which is not true by intuition.
But, by using the proposed method, we have
\[
\begin{align*}
V (\tilde{A}) &= 0.225, \\
V (\tilde{B}) &= 0.225, \\
V (\tilde{C}) &= 0.225, \\
A (\tilde{A}) &= 0.0833, \\
A (\tilde{B}) &= 0.1833, \\
A (\tilde{C}) &= 0.15
\end{align*}
\] (28)
\[
\Rightarrow \tilde{B} > \tilde{C} > \tilde{A}.
\]

**Example 16.** Consider
\[
\begin{align*}
\tilde{A} &= ([0.5, 0.6, 0.7, 0.75]; [1, 1]; [0, 0]), \\
\tilde{B} &= ([0.45, 0.65, 0.7, 0.75]; [1, 1]; [0, 0]).
\end{align*}
\] (29)
Then
\[
\begin{align*}
I \left( S_x (\tilde{A}) \right) &= 0.6375, \\
I \left( S_x (\tilde{B}) \right) &= 0.6375, \\
I \left( H_x (\tilde{A}) \right) &= 0.6375, \\
I \left( H_x (\tilde{B}) \right) &= 0.6375
\end{align*}
\] (30)
\[
\Rightarrow \tilde{A} = \tilde{B}.
\]
By proposed ranking,
\[
\begin{align*}
V (\tilde{A}) &= 0.3208, \\
V (\tilde{B}) &= 0.325
\end{align*}
\] (31)
and hence we get $\tilde{B} > \tilde{A}$.
From these examples, it is proved that the proposed method can rank IVITFNs effectively when compared to Wu and Liu.

### 4. Proposed Algorithm of ELECTRE Method for IVITFNs

ELECTRE is the most popular outranking approach amongst the family of outranking approaches. It is used to rank the set of alternatives in many MCDM problems. In the proposed method, criteria values of each alternative and criteria weights are considered as IVITTFNs. This representation gives an opportunity to decision maker to define the membership and nonmembership in the form of an interval as well as discussing the problem on a consecutive set.

Let $A_1, A_2, A_3, \ldots, A_m$ be $m$ possible alternatives and let $C_1, C_2, C_3, \ldots, C_n$ be $n$ criteria with which alternatives’ performance is measured. Let $\tilde{a}_{ij}$ be the performance of alternative with respect to criterion, which is expressed as IVITFN, represented by
\[
\tilde{a}_{ij} = \left( [a_{ij}, b_{ij}, c_{ij}, d_{ij}]; [\mu_{\tilde{a}_{ij}}, \mu_{\tilde{a}_{ij}}^+]; [\alpha_{\tilde{a}_{ij}}, \alpha_{\tilde{a}_{ij}}^+] \right).
\] (32)
Let $\tilde{W} = [\tilde{w}_{kj}]_{k \times n}$ be the weight matrix, where
\[
\tilde{w}_{kj} = \left( [w_{k1j}, w_{k2j}, w_{k3j}, w_{k4j}]; [u_{w_{kj}}, v_{w_{kj}}]; [u_{w_{kj}}^+, v_{w_{kj}}^+] \right).
\] (33)
is the weight of the criterion \( C_j \) which is also an IVITFN. Then the average weight of each criterion is calculated using the equation

\[
\bar{w}_j = \frac{1}{k} \left[ \bar{w}_j^1 + \bar{w}_j^2 + \cdots + \bar{w}_j^k \right] ;
\]

(34)

here \( \bar{w}_j^k \) is the assessment of the \( k \)th decision maker.

**Step 1** (construction of decision matrix). Let \( k \) decision makers be involved in the decision making. The rating of the alternate with respect to each criterion can be calculated as

\[
\tilde{a}_{ij} = \frac{1}{k} \left[ \tilde{a}_{ij}^1 + \tilde{a}_{ij}^2 + \cdots + \tilde{a}_{ij}^k \right] ,
\]

(35)

where \( \tilde{a}_{ij}^k \) is the assessment of the \( k \)th decision maker and \( \oplus \) is the sum operator applied to the IVITFNs as defined in Definition 6.

Then the decision matrix for a multicriteria decision making problem (MCDMP) is defined as \( D = [\tilde{a}_{ij}]_{m \times n} \).

**Step 2** (calculation of normalized decision matrix). The normalization of the decision matrix \( D \) is as follows:

\[
\tilde{p}_{ij} = \frac{\tilde{a}_{ij}}{\sqrt{\sum_{i=1}^{m} \tilde{a}_{ij}^2}} .
\]

(36)

**Step 3** (calculation of the weighted normalized decision matrix). By taking into account the weight of each criterion, the weighted normalized decision matrix, denoted by \( R \), is constructed as

\[
R = [\tilde{r}_{ij}]_{m \times n} ,
\]

(37)

where \( \tilde{r}_{ij} = \tilde{p}_{ij} \otimes \bar{w}_j \) and \( \otimes \) is the multiplication operator applied to the IVITFNs as defined in Definition 6.

**Step 4** (estimating the concordance and discordance IVITFNs sets). The set of given IVITFN indicators are divided into two different sets of concordance and discordance IVITFN sets. For each pair of alternatives \( A_k \) and \( A_l \), where \( k, l = 1, 2, 3, \ldots, m \) and \( k \neq l \), the IVITFN concordance set \( C_{kj} \) is the set which contains all the criteria for which the alternative \( A_k \) is superior to the alternative \( A_l \), and it is represented by

\[
C_{kj} = \left\{ \left[ r_{1kj}, r_{2kj}, r_{3kj}, r_{4kj} \right]; \left[ \mu_{kj}^L, \mu_{kj}^U \right]; \left[ \nu_{kj}^L, \nu_{kj}^U \right] \right\}
\]

(38)

and the IVITFN discordance set \( D_{kj} \), the complement of the set \( C_{kj} \), is given by

\[
D_{kj} = \left\{ \left[ r_{1lj}, r_{2lj}, r_{3lj}, r_{4lj} \right]; \left[ \mu_{lj}^L, \mu_{lj}^U \right]; \left[ \nu_{lj}^L, \nu_{lj}^U \right] \right\}
\]

(39)

\[
= I - C_{kl} .
\]

**Step 5** (calculation of IVITFN concordance matrix). The concordance index \( \tilde{C}_{kj} \) reflects the relative importance of \( A_k \) with respect to \( A_l \). It is equal to the sum of IVITFN weights corresponding to the criteria which are contained in the concordance set \( C_{kj} \). Thus the concordance index is given by

\[
\tilde{C}_{kj} = \left[ CI_{1k}, CI_{2k}, CI_{3k}, CI_{4k} \right]; \left[ \mu_{kj}^L, \mu_{kj}^U \right]; \left[ \nu_{kj}^L, \nu_{kj}^U \right] .
\]

(40)

The successive values of the concordance indices \( \tilde{C}_{kj} \) \( (k, l = 1, 2, 3, \ldots, m \) and \( k \neq l) \) form the concordance matrix \( C_{m \times m} \). Hence, the asymmetrical concordance IVITF matrix is as follows:

\[
C_{m \times m} = \begin{bmatrix}
- \tilde{C}_{1,2} & \tilde{C}_{1,3} & \cdots & \tilde{C}_{1,m} \\
\tilde{C}_{2,1} & - \tilde{C}_{2,3} & \cdots & \tilde{C}_{2,m} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{C}_{m,1} & \tilde{C}_{m,2} & \cdots & - \tilde{C}_{m,m}
\end{bmatrix} .
\]

(41)

**Step 6** (calculation of IVITFN discordance matrix). The discordance index \( D_{kj} \) reflects the degree to which \( A_k \) is worse than \( A_l \). It is calculated for each element of discordance IVITFN set \( D_{kj} \), using the members of weighted normalized matrix \( R \) as follows:

\[
D_{kj} = \max_{j \in D_{kj}} \left\{ V \left( \left\{ r_{1kj}, r_{2kj}, r_{3kj}, r_{4kj} \right\}; \left\{ \mu_{kj}^L, \mu_{kj}^U \right\}; \left\{ \nu_{kj}^L, \nu_{kj}^U \right\} \right) - V \left( \left\{ r_{1lj}, r_{2lj}, r_{3lj}, r_{4lj} \right\}; \left\{ \mu_{lj}^L, \mu_{lj}^U \right\}; \left\{ \nu_{lj}^L, \nu_{lj}^U \right\} \right) \right\}
\]

(42)
These computations convert IVITFNs to crisp numbers. Hence we get the discordance matrix with the crisp values. The successive values of the discordance indices $D_{kl} (k, l = 1, 2, 3, \ldots, m)$ form the discordance matrix $D_{mxm}$ which is given by

$$
D_{mxm} = \begin{bmatrix}
-DI_{1,2} & DI_{1,3} & \cdots & DI_{1,m} \\
DI_{2,1} & -DI_{2,3} & \cdots & DI_{2,m} \\
\vdots & \vdots & \ddots & \vdots \\
DI_{m,1} & DI_{m,2} & \cdots & -DI_{m,m-1}
\end{bmatrix}
$$

(43)

with $0 \leq DI_{kl} \leq 1$ for $k, l = 1, 2, 3, \ldots, m$.

Step 7 (determining the concordance IVITF dominance matrix). The concordance IVITF dominance matrix is calculated by comparing the values of concordance IVITF matrix ($C_{mxm}$) with threshold value ($C\bar{T}$). It indicates alternative $A_k$’s chance of dominating alternative $A_l$. The threshold is the average of concordance IVITF index; that is,

$$
C\bar{T}' = \left([C_{l,k}, C_{l,k}', C_{l,k}, C_{l,k}'], [\mu_{l,k}; \mu_{l,k}'], [\nu_{l,k}; \nu_{l,k}']\right)
$$

$$
= \frac{1}{m(m-1)} \sum_{k=1}^{m} \sum_{l=1}^{m} \left([C_{l,k}, C_{l,k}', C_{l,k}, C_{l,k}'], [\mu_{l,k}; \mu_{l,k}'], [\nu_{l,k}; \nu_{l,k}']\right).
$$

(44)

On the basis of this threshold value, $C\bar{T}'$, a Boolean matrix $F$ is constructed as follows:

$$
f_{kl} = \begin{cases} 
1 & \text{if } C\bar{T} \geq C\bar{T}' \\
0 & \text{if } C\bar{T} < C\bar{T}'.
\end{cases}
$$

(45)

Element 1 in the Boolean matrix $F$ represents the dominance of one alternative with respect to the other.

Step 8 (determining the discordance IVITF dominance matrix). In a similar way, the discordance IVITF dominance matrix can be calculated with the help of discordance indices and the threshold value $D\bar{T}'$ which is given as follows:

$$
D\bar{T}' = \frac{1}{m(m-1)} \sum_{k=1}^{m} \sum_{l=1}^{m} \frac{NI_{kl}}{m(m-1)}.
$$

(46)

The elements $g_{kl}$ of the Boolean matrix $G$ are calculated as follows:

$$
g_{kl} = 1 \quad \text{if } DI_{kl} \leq D\bar{T}',
$$

$$
g_{kl} = 0 \quad \text{if } DI_{kl} > D\bar{T}'.
$$

(47)

Element 1 in the Boolean matrix $G$ represents the dominance of one alternative with respect to the other.

Step 9 (estimating the aggregate dominance matrix). The aggregate dominance matrix $T$ is the intersection of concordance IVITF dominance matrix and discordance IVITF dominance matrix $G$. The elements $t_{kl}$ of $T$ are defined as

$$
t_{kl} = f_{kl} \cdot g_{kl}.
$$

(48)

The aggregate dominance matrix indicates the partial preference ordering of the alternatives. If $t_{kl} = 1$, then $A_k$ is preferred to $A_l$ in terms of both concordance criteria and discordance criteria. In this case the alternative $A_l$ is eliminated. However, $A_k$ may be dominated by other alternatives. Hence, the condition which makes alternative $A_k$ more effective is defined as follows:

$$
t_{kl} = 1 \quad \text{for at least one } l \text{ for } l = 1, 2, \ldots, m; k \neq l,
$$

$$
t_{kl} = 0 \quad \forall i \text{ for } i = 1, 2, \ldots, m; i \neq k; i \neq l.
$$

(49)

5. Numerical Example

In this section, the proposed IVITF-ELECTRE method is illustrated by taking two real world problems discussed in the literature.

Example 1. The proposed method is applied to find the best green supplier for one of the key elements in the manufacturing process of a food company presented by Wu and Liu [24]. After preevaluation, the company has selected three suppliers (alternatives) for further evaluation and evaluated them based on four criteria: product quality ($C_1$), technology capability ($C_2$), pollution control ($C_3$), and environmental management ($C_4$). Three decision makers, namely, $DM_1, DM_2$, and $DM_3$, are chosen from three different departments, namely, production, purchasing, and quality inspection. Assessments of three suppliers by three decision makers based on each criterion are given, respectively, in Tables 1, 2, and 3.

Weights of each criterion are given as

$$
W_{\{c_{1,2,3,4}\}} = \{(0.3, 0.4, 0.5, 0.6); [0.3, 0.5], [0.1, 0.2])
$$

(50)

The decision matrix $D$ for the given data using Step 1 is calculated and presented in Table 4.

The normalized decision matrix and weighted normalized decision matrices are calculated using (36) and (37) and, respectively, given in Tables 5 and 6.

Concordance and discordance sets are estimated using (38) and (39) and are as follows:

$$
C_{1,2} = \{1, 2\},
$$

$$
C_{1,3} = \{1, 2, 3, 4\},
$$

$$
C_{2,1} = \{3, 4\},
$$

$$
C_{2,3} = \{1, 2, 3, 4\},
$$

$$
C_{3,1} = \phi,
$$

$$
C_{3,2} = \{4\},
$$

$$
C_{3,3} = \{1, 2, 4\}.
$$

$$
C_{4,1} = \{2, 3\},
$$

$$
C_{4,2} = \{3\},
$$

$$
C_{4,3} = \{4\},
$$

$$
C_{4,4} = \{1\}.
$$

TABLE 4.

$$
\begin{array}{c}
\begin{array}{cc}
\text{Supplier} & \text{Concordance Indices} \\
\hline
1 & 2 \\
\hline
\end{array}
\end{array}
$$

$$
\begin{array}{c}
\begin{array}{cc}
\text{Supplier} & \text{Discordance Indices} \\
\hline
1 & 2 \\
\hline
\end{array}
\end{array}
$$

The table contains the concordance and discordance indices for each supplier.

The table contains the concordance and discordance indices for each supplier.
Table 1: Assessment by DM 1.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Suppliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_1$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$[0.2, 0.3, 0.4, 0.5]; [0.3, 0.6], [0.1, 0.3]$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$[0.4, 0.6, 0.7, 0.8]; [0.4, 0.7], [0.1, 0.2]$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$[0.3, 0.5, 0.6, 0.8]; [0.3, 0.4], [0.2, 0.3]$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$[0.1, 0.3, 0.4, 0.6]; [0.6, 0.7], [0.2, 0.3]$</td>
</tr>
</tbody>
</table>

Table 2: Assessment by DM 2.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Suppliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_1$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$[0.6, 0.7, 0.8, 0.9]; [0.6, 0.7], [0.1, 0.2]$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$[0.1, 0.2, 0.4, 0.5]; [0.3, 0.5], [0.2, 0.4]$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$[0.3, 0.4, 0.5, 0.6]; [0.5, 0.6], [0.3, 0.4]$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$[0.1, 0.3, 0.4, 0.5]; [0.5, 0.7], [0.2, 0.3]$</td>
</tr>
</tbody>
</table>

$C_{A_2} = \phi,$
$D_{A_2} = \{3, 4\},$
$D_{A_3} = \phi,$
$D_{A_1} = \{1, 2, 3, 4\},$
$D_{A_2} = \{1, 2, 3, 4\}.$

and the concordance IVITF matrix is

$$C_{3x3} = \begin{pmatrix}
- & C\bar{T}_{1,2} & C\bar{T}_{1,3} \\
C\bar{T}_{2,1} & - & C\bar{T}_{2,3} \\
C\bar{T}_{3,1} & C\bar{T}_{3,2} & -
\end{pmatrix}.$$ (54)

Calculation of discordance IVITF matrix is as follows.

The discordance index and discordance IVITF are calculated using (42) and are given as follows:

$$D_{I,1,2} = 1,$$
$$D_{I,1,3} = 0,$$
$$D_{I,2,1} = 0,$$
$$D_{I,2,3} = 0,$$
$$D_{I,3,1} = 1,$$
$$D_{I,3,2} = 1.$$ (55)

and the discordance IVITF matrix is

$$D_{3x3} = \begin{pmatrix}
- & 1 & 0 \\
0 & - & 0 \\
1 & 1 & -
\end{pmatrix}. $$ (56)

Next, concordance dominance matrix is computed using the threshold value.

The threshold value of concordance index using (44) is

$$C^\prime = \left( \frac{1}{m} \sum_{k=1}^{m} \sum_{l=1}^{\text{dim}} \left[ C\tilde{T}_{k,l}^\prime ; C\tilde{T}_{k,l}^\prime ; C\tilde{T}_{k,l}^\prime ; C\tilde{T}_{k,l}^\prime \right] ; [\mu_{k,l}^\prime ; \mu_{k,l}^\prime ; \mu_{k,l}^\prime ; \mu_{k,l}^\prime] ; [v_{k,l}^\prime ; v_{k,l}^\prime ; v_{k,l}^\prime ; v_{k,l}^\prime] \right)$$

$$= \frac{1}{3} \sum_{k=1}^{m} \sum_{l=1}^{\text{dim}} \left[ C\tilde{T}_{k,l}^\prime ; C\tilde{T}_{k,l}^\prime ; C\tilde{T}_{k,l}^\prime ; C\tilde{T}_{k,l}^\prime \right] ; [\mu_{k,l}^\prime ; \mu_{k,l}^\prime ; \mu_{k,l}^\prime ; \mu_{k,l}^\prime] ; [v_{k,l}^\prime ; v_{k,l}^\prime ; v_{k,l}^\prime ; v_{k,l}^\prime]$$

$$= \frac{\left(3, 6, 5, 1, 6, 6, 7, 8; [0.3, 0.4], [0.3, 0.4]\right)}{6}$$

$$= \left(0.6, 0.85, 1.1, 1.3; [0.3, 0.4], [0.3, 0.4]\right).$$ (57)
### Table 3: Assessment by DM$_1$.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>$[0.4, 0.5, 0.6, 0.7]; [0.4, 0.5], [0.3, 0.4])$</td>
<td>$[0.5, 0.6, 0.7, 0.9]; [0.3, 0.6], [0.1, 0.2]$</td>
<td>$[0.3, 0.4, 0.5, 0.6]; [0.5, 0.6], [0.1, 0.4]$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$[0.5, 0.6, 0.7, 0.9]; [0.2, 0.4], [0.1, 0.2])$</td>
<td>$[0.4, 0.5, 0.7, 0.8]; [0.4, 0.5], [0.3, 0.4]$</td>
<td>$[0.2, 0.3, 0.4, 0.5]; [0.4, 0.5], [0.2, 0.5]$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$[0.4, 0.5, 0.6, 0.7]; [0.7, 0.8], [0.1, 0.2])$</td>
<td>$[0.2, 0.3, 0.4, 0.5]; [0.6, 0.8], [0.1, 0.2]$</td>
<td>$[0.2, 0.4, 0.5, 0.6]; [0.5, 0.6], [0.2, 0.4]$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$[0.5, 0.6, 0.7, 0.8]; [0.5, 0.6, 0.2, 0.4])$</td>
<td>$[0.6, 0.7, 0.8, 0.9]; [0.3, 0.4], [0.1, 0.2]$</td>
<td>$[0.7, 0.8, 0.9, 1.0]; [0.4, 0.5], [0.3, 0.5]$</td>
</tr>
</tbody>
</table>

### Table 4: Decision matrix $D$.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>$[0.4, 0.5, 0.6, 0.7]; [0.4, 0.5], [0.3, 0.4])$</td>
<td>$[0.36, 0.5, 0.6, 0.73]; [0.3, 0.6], [0.1, 0.2]$</td>
<td>$[0.43, 0.56, 0.66, 0.76]; [0.3, 0.4], [0.5, 0.6]$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$[0.33, 0.46, 0.6, 0.73]; [0.2, 0.4], [0.1, 0.2])$</td>
<td>$[0.33, 0.46, 0.6, 0.8]; [0.4, 0.5], [0.3, 0.4]$</td>
<td>$[0.2, 0.33, 0.43, 0.53]; [0.4, 0.5], [0.2, 0.5]$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$[0.33, 0.46, 0.56, 0.7]; [0.3, 0.4], [0.3, 0.4])$</td>
<td>$[0.23, 0.36, 0.5, 0.66]; [0.4, 0.6], [0.2, 0.4]$</td>
<td>$[0.2, 0.33, 0.43, 0.53]; [0.4, 0.5], [0.3, 0.4]$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$[0.23, 0.36, 0.5, 0.63]; [0.5, 0.6], [0.2, 0.4])$</td>
<td>$[0.4, 0.56, 0.66, 0.8]; [0.3, 0.4], [0.1, 0.4]$</td>
<td>$[0.33, 0.43, 0.53, 0.66]; [0.2, 0.5], [0.3, 0.5]$</td>
</tr>
</tbody>
</table>

Hence the concordance dominance matrix is as follows:

\[
F = \begin{bmatrix}
0 & 1 \\
1 & 1 \\
0 & 0
\end{bmatrix}
\]  

(58)

On the other hand, discordance dominance matrix is calculated using threshold value.

The threshold value of discordance index is

\[
D_{\text{II}} = \frac{1}{3(3-1)} \sum_{k=1}^{3} \sum_{l=1}^{3} D_{k,l}
\]

(59)

Hence the discordance dominance matrix is as follows:

\[
G = \begin{bmatrix}
0 & 1 \\
1 & 1 \\
0 & 0
\end{bmatrix}
\]

(60)

Finally, the aggregate dominance matrix $T = F \cdot G$ is

\[
T = \begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{bmatrix}
\]

(61)

Hence, by (49) and matrix $T$, the alternatives can be ordered as

\[
A_2 > A_1 > A_3.
\]

(62)

**Example 2.** An MCDM problem concerned with a customer who intends to buy an air conditioner is solved using the proposed method taken from [34].

Three types of air conditioners (alternatives $A_i$ $(i = 1, 2, 3)$) are to be evaluated on four criteria (attributes): (1) quality ($C_1$), (2) design ($C_2$), (3) price ($C_3$), and (4) level of after-sale service ($C_4$). The crisp weighting vector of the criteria given in [34] is converted to suitable IVITFN in order to apply the proposed method. The assessments of three alternatives by a decision maker based on each criterion are given in Table 7 and the weights of each criterion are taken as

\[
W_{\{C_1, C_2, C_3, C_4\}} = \{(0.1, 0.2, 0.3, 0.4); (0.3, 0.4), (0.2, 0.3)),
\]

\[
(0.05, 0.1, 0.15, 0.2); (0.3, 0.5), (0.2, 0.4)),
\]

\[
(0.1, 0.3, 0.4, 0.5); (0.4, 0.6), (0.3, 0.4)),
\]

\[
(0.3, 0.4, 0.5, 0.6); (0.4, 0.5), (0.3, 0.4))
\].

(63)

The normalized decision matrix and weighted normalized decision matrices are calculated using (36) and (37) and, respectively, given in Tables 8 and 9.

Concordance and discordance sets are estimated using (38) and (39) and are as follows:

\[
C_{1,2} = \{1, 2, 3, 4\},
\]

\[
C_{1,3} = \{1, 2, 3, 4\},
\]

\[
C_{2,1} = \emptyset,
\]

\[
C_{2,3} = \{2\},
\]

\[
C_{3,1} = \emptyset,
\]

\[
C_{3,2} = \{1, 3, 4\},
\]

\[
D_{1,2} = \emptyset,
\]

\[
D_{1,3} = \emptyset,
\]

\[
D_{2,1} = \{1, 2, 3, 4\},
\]

\[
D_{2,3} = \{1, 3, 4\},
\]

\[
D_{3,1} = \{1, 2, 3, 4\},
\]

\[
D_{3,2} = \{2\}.
\]

(64)
Table 5: Normalized decision matrix.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>([0.35, 0.44, 0.53, 0.62]; [0.4, 0.5], [0.3, 0.4])</td>
<td>([0.31, 0.44, 0.53, 0.64]; [0.3, 0.6], [0.3, 0.4])</td>
<td>([0.34, 0.45, 0.53, 0.64]; [0.3, 0.4], [0.5, 0.6])</td>
</tr>
<tr>
<td>$C_2$</td>
<td>([0.29, 0.41, 0.54, 0.66]; [0.2, 0.4], [0.2, 0.4])</td>
<td>([0.28, 0.41, 0.52, 0.69]; [0.4, 0.5], [0.3, 0.4])</td>
<td>([0.25, 0.42, 0.54, 0.67]; [0.4, 0.5], [0.2, 0.5])</td>
</tr>
<tr>
<td>$C_3$</td>
<td>([0.31, 0.43, 0.52, 0.66]; [0.3, 0.4], [0.3, 0.4])</td>
<td>([0.24, 0.38, 0.53, 0.70]; [0.4, 0.6], [0.2, 0.4])</td>
<td>([0.25, 0.42, 0.54, 0.67]; [0.4, 0.5], [0.3, 0.4])</td>
</tr>
<tr>
<td>$C_4$</td>
<td>([0.25, 0.39, 0.54, 0.69]; [0.5, 0.6], [0.2, 0.4])</td>
<td>([0.32, 0.44, 0.53, 0.64]; [0.3, 0.4], [0.1, 0.4])</td>
<td>([0.32, 0.42, 0.52, 0.65]; [0.2, 0.5], [0.3, 0.5])</td>
</tr>
</tbody>
</table>
Table 6: Weighted normalized decision matrix.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>([0.10, 0.17, 0.26, 0.37]; [0.3, 0.5], [0.3, 0.4])</td>
<td>([0.09, 0.17, 0.26, 0.38]; [0.3, 0.5], [0.3, 0.4])</td>
<td>([0.10, 0.18, 0.26, 0.38]; [0.3, 0.5], [0.3, 0.6])</td>
</tr>
<tr>
<td>$C_2$</td>
<td>([0.08, 0.16, 0.27, 0.39]; [0.2, 0.4], [0.3, 0.4])</td>
<td>([0.08, 0.16, 0.26, 0.41]; [0.4, 0.5], [0.3, 0.4])</td>
<td>([0.07, 0.16, 0.27, 0.40]; [0.4, 0.5], [0.3, 0.5])</td>
</tr>
<tr>
<td>$C_3$</td>
<td>([0.06, 0.17, 0.26, 0.39]; [0.3, 0.4], [0.3, 0.4])</td>
<td>([0.04, 0.15, 0.26, 0.42]; [0.4, 0.6], [0.2, 0.4])</td>
<td>([0.05, 0.16, 0.27, 0.40]; [0.4, 0.5], [0.3, 0.4])</td>
</tr>
<tr>
<td>$C_4$</td>
<td>([0.1, 0.19, 0.37, 0.35]; [0.3, 0.4], [0.2, 0.4])</td>
<td>([0.12, 0.2, 0.37, 0.51]; [0.3, 0.4], [0.2, 0.4])</td>
<td>([0.12, 0.21, 0.36, 0.52]; [0.2, 0.4], [0.3, 0.5])</td>
</tr>
</tbody>
</table>
Accordingly, concordance and discordance matrices are calculated and are as follows.

The concordance IVITF matrix is

\[
C_{3 \times 3} = \begin{bmatrix}
- & \tilde{C}_{12} & \tilde{C}_{13} \\
\tilde{C}_{21} & - & \tilde{C}_{23} \\
\tilde{C}_{31} & \tilde{C}_{32} & -
\end{bmatrix},
\]

and the discordance IVITF matrix is

\[
D_{3 \times 3} = \begin{bmatrix}
- & \phi & \phi \\
1 & - & 1 \\
1 & 0.0292 & -
\end{bmatrix}.
\]

Furthermore, the concordance dominance matrix and discordance dominance matrices are computed using the threshold value.

The threshold value of concordance index using (44) is

\[
C^t = \left( \left[ C_{1k,l}^t, C_{2k,l}^t, C_{3k,l}^t, C_{4k,l}^t \right] ; \left[ \mu_{kl}^t, \nu_{kl}^t \right] ; \left[ v_{kl}^t, \psi_{kl}^t \right] \right)
\]

\[
= \sum_{k=1}^{m} \sum_{l=1}^{m} \left( \left[ C_{1k,l}^t, C_{2k,l}^t, C_{3k,l}^t, C_{4k,l}^t \right] ; \left[ \mu_{kl}^t, \nu_{kl}^t \right] ; \left[ v_{kl}^t, \psi_{kl}^t \right] \right) / (3 - 1)
\]

\[
= \left[ 1.65, 3.405, 5.1 \right] ; \left[ 0.3, 0.4 \right] ; \left[ 0.3, 0.4 \right]
\]

\[
= \left[ 0.275, 0.5, 0.675, 0.85 \right] ; \left[ 0.3, 0.4 \right] ; \left[ 0.3, 0.4 \right],
\]

and the threshold value of discordance index is

\[
D^t = \sum_{k=1}^{3} \sum_{l=1}^{3} \frac{D_{k,l}}{3(3 - 1)}.
\]

Hence, the concordance dominance and discordance dominance matrices are, respectively, obtained as

\[
F = \begin{bmatrix}
- & 1 & 1 \\
0 & - & 0 \\
0 & 1 & -
\end{bmatrix},
\]

\[
G = \begin{bmatrix}
- & 1 & 1 \\
0 & - & 0 \\
0 & 1 & -
\end{bmatrix}.
\]

Finally, the aggregate dominance matrix \( T = F \cdot G \) is

\[
T = \begin{bmatrix}
- & 1 & 1 \\
0 & - & 0 \\
0 & 1 & -
\end{bmatrix}.
\]

Therefore, the alternatives can be ordered as

\[
A_1 > A_3 > A_2.
\]

This means that \( A_1 \) is the best alternative which agrees with human intuition as \( A_1 \)'s performance is better when compared to other alternatives in the criteria \( C_3 \) and \( C_4 \) which are given more weight in decision making process.

6. Conclusion

In a multicriteria group decision making method, the experts often quantify their opinion in the form of an interval on a consecutive set. Hence, it is more suitable to represent and study the decision making problems using IVITFNs. Based on this fact, we proposed ELECTRE method to find the best alternative when the criterion and weights of criterion are IVITFNs. The advantage of the proposed method over existing aggregated methods is that the proposed method retains the fuzziness of criterion weights during computation, while the aggregated methods use the weights and convert them into crisp numbers in the initial step itself. Furthermore, the proposed ranking method of IVITFNs using value and ambiguity index of membership and nonmembership allows studying the IVITFNs in a statistical manner and also takes expert's risk attitude into consideration while comparing the fuzzy numbers. It is also observed that the proposed ranking can rank the IVITFNs more accurately when compared to existing methods of ranking IVITFNs. Finally, the proposed method was illustrated by applying it to real world problems: finding the best green supplier for one of the key elements in the manufacturing process of a food company and selecting the best air conditioner from a customer perspective. The comparison reveals that the proposed method can rank the alternatives more strictly compared to the method of Wu and Liu. In the future, we will focus on applying the proposed method to other ELECTRE methods.

### Table 7: Decision matrix \( D \).

<table>
<thead>
<tr>
<th>Criteria</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>([0.1, 0.2, 0.3, 0.4]; [0.5, 0.6], [0.2, 0.3])</td>
<td>([0.4, 0.5, 0.6, 0.7]; [0.3, 0.5], [0.2, 0.4])</td>
<td>([0.2, 0.4, 0.5, 0.8]; [0.5, 0.7], [0.1, 0.2])</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>([0.2, 0.3, 0.4, 0.5]; [0.4, 0.7], [0.2, 0.3])</td>
<td>([0.1, 0.3, 0.5, 0.6]; [0.2, 0.4], [0.4, 0.5])</td>
<td>([0.2, 0.3, 0.4, 0.5]; [0.1, 0.4], [0.5, 0.6])</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>([0.3, 0.4, 0.5, 0.6]; [0.3, 0.6], [0.3, 0.4])</td>
<td>([0.2, 0.4, 0.6, 0.7]; [0.4, 0.7], [0.2, 0.3])</td>
<td>([0.1, 0.2, 0.4, 0.5]; [0.6, 0.8], [0.1, 0.2])</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>([0.1, 0.3, 0.5, 0.6]; [0.4, 0.5], [0.2, 0.4])</td>
<td>([0.3, 0.5, 0.6, 0.8]; [0.0, 0.3], [0.5, 0.7])</td>
<td>([0.1, 0.2, 0.4, 0.6]; [0.2, 0.4], [0.3, 0.6])</td>
</tr>
</tbody>
</table>
Table 8: Normalized decision matrix.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Alternatives</th>
<th>Alternatives</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_1$</td>
<td>$A_2$</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>([0.18, 0.36, 0.54, 0.73]; [0.5, 0.6], [0.2, 0.3])</td>
<td>([0.35, 0.44, 0.53, 0.62]; [0.3, 0.5], [0.2, 0.4])</td>
<td>([0.19, 0.38, 0.47, 0.76]; [0.5, 0.7], [0.1, 0.2])</td>
</tr>
<tr>
<td>$C_2$</td>
<td>([0.27, 0.40, 0.54, 0.68]; [0.4, 0.7], [0.2, 0.3])</td>
<td>([0.11, 0.35, 0.59, 0.71]; [0.2, 0.4], [0.4, 0.5])</td>
<td>([0.27, 0.40, 0.54, 0.68]; [0.1, 0.4], [0.5, 0.6])</td>
</tr>
<tr>
<td>$C_3$</td>
<td>([0.32, 0.43, 0.53, 0.64]; [0.3, 0.6], [0.3, 0.4])</td>
<td>([0.19, 0.39, 0.58, 0.68]; [0.4, 0.7], [0.2, 0.3])</td>
<td>([0.14, 0.29, 0.58, 0.73]; [0.6, 0.8], [0.1, 0.2])</td>
</tr>
<tr>
<td>$C_4$</td>
<td>([0.11, 0.35, 0.59, 0.71]; [0.4, 0.5], [0.2, 0.4])</td>
<td>([0.25, 0.43, 0.51, 0.69]; [0.0, 0.3], [0.5, 0.7])</td>
<td>([0.13, 0.26, 0.52, 0.79]; [0.2, 0.4], [0.3, 0.6])</td>
</tr>
</tbody>
</table>
Table 9: Weighted normalized decision matrix.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>$[0.18, 0.07, 0.16, 0.29]; [0.3, 0.4], [0.2, 0.3]$</td>
<td>$[0.03, 0.08, 0.16, 0.24]; [0.3, 0.4], [0.2, 0.4]$</td>
<td>$[0.01, 0.07, 0.14, 0.30]; [0.3, 0.4], [0.2, 0.3]$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$[0.13, 0.04, 0.08, 0.13]; [0.3, 0.5], [0.2, 0.4]$</td>
<td>$[0.005, 0.03, 0.08, 0.14]; [0.2, 0.4], [0.4, 0.5]$</td>
<td>$[0.01, 0.04, 0.08, 0.13]; [0.1, 0.4], [0.5, 0.6]$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$[0.03, 0.12, 0.21, 0.32]; [0.3, 0.6], [0.3, 0.4]$</td>
<td>$[0.01, 0.11, 0.19, 0.38]; [0.4, 0.6], [0.3, 0.4]$</td>
<td>$[0.01, 0.08, 0.23, 0.36]; [0.4, 0.6], [0.3, 0.4]$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$[0.03, 0.14, 0.29, 0.42]; [0.4, 0.5], [0.3, 0.4]$</td>
<td>$[0.07, 0.17, 0.25, 0.41]; [0.0, 0.3], [0.5, 0.7]$</td>
<td>$[0.03, 0.10, 0.26, 0.47]; [0.2, 0.4], [0.3, 0.6]$</td>
</tr>
</tbody>
</table>
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