Dielectron signal reconstruction is an important tool for heavy flavor measurements because of its trigger feasibility and its relatively straightforward particle identification process. However, in the case of time projection chamber detectors, some hadron contamination is unavoidable, even if additional means are used to improve the particle identification process. In this paper, we investigate the effects of hadron (protons, pions, and kaons) contamination on the dielectron signal reconstruction process in the measurement of $\Upsilon$ and electrons from heavy flavor hadron decays.

1. Introduction

The quark-gluon plasma (QGP) is a state of nuclear matter with properties that are determined by the quark and gluon degrees of freedom. This nuclear matter state existed in the early Universe, a few microseconds after the Big Bang. QGP can be created in the laboratory by collisions between heavy ions with relativistic energies [1, 2]. The STAR and PHENIX experiments at the Relativistic Heavy Ion Collider (RHIC) at the Brookhaven National Laboratory and the ALICE experiment at the Large Hadron Collider at CERN are dedicated to the exploration of the properties of such a system.

We use an approach that is analogous to tomography to study the QGP in heavy ion collisions. An external penetrating probe, with properties (i.e., production mechanism) that are under experimental and theoretical control, propagates through the medium. We can then infer the properties of the system to be analyzed from the modification of the probe. Heavy quarks serve as suitable external-to-QGP probes. Because of their large masses, these quarks are produced very early in the collision in the initial interactions with large momentum transfer and before the QGP phase. Their production, in terms of both total and differential cross sections, is described well by perturbative quantum chromodynamics (QCD). Open heavy quark production is sensitive to the QGP dynamics and can be used to determine the fundamental properties of the QGP, such as its transport coefficients (see, e.g., [3, 4] and the references contained therein). Measurements of the production of various quarkonium states (the $\psi$, $\chi$, and $\Upsilon$ family) can provide insights into the thermodynamic properties of the QGP because their yields are expected to be modified in the hot nuclear matter, and different states would undergo modifications at different temperatures (see [5] and the references therein).

Open heavy quark production can be studied via the electrons from semileptonic decays of heavy flavor hadrons [6–9]. This is the most feasible approach found at RHIC to date, because the yields are large and a specialized high-$p_T$ electron trigger can be used. However, this is a complex measurement process where a good understanding of all systematic effects is crucial [7] and especially of the background from the electrons produced by photon conversion in the detector and light meson decays. For studies of quarkonia, the dilepton channel is the most feasible experimental approach. The production of $b$ quarks can be also measured using $B \rightarrow \psi$ via a displaced vertex reconstruction.

Electron identification and dielectron reconstruction are thus important aspects of heavy flavor measurements. The time projection chamber (TPC) is a tracking and particle...
identification detector that has been installed as part of the leading heavy ion experiments, including NA49/NA61, STAR, and ALICE. TPC uses the momentum dependences of specific ionizing energy losses for particle identification. However, there are momentum ranges where the $dE/dx$ bands for different species overlap and identification is thus hindered (e.g., electrons and protons for $p \sim 1$ GeV/\textit{c}). Both STAR and ALICE use additional means to improve particle identification (a time-of-flight detector at STAR and a time-of-flight and transition radiation detector at ALICE). However, it is difficult to have high purity in the overlapping range, even withToF. For instance, hadron contamination in dielectron measurements of $\text{Au} + \text{Au}$ collisions at $\sqrt{s_{NN}} = 62.4$ GeV is $\sim 20\%$ at $p \sim 0.7$ GeV/\textit{c} (mostly because of misidentified kaons) and $\sim 40\%$ at $p \sim 1.1$ GeV/\textit{c} [10] (mostly because of pion contamination), even withToF in place.

Hadron misidentification also affects the heavy flavor correlation measurements ($e^+e^-$ or charmed meson-$e^+$ correlations) that provide additional insights into heavy quark interactions with nuclear matter. It is important to distinguish these correlations from light meson correlations (charged hadrons and $\pi^0$s), which probe the interactions of gluons and light quarks with nuclear matter. When the hadron contamination is high, the $e^+e^- - e^+e^-$ correlations are dominated by light flavor jet correlations. If the photonic background is underestimated, then electrons from the $\pi^0$ and $\eta$ Dalitz decays and $\gamma$ conversion will contaminate the results with light flavor jet correlations. When the photonic background is overestimated, then the observed correlations will be distorted because the background correlations will be oversubtracted. It is essential to have the hadron contamination well under control in such measurements.

In this paper, we investigate the effects of hadron contamination on heavy flavor measurements with a TPC. We focus on two experimental techniques that involve dielectron signal reconstruction: measurement of $J/\psi$ production and the so-called photonic background estimation in the heavy flavor electron measurements at STAR and ALICE. The goal of this study is to estimate any possible biases or systematic effects due to hadron misidentification, that is, to study how a combinatorial background (and thus the statistical uncertainty) changes and whether the measured yield is biased because of the correlated background introduced by hadron contamination. We begin with a brief description of the simulation setup and of how the hadron contamination is modeled. Then, we present the results that were obtained for different hadron contamination levels.

2. Simulation Setup

We used the PYTHIA 6.4 [11] event generator to generate 1 billion minimum-bias $p + p$ events at $\sqrt{s} = 200$ GeV. Most of the PYTHIA settings were at their default values, apart from the following parameters: the charm quark mass $m_c = 1.25$ GeV/$c^2$ (PMAS(4,1) = 1.25), the bottom quark mass $m_b = 4.1$ GeV/$c^2$ (PMAS(5,1) = 4.1), MSTP(32) = 4 ($Q^2$ scale), the width of the primordial parton transverse momentum distribution in the hadron $\langle k_T \rangle = 1.5$ GeV/\textit{c} (PARP(91) = 1.5), and the $K$ factor for hard cross sections for parton-parton interactions $K = 3.5$ (PARP(31) = 3.5). These parameters were modified based on the work of [12] to model a correlated background from the $c\bar{c}$ and $b\bar{b}$ continuum in the $J/\psi$ signal studies.

Here we consider an idealized detector with acceptance and particle identification that are similar to the STAR TPC [13]. We select charged particles with $p_T > 0.2$ GeV/\textit{c} and $|y| < 1$. The transverse momentum resolution is parametrized as a Gaussian with a standard deviation $\sigma(p_T)$ that is given by $(\sigma(p_T)/p_T)^2 = \alpha^2 + (bp_T)^2$, where $\alpha = 0.005$ and $b = 0.00012$. This functional form is chosen based on the $p_T$ resolution for pions in the ALICE TPC [14], and the $a$ and $b$ parameters were selected to match the mass resolution of the $J/\psi$ signal in the data.

$J/\psi$ production is simulated using the TPythia8Decayer class from the ROOT framework [15] with the $J/\psi p_T$ spectrum at RHIC at midrapidity [16] used as an input. In total, 1650 $J/\psi$'s were generated. The radiative decays of $J/\psi (J/\psi \to e^+e^-\gamma, BR = (8.8 \pm 1.4) \times 10^{-3})$ (for $E_\gamma > 100$ MeV) [17] affect this study because the electrons from this process have lower momentum. The observed radiative decays (also known as internal radiation) amount to 15% of the $J/\psi \to e^+e^-$ decays (BR = 5.94 ± 0.06% [17]), which leads to a low mass tail visible in measured mass distribution shown in Figure 1 for $2.6 < M_{\psi} < 3$ GeV/$c^2$. We modeled the $e^+e^-$ mass distribution from a radiative decay using the power-law form $f(m_{e\gamma}) = [n/\alpha_{\text{rad}} - 1/\alpha_{\text{rad}} - m_c + m_{J/\psi}]^{-n_{\text{rad}}}$, where $2 < m_{e\gamma} < 3.04$ GeV/$c^2, m_{J/\psi} = 3.0969$ GeV/$c^2$ is a $J/\psi$ mass, $\alpha_{\text{rad}} = 1.18$, and $n_{\text{rad}} = 1.45$. This modified mass spectrum is passed to TPythia8Decayer to account for the radiative decays. We tuned the parameters of a mass distribution and a $p_T$ resolution to match the $J/\psi$ mass spectrum reported by STAR in $p + p$ collisions [18] for $2 < p_T < 6$ GeV/\textit{c} (Figure 1(a)). There is reasonable agreement between the simulations and the data for the chosen values of $a, b, \alpha_{\text{rad}}$, and $n_{\text{rad}}$.

For yield extraction in Section 3, we parametrize the $J/\psi$ signal with a Crystal Ball function [19, 20]. This function consists of a Gaussian core (which models the mass resolution) and a power-law low-end tail for the energy loss processes:

$$f(x, \alpha, \overline{x}, n, \sigma) = N \left\{ \begin{array}{ll} \exp \left( \frac{(x - \overline{x})^2}{2\sigma^2} \right) & \text{if } \frac{(x - \overline{x})}{\sigma} > -\alpha; \\
A \left( B - \frac{(x - \overline{x})}{\sigma} \right)^{-n} & \text{if } \frac{(x - \overline{x})}{\sigma} \leq -\alpha, \end{array} \right.$$  

(1)

where

(i) $N$ is a normalization factor;
(ii) $\overline{x}$ is the mean value of the core Gaussian function; $\overline{x}$ accounts for a possible offset from the nominal of $J/\psi$ mass value;
(iii) $\sigma$ is the mass resolution;
(iv) $\alpha$ and $n$ are parameters that describe the power law tail; $\alpha$ defines the joining point and $n$ is the power that characterizes the strength of the energy loss process;
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Figure 1: (a) \(J/\psi\) signal in \(p+p\) collisions at 200 GeV compared to the simulations. (b) Simulated \(J/\psi\) signal compared to a Crystal Ball function fitting used to account for the contribution of \(J/\psi \rightarrow e^+e^- \gamma\).

\(v\) \(A = (n/|\alpha|)^2 \exp(-|\alpha|^2/2)\) and \(B = n/|\alpha| - |\alpha|\) are terms that are determined from the requirement that the function itself and its first derivative are continuous.

The parameters \(N, \alpha, \sigma, n, \) and \(\overline{x}\) in function 1 are obtained from a fitting to the simulated mass distribution shown in Figure 1(b). This model matches the generated data reasonably well \((\chi^2/\text{NDF} = 19/17)\). The Crystal Ball function is not used directly for signal extraction. We use this function together with residual background parametrization in the fitting to the mass spectrum to fix the parameters for the residual background; the fitting procedure is described in Section 3.

For hadron contamination, we study the misidentification of kaons, protons, and pions as electrons with particular focus on kaon and proton contamination. The pion and electron \(dE/dx\) bands begin to overlap at high levels of momentum and the pion contamination is assumed to be negligible for \(p_T < 1.25\) GeV/c. Based on the \(dE/dx\) dependence as a function of momentum in both STAR and ALICE [13, 21], we assumed that kaons with momentum of 0.45 < \(p\) < 0.55 GeV/c and protons with momentum of 0.85 < \(p\) < 1.05 GeV/c could be misidentified as electrons. At higher levels of transverse momentum, pions are the dominant source of the hadron contamination and, for \(p_T > 1.25\) GeV/c, we use the parametrizations shown in Figure 2 to simulate that effect. We began with the electron purity (the fraction of electrons in a particle sample) in \(p+p\) collisions at \(\sqrt{s} = 200\) GeV [6]. The data are fitted using a Gaussian function ("parametrization 1"). We obtained parametrizations 2 to 4 by changing the width of parametrization 1 by 1, 2, and 3 uncertainties of the width of parametrization 1.

\(i\) parametrization 2: \(\sigma_2 = \sigma_1 - \delta(\sigma_1)\), where \(\sigma_1\) is the width of the Gaussian function from the fitting to the STAR data and \(\delta(\sigma_1)\) is its uncertainty;

\(ii\) parametrization 3: \(\sigma_3 = \sigma_1 - 2\delta(\sigma_1)\);

\(iii\) parametrization 4: \(\sigma_4 = \sigma_1 - 3\delta(\sigma_1)\).

Figure 2 shows these parametrizations.

We consider five possible scenarios for particle identification.
(i) “Electrons only”: idealized particle identification, where all electrons are selected and all hadrons are rejected.

(ii) “Electrons + 10% hadrons”: all electrons are selected for the analysis, plus 10% of the kaons and protons in the crossover ranges are misidentified as electrons, and the purity at high $p_T$ after pion contamination is given by parametrization 1 in Figure 2.

(iii) “Electrons + 25% hadrons”: the same as the above, but 25% of the hadrons in the crossover ranges are misidentified as electrons in this case, and the purity at high $p_T$ is given by parametrization 2 in Figure 2.

(iv) “Electrons + 50% hadrons”: the same as the above, but 50% of the hadrons in the crossover ranges are misidentified as electrons in this case, and the purity at high $p_T$ is given by parametrization 3 in Figure 2.

(v) “Electrons + 100% hadrons”: the same as the above, but all hadrons in the crossover ranges are misidentified as electrons in this case, and the purity at high $p_T$ is given by parametrization 4 in Figure 2.

We select hadrons by randomly sampling the tracks in the overlap range until a given level of misidentification is met. Figure 4 shows the purity of the tracks for the studied misidentification levels. The purity here is defined as the fraction of electrons relative to the total number of particles selected for the invariant mass reconstruction according to the particle identification scenarios listed above. Even for the lowest misidentification level considered, the purity at
As described in the text, the purity, defined as the fraction of electrons in each particle sample in the analysis, is shown in Figure 4 for different hadron misidentification levels.

### Table 1: Signal in the $J/\psi$ mass range of $2.7 < m_{e^+e^-} < 3.3 \text{ GeV}/c^2$ for various hadron contamination levels.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Signal</th>
<th>$S/B$ ratio</th>
<th>Significance</th>
<th>Goodness of fit: $\chi^2$/NDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons only</td>
<td>1525 ± 50</td>
<td>4.3</td>
<td>32</td>
<td>46.9/33</td>
</tr>
<tr>
<td>Ele. + 10% hadr.</td>
<td>1500 ± 53</td>
<td>2.9</td>
<td>30</td>
<td>38.7/33</td>
</tr>
<tr>
<td>Ele. + 25% hadr.</td>
<td>1477 ± 58</td>
<td>1.9</td>
<td>27</td>
<td>41.3/33</td>
</tr>
<tr>
<td>Ele. + 50% hadr.</td>
<td>1513 ± 64</td>
<td>1.3</td>
<td>24</td>
<td>33.2/33</td>
</tr>
<tr>
<td>Ele. + 100% hadr.</td>
<td>1424 ± 76</td>
<td>0.7</td>
<td>19</td>
<td>49.8/33</td>
</tr>
</tbody>
</table>

Each particle is assumed to have the mass of an electron and each particle is paired with opposite-sign partners to form an invariant mass spectrum. The combinatorial background is estimated using the sum of all like-sign pairs from the same event. Figure 5 shows a mass spectrum for the foreground (all opposite-sign pairs) and the combinatorial background for the integrated $p_T$ for the selected levels of hadron misidentification: (a) “Electrons only,” (b) “Electrons + 10% hadrons,” (c) “Electrons + 25% hadrons,” and (d) “Electrons + 50% hadrons.” The resonance peaks for $\pi^0$, $\eta$, $\rho$, $\omega$, and $J/\psi$ are all clearly visible in the case of the pure electron sample in Figure 5(a). When the hadron contamination increases, the combinatorial background in the mass spectra shown in Figures 5(b)–5(d) increases and its shape changes. A correlated background due to the hadron misidentification arises with increasing contamination level, with a notable $\phi \rightarrow K^+K^-$ peak around $m_{e^+e^-} \sim 0.26 \text{ GeV}/c^2$, which is reconstructed at a lower mass because a wrong daughter mass assumption was made in the invariant mass calculation.

Figure 6 shows an example of a correlated background induced by hadrons that has been broken down into its sources (various hadron-hadron and hadron-electron pairs) (Figure 6(a)) and is then shown as a cumulative distribution (Figure 6(b)). Kaon-kaon and proton-proton pairs are the two largest background sources, which are produced by $\phi \rightarrow K^+K^-$ decays and correlated signals from jets. The sharp cut-offs for $K−K$ and $p−p$ pairs (1.1 and 2.1 GeV/$c^2$) occur because of the momentum ranges that are assumed for kaon and proton contamination ($p_{\text{proton}} < 1.05 \text{ GeV}/c$, $p_{\text{kaon}} < 0.55 \text{ GeV}/c$). Any pair mass that is reconstructed under the electron mass assumption then has a maximum value of 1.1 GeV/$c^2$ or 2.1 GeV/$c^2$ for the $K−K$ and $p−p$ pairs, respectively. Pion contamination does not have a noticeable impact on the $p_T$-integrated signal because the pion contamination is very low for $p_T < 2 \text{ GeV}/c$ (Figure 3) and the high-$p_T$ pion yield is small when compared with that of the low-$p_T$ hadrons.

In the next two sections, we focus on two parts of the dielectron spectrum: the $J/\psi$ mass range and $m_{e^+e^-} < 0.2\text{ GeV}/c^2$, which is used to estimate the photonic background in heavy flavor electron analysis [6, 7, 9].

### 3. $J/\psi$ Signal

Figures 7(a), 7(c), 7(e), 7(g), and 7(i) show invariant mass spectra in a $J/\psi$ mass range for a foreground (all $e^+e^-$ pairs, $N_{++}$) and a combinatorial background (sum of like-sign pairs, $N_{+,+} + N_{--}$) for the different misidentification levels.
The dielectron signals after subtraction of the combinatorial backgrounds are shown in Figures 7(b), 7(d), 7(f), 7(h), and 7(j). We fit the dielectron signals using a sum of the Crystal Ball function (function 1) for the $J/\psi$ signal (which also includes $J/\psi \rightarrow e^+e^-\gamma$) and an exponential function (for the residual background from the charm continuum). The Crystal Ball parameters $\alpha$, $\sigma$, $n$, and $\pi$ are fixed based on the fitting to the mass distribution shown in Figure 1(b). The normalization $N$ and the parameters of the exponential function are free in the fitting process.

The fit is performed using the ROOT framework in a mass range of $2.2 < m_{ee} < 4 \text{ GeV}/c^2$ using the $\chi^2$ method, and the results are shown in Figure 7 and in Table 1. The band in Figure 7 represents a 1σ uncertainty contour from the fitting. The signal in Table 1 is obtained by counting the entries in the mass range of $2.7 < m_{ee} < 3.3 \text{ GeV}/c^2$ and then subtracting the residual background. We calculate the uncertainty based on the residual background, $\sigma_{RG}$, while taking the correlations of the fitting parameters into account. We then propagate $\sigma_{RG}$ to the final $J/\psi$ uncertainty by assuming that these two uncertainties are uncorrelated.

The combinatorial background increases with increasing hadron contamination, and thus the signal-to-background ratio decreases while the statistical uncertainty increases. For the highest hadron contamination, the background is larger by a factor of six, and the uncertainty increases by 50% when...
compared with a pure electron sample. The low mass tail due to $J/\psi \to e^+e^+\gamma$ is visible for the pure electrons and for hadron contamination of less than 50%. When hadron misidentification increases and thus the combinatorial background increases, then the radiative decay tail in $2.6 < m_{e\gamma} < 2.8 \text{ GeV}/c^2$ is hidden by the fluctuations and is difficult to recover from the data. This effect is present in general when the signal-to-background ratio is low, for example, in [23, 24]. Overall, the extracted $J/\psi$ signal is consistent within the statistical uncertainty with the simulated yield ($1500 J/\psi$/ in $2.7 < m_{e\gamma} < 3.3 \text{ GeV}/c^2$). At the highest contamination level, the extracted yield is 5% lower than the real value. However, this difference is not statistically significant.

### 4. Photonic Electron Signal

Heavy quark production can be studied via the electrons from the semileptonic decays of heavy flavor hadrons ($H^L$) [6–8]. However, it requires complex measurements, whereby a good understanding of all the systematic effects is crucial [7]. The main background in these analyses comes from the so-called photonic electrons, that is, electrons from photon conversions in the detector material and from Dalitz decays of the $n^0$ and $\eta$ mesons ($n^0 \to \gamma e^+e^-$ and $\eta \to \gamma e^+e^-\gamma$). One possible strategy is to identify the photonic background using a statistical approach as a signal in the low mass region of the dielectron $m_{e\gamma}$ mass spectrum (e.g., $m_{e\gamma} < 0.15 \text{ GeV}/c^2$) [6, 9]. Each primary photonic electron candidate is paired with an opposite-sign electron in an event, and the combinatorial background is estimated using like-sign pairs. The photonic electron yield is calculated by $N_{\text{pho}} = (N^{LS} - N^{SL})/\epsilon_{\text{pho}}$, where $N^{LS}$ and $N^{SL}$ are the numbers of the opposite-sign and like-sign pairs, respectively. $\epsilon_{\text{pho}}$ is the photonic electron reconstruction efficiency, which is determined from full GEANT simulations of the detector. $\epsilon_{\text{pho}}$ is a function of $p_T$ and varies from 15% at 0.5 GeV/$c$ to 60% at 7 GeV/$c$ [22]. The photonic electrons are also used to obtain high-purity electron samples to calculate the electron identification efficiency [23]. In other analyses, the background is determined via a cocktail simulation [8, 25]. In that approach, an inclusive electron spectrum is first measured, then the electrons from various background sources are simulated using a Monte Carlo hadron-decay generator, and finally these electrons are subtracted from the inclusive electron spectra. This method requires a good knowledge of the input momentum spectra of the potential background sources. Here we focus on the first, statistical approach.

We identify the photonic electron as a particle that has a partner in the TPC ($p_T > 0.2 \text{ GeV}/c, |\eta| < 1$) and the invariant mass of this pair is $m_{e\gamma} < 0.2 \text{ GeV}/c^2$. The photonic signal is shown in Figure 8 and in Table 2. Based on the statistics used in this study, an increase in the statistical uncertainty because of a larger background is negligible. The integrated $p_T$ signal has a weak dependence on the hadron contamination level. The bias, which is defined as a relative difference compared to the signal extracted from the pure electron sample, is less than 2% for maximum hadron contamination of less than 50% (Figure 8 and Table 2).

However, the bias depends strongly on the electron $p_T$. We extracted the photonic signal as a function of the single electron $p_T$ and then compared it with the signal extracted from the pure electron sample. To quantify the bias, we calculated the relative difference in the extracted photonic signal yield when compared with the pure electron case.

---

**Figure 6:** Correlated background induced by hadrons shown as (a) a mass distribution for each pair and (b) a cumulative (stacked) distribution broken down into its constituent components.
Figure 7: Continued.
Figure 7: Dielectron mass spectra and $J/\psi$ signals for various hadron contamination levels.

Table 2: Photonic electron yield in the $m_{ee} < 0.2$ GeV/$c^2$ mass range for various hadron contamination levels. The statistical uncertainty is 0.05%. The bias is defined as the relative difference between the observed yield and the signal in the pure electron sample.

<table>
<thead>
<tr>
<th></th>
<th>Signal</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons only</td>
<td>$4.18 \times 10^6$</td>
<td>0</td>
</tr>
<tr>
<td>Electrons + 10% hadrons</td>
<td>$4.18 \times 10^6$</td>
<td>0.1%</td>
</tr>
<tr>
<td>Electrons + 25% hadrons</td>
<td>$4.20 \times 10^6$</td>
<td>0.4%</td>
</tr>
<tr>
<td>Electrons + 50% hadrons</td>
<td>$4.25 \times 10^6$</td>
<td>1.7%</td>
</tr>
<tr>
<td>Electrons + 100% hadrons</td>
<td>$4.45 \times 10^6$</td>
<td>6.6%</td>
</tr>
</tbody>
</table>

$\Delta = (S_{\text{hadron}} - S_{\text{ele}})/S_{\text{ele}}$, where $S_{\text{hadron}}$ is the yield extracted with hadron contamination and $S_{\text{ele}}$ is the signal in the pure electron sample. Figure 9 shows $\Delta$ as a function of single electron $p_T$. The difference is the highest for the $p_T$ ranges where the $dE/dx$ band of electrons overlaps with those of the kaons and protons. The bias is significant (50% for $p_T \sim 0.9$ GeV/$c$ and 20% for $p_T \sim 0.5$ GeV/$c$) for the highest levels of hadron contamination. However, it is less than 4% for the 25% hadron misidentification level and negligible for 10% hadron contamination.

The bias will have a noticeable effect on the photonic yield calculation for the hadron misidentification levels of 25% or higher at $p_T < 1$ GeV/$c$, where the photonic reconstruction efficiency is low (20% or less). However, the typical purity in the experiments is much better than that shown in Figure 4 for 25% hadron misidentification and this effect is thus still small. To reduce the bias, a narrower mass range for the photonic background reconstruction should be used, for
Figure 8: Dielectron mass spectra after combinatorial background subtraction for various hadron contamination levels. The peak around $m_{e^+e^-} \sim 0.26 \text{ GeV}/c^2$ is a $\phi \rightarrow K^+K^-$ that has been reconstructed with the wrong assumption about the daughter mass.

5. Summary

We investigated the effects of hadron misidentification on measurements of $J/\psi$ yield and on studies of the production of electrons from semileptonic heavy flavor hadron decays. When the misidentification level is high, there is a noticeable increase in the statistical uncertainty in the $J/\psi$ yield calculation. Overall, the extracted $J/\psi$ signal is consistent within the limits of statistical uncertainty with its real value and there is no significant bias. In the case of photonic background estimation in open heavy flavor measurements, bias is observed for high hadron contamination (where the extracted yield is higher than the real yield), although the effect is negligible for a hadron misidentification level of 10%. Because the typical purity in the experimental studies is better than the purity assumed in this work, the effects of kaon, proton, and pion contamination on the heavy flavor measurements via semileptonic decays are thus negligible.
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