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Abstract: This paper presents analysis of wind climate of the Kongsfjorden-Kongsvegen valley, Svalbard. The Kongsfjorden-Kongsvegen valley is relatively densely covered with meteorological observations, which facilitate joint statistical analysis of the turbulent surface layer structure and the structure of the higher atmospheric layers. Wind direction diagrams reveal strong wind channeling up to 300 m to 500 m. The probability analysis links strong wind channeling and cold temperature anomalies in the surface layer. To explain these links, previous studies suggested the katabatic wind flow mechanism as the leading driver responsible for the observed wind climatology. In this paper, idealized turbulence-resolving simulations are used to distinguish between different wind driving mechanisms. The simulations were performed with the real surface topography at resolution of about 60 m. These simulations resolve the obstacle-induced turbulence and the turbulence in the non-stratified boundary layer core. The simulations suggest the leading roles of the thermal land-sea breeze circulation and the mechanical wind channeling in the modulation of the valley winds. The characteristic signatures of the developed down-slope gravity-accelerated flow, that is, the katabatic wind, were found to be of lesser significance under typical meteorological conditions in the valley.

1. Introduction

Understanding of driving mechanisms shaping wind climate of the Arctic is important to a number of different research and applied problems, the regional weather forecast, planning of industrial activity, and better health care of the local population. In particular, strong and persistent surface winds in the western part of Svalbard can significantly alter ocean and sea ice processes [1] and climate of the larger region in the key Atlantic sector of the Arctic [2]. Unfortunately, the network of meteorological stations, which provide information to characterize the wind climate, is rather sparse in the Arctic. Therefore, the long-term, consistent, and relatively diverse observations in the Kongsfjorden-Kongsvegen valley (see Figure 1) are valuable for research on the detection and attribution of specific features of the wind climate in a typical Arctic fjord. Similar fjords with steep slopes and glaciers are found in Greenland and in many other places in the Arctic.

The major observed feature of the Arctic fjord wind climate can be described as surface winds, which blow along the axis of the fjord. The wind climate of the Kongsfjorden-Kongsvegen valley (hereafter referred to as the valley) exhibits this feature very clearly (e.g., [3–9]). Hanssen-Bauer et al. [3], Førland et al. [4], and Hartmann et al. [5] compiled a general description of the Svalbard wind climate on the basis of ground-born meteorological observations. They emphasized the typically observed wind channeling in the valley and other Arctic fjords but did not provide the details of the wind climate. Beine et al. [7] and Argentini et al. [9] studies are more specific as they were based on the results of field measurement campaigns. In particular, the wind roses for different months and for different elevations up to 500 m.
Figure 1: The scheme of the Kongsfjorden-Kongsvegen area with the research station Ny-Ålesund and the automatic weather station (AWS) sites on the glacier. The surface elevation is taken from the digital elevation model ASTER. The satellite image is courtesy of Andy Kääb. The domain of PALM simulations is shown with the semitransparent rectangle.

(at Zeppelin Mountain) were presented. The wind channeling was found for all months and at all heights but during the summer months this channeling was less pronounced. Similar conclusions were drawn in Erath [10], Krismer [11], and Livik [12] studies based on analysis of the AWS data. The reviewed studies used different combinations of the available surface data sets, which were collected at different locations and heights and during different time periods. Despite those differences, the surface wind channeling and alignment with the valley axis remain the dominant wind features in the data.

The studies of the surface layer wind based on the high-quality but short-term observations are however not sufficient to characterize the wind climate, its vertical structure, and its driving mechanisms. Therefore, there were several modeling studies dealing with one or several aspects of the Svalbard regional climate. Here, we review only those studies where the model resolution was sufficiently fine to resolve some typical features of the Svalbard relief. Skeie and Grønås [6] simulated strongly stratified easterly flow across the Svalbard archipelago with a numerical model with a grid distance of 10 km. They found pronounced wind wakes with high velocity to downstream from the valleys. Later this feature was confirmed by simulations and satellite image analysis in Sandvik and Furevik [2]. The wind wakes were originated from the three resolved fjords Isfjorden, van Mijenfjorden, and Hornsund. The wind speed in the wakes was by factors of 1.7 to 2.2 higher than the wind speed in the undisturbed flow. Skeie and Grønås [6] attributed this acceleration to the gravity wave activity and the large-scale left-right asymmetry induced by planetary rotation. The model resolution in Kilpeläinen et al. [13] study was significantly refined. The study did not aim to perform simulations of climatologically typical cases. Instead, ten real cases from winter and spring 2008 were simulated at 9, 3, and 1 km resolutions for 36 h each. Fairly good agreement with observations was demonstrated, although a systematic warm and moist bias and slightly overestimated wind speeds were found close to the surface. One should note that even the model resolution of 1 km does not represent properly the valley and steep surrounding mountains. Moreover, the model simulations included the complicated combinations of physical and advective driving factors, as it is usually found in the simulations of the realistic cases, which limit the extend of attribution studies. Nevertheless, Kilpeläinen et al. [13] concluded that the spatial variability of the surface fluxes of sensible and latent heat was mostly controlled by the air and sea surface temperatures instead of wind speed. The influence of the realistic topography on meteorological quantities was not systematic, except that a clear warming effect was seen in all the fjords studied. These conclusions are confirmed in Livik [12] simulations centered on the Kongsfjorden-Kongsvegen valley. Livik [12] model study is the attribution study with the Weather Research and Forecast model (WRF) run at resolution of 1 km. The simulations were performed for different flow regimes...
assumingly associated with the katabatic wind and the kata-
batic wind with different patterns of large-scale advection.
This study includes also detailed comparisons between the
model and observational results for the studied cases. Livik
focused the discussion of the differences in the wind struc-
tures in topographically deflected flows and the pure kata-
batic flows. He concludes that the poor katabatic flows are
the leading wind driving mechanism in the valley.

The aforementioned very brief review shows that there
is a reasonable agreement between the surface data sets on
the spatial and temporal structure of the valley winds. The
consistent wind channeling features were clearly identified in
all data sets. The attributions of the wind driving mecha-
nisms in the model studies, however, diverged. The most
detailed study by Livik [12] criticized the earlier intuitive at-
tributions of the driving mechanisms. It compares the
mechanical wind channeling of the flow and the katabatic
flow mechanisms. Despite certain inconsistency of the model
results with observations and the katabatic wind theory, it
was concluded that the katabatic wind mechanism is the
leading driving mechanism shaping the wind climate of the
valley.

One should note that the reviewed studies are incomplete
in two aspects. Firstly, the earlier studies were based on short
data sets or even on a few specifically selected cases. More-
over, they did not consider the climatology of the wind and
temperature vertical structures. Hence, they did not dis-
closed typical free atmosphere conditions associated with
the observed combination of the meteorological parameters
in the surface layer where the wind variability is naturally
very limited. Secondly, the attribution studies did not con-
sider one of the strongest thermal circulations, namely, the
circulation caused by the horizontal difference in the land
and sea surface temperatures. This difference will drive the
valley wind even in the case of negligible surface vertical heat
flux divergence.

In this study, we advance the description of the valley
wind climate and the statistical detection of certain specific
features in it. We use primarily the observations from the
Integrated Global Radiosonde Archive (IGRA; available on
ftp://ftp.ncdc.noaa.gov/pub/data/igra/data-por) made at the
station Ny-Ålesund. The IGRA data analysis complements
the previous studies, which have been based on the data col-
lected by the automatic weather stations (AWS) on the glacier
[10, 11] and along the fjord coast [12, 13]. The IGRA data
also characterize the wind climate at higher elevations and
over longer period of time than AWS and episodic field cam-
paigns [9] do. In contrast to previous studies, our work
includes also a composite analysis of the wind-temperature
structure at different levels and for different seasons. It gives
a chance to recognize specific signatures of one or another
driving mechanism directly in the data statistics.

The wind field in the valley is likely created by a complex
interplay of different mechanisms where the commonly
accepted katabatic wind mechanism may not be leading or
even important. Presence of large mountain glaciers in the
valley is frequently referred to as one of the reasons to invoke
the katabatic wind mechanism for explanation of observed
and simulated wind features [12, 15–19]. In particular, Oerl-
emans and Grisogono [18] analyzed different mounting
glaciers in Switzerland, Iceland, and West Greenland to con-
clude that the katabatic wind is very common in all three val-
leys and rarely disrupted by the large-scale flow. Indeed, the
observed vertical structure of the wind profiles looks similar
to the structure predicted by the theory of the phenomenon
of the equilibrium gravity-accelerated dense current over an
infinite inclined surface (e.g., [20, 21]). However, winds in a
valley are always channeled. Hence, the qualitative similarity
is not sufficient for reliable attribution of the driving mecha-
nisms. In fact the qualitative analogy to the katabatic winds
in Greenland and Antarctica is deficient due to rather small
length (just about 50 km) of the mountain glaciers. England
and McNider [22] derived a quadratic asymptotic estimation
of the maximum katabatic wind speed in the neutrally strat-
ified atmosphere as function of the glacier length. The kata-
batic wind speed for the Svalbard glaciers according to the
England and McNider [22] formula should be less than
5 m s\(^{-1}\).

It is not only the down-slope gravity acceleration of an
air mass cooled at the surface, that is, the katabatic wind
mechanism, which can create strong surface winds in the
valley. Another common mechanism, which has been missed
in the Arctic studies, is the thermally driven land-sea breeze
circulation. The breeze is created by the horizontal tem-
perature difference between the open water fjord and the
glacier. Kilpeläinen et al. [13] study indicates that the moun-
tains increase this difference and therefore strengthen the
breeze circulations. Furthermore, the topography can cause
purely mechanical effects on the wind [6, 14, 23] like chan-
neling, drainage, and gravity waves, which do not require the
density difference to drive the flow.

In a series of publications, Doran with coauthors devel-
oped methodology of wind direction phase diagrams, which
has been later successfully applied to attribute the mecha-
nisms driving the valley flow under different climate con-
ditions. Doran [14] numerical study demonstrated that the
air forced into the valley by the mean pressure gradient (by
the geostrophic wind) must induce the surface current in the
opposite (down-slope) direction. Whiteman and Doran [24]
applied the diagrams based on directions of the surface and
the geostrophic winds to distinguish between four different
mechanisms driving the valley flow. These authors studied
the wind channeling in the Tennessee River valley, which is
covered with observations much denser than the Arctic fjord
valley under consideration. Cogliati and Mazzeo [25] applied
the diagrams to study the valley wind climate utilizing
only a limited number of observations. Recently, Nawri and
Harstveit [26] have applied the diagrams to study the wind
climate and to attribute the wind driving mechanisms in the
Northern Norwegian fjords in Finnmark. In particular, they
concluded that a clear separation between different prevail-
sing surface wind directions in each season can be achieved
based exclusively on the local mean sea level geostrophic
wind direction. During the warm season, downward mixing
of westerly overlying winds becomes more important as the
stability of the boundary layer stratification decreases.
In this study, we advance the attribution of the revealed statistical features in the valley wind climate with fine resolution numerical simulations. We utilized the turbulence-resolving model Parallelized Atmospheric Large-eddy Model (PALM) described in Letzel et al. [27]. The PALM simulations are more suitable for the attribution studies than the regular WRF simulations as PALM is easy to set up for one particular driving mechanism at time. Moreover, PALM resolution is of two orders of magnitude finer than the achieved WRF resolution. Therefore not only the model topography is more realistic (especially slopes in the valley) but also the turbulence is partially resolved. We will elaborate this statement in the paper. The model topography with horizontal resolution of about 60 m is shown in Figure 1. The digital elevation model (DEM) is taken from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER; available from http://www.gdem.aster.ersdac.or.jp/).

This paper consists of three research sections. Section 2 reports wind climatology based on the IGRA data and compares it with the published AWS data and results of field campaigns. This section constitutes the detection part of the study. Section 3 constitutes the attribution part of the study. This section describes the numerical experiments with PALM. It highlights specific features in the wind structure associated with different driving mechanisms. Section 4 concludes the study combining the results of the statistical analysis of the wind climatology with the model attribution study.

2. Wind Climatology

2.1. Wind Climatology from the Data Archive IGRA. The Kongsfjorden-Kongsvegen valley (see Figure 1) is relatively densely covered with observations, and therefore, the valley is one of a few well-studied places of the Svalbard archipelago as well as among other Arctic fjords. The longest atmospheric observations are provided by the radiosounding station in Ny-Ålesund. In order to establish the wind climatology in the valley, we utilized the observations from the Integrated Global Radiosonde Archive (IGRA; available on ftp://ftp.ncdc.noaa.gov/pub/data/igra/data-por). IGRA is a quality controlled archive [28] with data available at the standard pressure levels (1000, 925, 850, 700, 500, 400, 300, 250, 200, 150, 100 hPa), the surface, the tropopause, and several significant levels in the atmosphere. The available meteorological parameters are the temperature, the geopotential height, the dew point depression, and the wind direction and speed. The Ny-Ålesund station has the World Meteorological Organization identifier 01004. It is located at 78.9 N and 11.9 E. The archive contains 5396 soundings, which is 76.5% of the theoretically possible amount [29, 30]. Thus, the observational record is rather complete. The data are available for the period 1993–2008. In this study, we use only the data at the standard pressure levels and at the surface.

The Ny-Ålesund wind climatology computed for the period 1993–2008 is shown in Figure 2. The surface wind channeling is clearly seen on the plot where the median wind direction is shown by arrows. The wind directions at the surface level and, to some degree, at the 925 hPa pressure level are limited to the sector 100–160 degrees (clockwise from the North). These directions correspond to the wind from the South-East along the major axis of the valley. On average, the summertime and wintertime wind directions are slightly different but remain within this sector. Wind directions at the higher pressure levels change dramatically. The most probable (median) wind directions at the 700 hPa pressure level become nearly 270 degrees, which correspond to the westerly winds. The mean surface pressure in Ny-Ålesund is 1009 hPa. The mean height of the 925 hPa surface is about 700 m. Thus, the layer of the strongly channeled winds is comparable in thickness with the height of the surrounding mountains (800 m to 1200 m). The wind channeling is persistent throughout the year. In wintertime, the significant change of the wind direction is found near the 850 hPa pressure level at about 1.5 km height. In summertime, the layer of the channeled winds is thinner. The wind direction changes already at 700 m. The obtained wind climatology is consistent with analysis of the short-term data sets for March–September 1998 during the Arctic Radiation and Turbulence Interaction Study (ARTIST) reported by Beine et al. [7] and Argentini et al. [9]. These authors also observed significant changes in the wind direction between 300 m and 500 m in the ARTIST data for April.

The more detailed analysis of the structural feature of the wind climatology is obtained through development of the wind diagram methodology previously utilized in Cogliati and Mazzeo [25] and Nawri and Harstveit [26]. Probabilities to find certain wind direction at two levels in the atmosphere are shown in Figure 3. The winds at the 700 hPa pressure level (at about 3 km above the sea level) have the maximum probability to blow from the western sectors. The surface winds are constraint by the valley and exhibit the much larger probabilities to blow along the valley. It is noteworthy that wind direction alignment throughout the entire 3 km layer of the atmosphere is the least probable for the directions close to the direction of the axis of the valley. Figure 4 discloses that strong winds are those channeled the most. As expected, the strongest winds at the surface are aligned with the valley axis. It is surprising, however, that the directions of the strong winds at the 700 hPa pressure level are opposite to the directions of the surface strong winds. Figure 5 complements this description. It shows the typical (mean) wind speed at the surface and at the 700 hPa pressure level as well as the median angle between the surface and the 700 hPa level wind directions for all four seasons. The channeled wind is stronger than the wind in other sectors for all seasons but summer. The strong surface winds do not necessarily correspond to the equally strong winds at higher elevations. Moreover, the surface winds are on average rotated by 90 to 120 degrees with respect to the winds in the free atmosphere.

The analysis given in Figures 2–5 supports the conclusion that the dominant surface winds in the valley are strongly channeled but not driven by the similar wind at higher altitudes. Contrary, the surface winds frequently blow in the opposite direction to the geostrophic winds in the free atmosphere. The 850 hPa pressure level does not have any dominant direction of the wind. It allows identification of this or adjacent levels as the top of the layer of channeled winds.
Hence, the wind channeling can be recognized up to 1000 m height.

To our opinion such a deep layer cannot be attributed to the effect of the katabatic winds. The theory of the katabatic wind [16–18, 21] suggests that the layer of significant katabatic wind should be rather shallow. Indeed, the katabatic wind mechanism implies that the dense air layer is created by the intense surface cooling, which means that this layer must be stably stratified. The vertical turbulent mixing in the stably stratified layers is suppressed (e.g., [31, 32]). Hence, the air above a few tens of meters from the surface with no obstacles nearby. The station instrumentation consisted of the Metek ultrasonic thermometer-anemometer (model USA-1) mounted on top of a 2 m mast, the Kipp&Zonen net radiometer (model CNR1), and the meteorological station.

The composite analysis of the surface meteorological data from Ny-Ålesund is shown in Figure 6. The diagram in the parameter phase space defines the position of each measurement through the triplet: the wind speed, $U$, the wind direction, $D$, and the temperature, $T$. The parameter phase space is then divided on $N = 20$ bins along each axis. Hence, the parameter phase space is covered with $N \times N$ squares. All data points inside each square are averaged to obtain the mean values of the triplets $\bar{U}$, $\bar{D}$, and $\bar{T}$. Then $\bar{T}$ is shown in colors and $\bar{U}$ and $\bar{D}$ as two orthogonal axes. The contour lines show the relative number of measurements found in each square, that is, the relative probability to find the given combination of those three meteorological parameters in a certain position.

2.2. Wind Climatology from Surface Layer Observations. The surface layer data sets are more diverse in the valley. The data sets include the regular observations in Ny-Ålesund available since 1974, several AWS in continuous operation over several years, and more short-term data sources operated during field campaigns, mostly during spring and summertime. Table 1 provides information about some of these data sources. There are also a number of short-term installations (Zeppelin, Pynten, Austre, Gåsebu, Brandal, Stupbekken; see [12]), which are not reviewed in this study. Our own analysis is focused on the AWS 3 and Ny-Ålesund data records, whereas AWS 1 and AWS 6 results are taken from Krismer [11]. The AWS 3 carried out the measurements on a flat surface with no obstacles nearby. The station instrumentation consisted of the Metek ultrasonic thermometer-anemometer (model USA-1) mounted on top of a 2 m mast, the Kipp&Zonen net radiometer (model CNR1), and the meteorological station.

The annual mean winds at 1009 hPa level are shown in Figure 2. The diagram in the parameter phase space defines the position of each measurement through the triplet: the wind speed, $U$, the wind direction, $D$, and the temperature, $T$. The parameter phase space is then divided on $N = 20$ bins along each axis. Hence, the parameter phase space is covered with $N \times N$ squares. All data points inside each square are averaged to obtain the mean values of the triplets $\bar{U}$, $\bar{D}$, and $\bar{T}$. Then $\bar{T}$ is shown in colors and $\bar{U}$ and $\bar{D}$ as two orthogonal axes. The contour lines show the relative number of measurements found in each square, that is, the relative probability to find the given combination of those three meteorological parameters in a certain position.
Figure 3: The climatological probability of wind directions in Ny-Ålesund from the IGRA data archive for four seasons: winter (a), spring (b), summer (c), and autumn (d). The black bars correspond to the probability of the surface winds, and the white bars to the winds at the 700 hPa pressure level.

Table 1: Sources of the meteorological data in the Kongsfjorden-Kongsvegen valley.

<table>
<thead>
<tr>
<th>Station</th>
<th>Coordinates</th>
<th>Maintenance</th>
<th>Observations</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ny-Ålesund</td>
<td>8 m a.s.l.</td>
<td>WMO station 99910 <a href="mailto:eKlima@met.no">eKlima@met.no</a></td>
<td>Regular meteorological observations</td>
<td>06.1974–to date</td>
</tr>
<tr>
<td>AWS 1 (Glacier margin)</td>
<td>170 m a.s.l.</td>
<td>Institute of Meteorology and Geophysics Innsbruck (IMGI) and the Norwegian Polar Institute (NPI)</td>
<td>Temperature, wind speed and direction, relative humidity, global and reflected short-wave radiation, atmospheric and surface long-wave radiation</td>
<td>05.2007–06.2008</td>
</tr>
<tr>
<td>AWS 3</td>
<td>350 m a.s.l.</td>
<td>Obukhov Institute for Atmospheric Physics (IAP) and the Institute for Marine and Atmospheric Research, Utrecht University</td>
<td>The same; in addition 15 m gradient mast and a number of remote sensing instruments including SODAR were installed</td>
<td>05.2009–to date</td>
</tr>
<tr>
<td>AWS 6 (equilibrium altitude of the glacier)</td>
<td>550 m a.s.l.</td>
<td>Institute of Meteorology and Geophysics Innsbruck (IMGI) and the Norwegian Polar Institute (NPI)</td>
<td>The same</td>
<td>05.2000–02.2006</td>
</tr>
</tbody>
</table>
the observations. The probabilities are normalized by the
maximum probability found on the plot, which therefore will
be equal to 1. The contour lines of 0.25, 0.5, 0.75, and 0.9
of the maximum probability are shown. The composite ana-
lysis shows the mean properties of the channeled wind for
the entire period of observations since 1974. In addition, we
show such an analysis for all May months only and for the
period between May 2nd and 13th 2009. The latter period is
highlighted due to availability of turbulence and mast mea-
surements for those days. The corresponding meteorologi-
cal and turbulent characteristics measured by AWS 3 are
shown in Figure 7.

The pattern of the temperature in the wind speed and
direction phase space is very variable. However, the major
part of this variability is associated with rare meteorological
events. It is worth to consider only the areas of the phase
space, which are under the first contour line. As the katabatic
wind is supposed to bring cold temperatures from the glacier,
we expect to find a good association between the wind
directions in the sector 100–160 degrees, the stronger than
average wind speed of 5 to 10 m s\(^{-1}\), and the lower tem-
peratures. Although such combination of meteorological par-
ameters could be found on the diagram, it is similarly likely to
find the associated high temperatures as well. The high tem-
peratures could indicate the adiabatic air subsidence in
the valley due to the mechanical drainage or föhn mecha-
nisms. The pattern of the diagram for May month is generally
similar to the pattern on the climatologic diagram. However,
May 2009 at the AWS 3 site was different. We found stronger
winds and lower temperatures in the valley, which clearly

Figure 4: The annual climatological probability of the wind speed to be found within the given range of wind directions. The analysis is
based on the IGRA data archive for the Ny-Ålesund stations. The probabilities are shown at four pressure levels: the surface (a), 925 hPa (b),
850 hPa (c), and 700 hPa (d). The black bars correspond to the total probability, and the white bars to the probability of the strongest winds
(the wind speed belongs to the top quartile). The gray strips indicate the direction of the valley.
indicate the development of the katabatic wind. Figure 7 confirms that the local meteorological conditions at the AWS 3 site and in Ny-Ålesund were often very different with the wind blowing in opposite directions. This observation may explain paradoxical lack of the katabatic winds in the Ny-Ålesund data. The katabatic wind could be simply too weak to reach this station.

The strongly channeled winds were found in records from other glacier AWSs as well. The highest station (AWS 6) observed the wind directions in the sector of 100° to 150° in 20% (summertime with the minimum in June) to 50% (springtime with the maximum in March) of cases [11]. The secondary maximum corresponding to the cases with the wind direction of about 300° could be also identified in the station records. The surface is typically colder than the air above it. At the glacier sites, the temperature difference is usually 10 K to 20 K in the winter season and 0 K to 5 K in the summer season. By contrast, Oerlemans and Grisogono [18] study of midlatitude glaciers revealed the temperature deficit over the melting ice surface as large as 15 K. As the summertime temperature at Svalbard typically does not exceed 5°C, such a large temperature deficit is physically impossible. Recall that the asymptotic theory links the temperature deficit with the maximum katabatic wind speed. Thus, smaller temperature deficit on the Svalbard glacier implies much weaker katabatic winds in the valley.

3. Numerical Simulations of the Wind Patterns Induced by Different Driving Mechanisms

We established in the previous section, statistical significance, the vertical structure, and the parametrical composition of the winds in the valley. In this section, we will look
Figure 6: Composite representation of the surface layer meteorological conditions in Ny-Ålesund as observed between 1974 and 2011: (a) during the entire period; (b) during the all May months. (c) The same type of composite representation but for the AWS 3 data during the intensive observation period between May 2nd and 13th 2009. Colors show the mean temperature [°C] at 2 m under the given wind direction and the wind speed. The contours show 0.25, 0.5, 0.75, and 0.9 relative probability levels to observe the given combination of the wind speed and direction and the wind speed. Detailed description of the procedure is given in the text.

at the structure of the wind and temperature fields obtained in idealized simulations with a fine resolution turbulence-resolving model. The simulations are aimed to distinguish between the wind-temperature patterns generated by each of possible driving mechanisms. This distinction will hopefully improve the attribution of the wind driving mechanisms in the valley complementing previously published case studies where many of those mechanisms were acting simultaneously.

The Parallelized Atmospheric Large-eddy simulation Model (PALM) was utilized. The model was developed at the Institute for Meteorology and Climatology (IMUK) of the Leibniz University of Hannover. The version of PALM used in this study was described in details in Letzel et al. [27]. The model ability to work with stratified flows in complex surface geometry has been described in Castillo et al. [34]. PALM solves the Navier-Stokes and thermo-dynamic equations for the Boussinesq incompressible fluid. PALM also solves the transport equations for a passive scalar or moisture. Further numerical details of PALM could be found in Raasch and Schröter [35] and Castillo et al. [34]. The model simulations were run for the part of the valley, which is shown by the light rectangle in Figure 1. The model resolution was 61 m in the direction along the valley and 56 m in the direction across the valley. Despite the fact that the model resolution of our runs is about 20 times finer than the simulations with WRF available to date, this resolution is probably too coarse to resolve the small-scale turbulence in the strongly stratified atmosphere near the surface. In this sense, the PALM simulations still rely on the Smagorinsky turbulent closure to parameterize the turbulent exchange. However, this parameterization deals with the full turbulent stress/diffusivity tensors, which makes it more adequate to the problem in question than the one-dimensional column-wise parameterizations in
the WRF model. Although the turbulent processes governed by the stable stratification of the surface atmosphere are not resolved, the simulations are still turbulence-resolving as the large-scale turbulence generated by topographical features is resolved. Thus, the model achieves a qualitative shift from the parameterized to resolved turbulence for a part of the turbulent spectra on scales larger than about 100 m. In this sense, PALM resolves the energy containing part of the turbulence spectrum [36]. To use this advantageous feature, turbulence-resolving simulations have been already applied in several katabatic wind studies (e.g., [37, 38]).

The model mesh in this study was chosen to be 2048 by 128 grid point. The selected domain occupied only 512 (along the valley) by 112 (across the valley) grid points within this mesh. The rest of the mesh is used to create periodic boundary conditions, which are at sufficient distance from the selected domain to minimize the effect of the flow recycling. This resolution is to be compared with the resolution in the WRF simulations where just 2–5 grid points were placed across the valley. The vertical resolution of the simulations was 10 m in the lowest 500 m of the domain and stretched to 60 m at the domain top. The total number of the vertical levels was 128. The initial potential temperature gradient was set to 6.3 K km$^{-1}$ to be consistent with the climate data. It is important to bear in mind that the PALM model is incompressible and, therefore, calculates the potential temperature. The potential temperature, which is referred just as temperature, does not change in the adiabatic processes such as up- and down-ward motions. However, the initial potential temperature gradient implies that the higher potential temperature can be entrained into the lower layers from the upper part of the domain. This entrainment will be clearly seen in the simulation results. Unresolved surface roughness was taken 0.01 m. Table 2 lists the other initial conditions of the runs.

To run the simulations, two sets of initial conditions were used. One set of runs had no background wind. Another set of runs was driven with the constant background wind of $U = 10 \text{ m s}^{-1}$ and $V = 0 \text{ m s}^{-1}$ where $U$ and $V$ are the velocity components along and across the valley with the positive sign corresponding to the wind from the fjord mouth towards the glacier. The surface kinematic heat flux over the open water area in the domain (the blue area in Figure 1) was set to 0.1 K m s$^{-1}$, which roughly corresponds to the upward heat flux of 100 W m$^{-2}$. The flux over the land surface was set either to $-0.02 \text{ K m s}^{-1}$ or to 0.0 K m s$^{-1}$. The model was integrated for 6 model hours. Due to very large amount of data produced by the model integration, only a limited sampling at selected vertical levels and along-valley slices was applied. The data were sampled every 30 min. Each run was initiated with slightly perturbed laminar flow. Therefore, runs undergo a spin-up period. The run post-processing revealed that the flow in the domain of interest is nearly statistically steady state already after 3 hours of simulations. Nevertheless, we used for this study the averaged meteorological fields sampled between hours 5 and 6 of simulations. As the flow in the valley is strongly channeled, this study is limited only to the analysis of the averaged circulation in the vertical plane aligned with the valley major axis. The data were averaged over 4 instant samplings and from
three vertical slices along the valley. The slices are located at the valley central line and at the distance of about 2 km from the central line on each side of it.

The performed runs allow comparison of the mean wind-temperature patterns induced in the valley separately for three driving mechanisms: the mechanical forcing and drainage, the thermally forced land-sea breeze circulation, and the katabatic wind. Figure 8 shows wind and temperature anomalies obtained in four runs: R0SF and R0FF—two runs without the external mechanical forcing; and R10SF and R10S0—two runs with the strong external mechanical forcing pushing the air into the valley from open water. Other performed runs will not be shown here due to limited journal space. The temperature anomaly is defined as the difference between the temperature at given location and the temperature averaged over the open water part of the domain for the same height above the sea level. The obtained temperature anomalies were rescaled to be within the range $[-1 \text{ K}; -10 \text{ K}]$. This procedure makes the runs directly comparable to each other.

The run R0SF (Figure 8(a)) simulates the atmospheric circulation driven by the differential cooling of the realistic valley surface. Thus, the circulation in the R0SF is driven by the combined effect of the katabatic wind (due to the presence of the cooled slope) and the breeze (due to the horizontal thermal gradient between open water and the land in the domain). In the run R0FF (Figure 8(b)), however, the katabatic wind mechanism is absent as the simulations were performed with the flat surface domain. The run R0FF develops a typical sea breeze circulation pattern with the strong low-level flow directed from cold (land) to warm (open water) parts of the valley and the weak compensating high-level flow in the opposite direction. The maximum low-level wind speed reaches $-8 \text{ m s}^{-1}$ near the surface at the edge of open water. Arrows reveal significant vertical velocity at the sea breeze front. As it has been noted previously, the entrainment of the potentially warmer air from the upper levels in the down-draft branch of the circulation is clearly seen in the right part of the plots. The surface temperature over the land is about 5 K colder in this simulation than the open water temperature. Here, we probably see the model failure to produce turbulence in the stably stratified surface layer as the vertical temperature gradient at the surface is too sharp. The thickness of the layer affected by the surface cooling is about 100 m. But the circulation reverts at much higher elevation of about 700 m. The considered details of the breeze circulation are in good correspondence to the theoretical expectations \cite{39, 40}.

The circulation in the run R0SF (Figure 8(a)) closely resembles the breeze circulation. The principal properties of the temperature and wind fields are very similar to the properties found in the R0FF. However, the circulation is intensified. The maximum low-level wind speed reaches $-11 \text{ m s}^{-1}$ near the surface at the open water edge. The nonflat surface generates significant turbulence, which mixes the temperature and disturbs the breeze circulation. The layer of cooled air is significantly thicker towards the end of the slope reaching 200 m to 300 m. Simultaneously the entrainment of higher potential temperature in the downward branch of the circulation has significantly increased. At the same time, the circulation reverts at about the same 700 m height. This comparison suggests that the effect of the slope does not play a leading role in driving of the circulation. The effect is relatively minor and only assists and, to some degree, amplifies the breeze circulation. The katabatic wind mechanism affects at the most the lowermost 50 m in the domain. Figure 9(a) compares the wind speed directly as it has been recalculated to obtain the heights above the inclined surface. In the lower layer (0 m to 50 m), the katabatic wind accelerates the flow between 2 km and 12 km and between 15 km and 25 km from the mouth of the fjord. At the distances between 12 km and 15 km, one can find some sort of obstacles (cliffs or islets) in the valley, which force the flow to move upward and above the 50 m layer. At the same time, the mean wind speed in the thicker 50 m layer is only marginally larger than the wind speed in the flat surface run R0FF. Thus, the acceleration is significant but seen only in the lowermost 100 m or less. The additional acceleration by the katabatic wind pushes the breeze front by just a few kilometers. This is consistent with the qualitative experience of observers that the glacier winds do not penetrate far over the open water part of the fjord.

Our statistical analysis has demonstrated that the mean background wind above the valley is about $10 \text{ m s}^{-1}$. The background wind can significantly modify circulations in the valley as it imposes additional mechanical forcing \cite{14, 26}. According to Doran \cite{14}, the mechanical driving creates higher pressure in the valley. It causes air drainage along the slope in the lower layers, sometimes in the direction opposite to the background wind. To clarify the effect, five runs with the background wind were performed (see Table 2). The runs

<table>
<thead>
<tr>
<th>Run</th>
<th>Symbol</th>
<th>Initial wind ($U$, $V$) [m s$^{-1}$]</th>
<th>Surface temperature flux (open water), [K m s$^{-1}$]</th>
<th>Surface temperature flux (land and ice), [K m s$^{-1}$]</th>
<th>Relief</th>
</tr>
</thead>
<tbody>
<tr>
<td>R0SF</td>
<td></td>
<td>(0.0, 0.0)</td>
<td>0.1</td>
<td>$-0.02$</td>
<td>Yes</td>
</tr>
<tr>
<td>R0FF</td>
<td></td>
<td>(0.0, 0.0)</td>
<td>0.1</td>
<td>$-0.02$</td>
<td>No</td>
</tr>
<tr>
<td>R10SF</td>
<td>■</td>
<td>(10.0, 0.0)</td>
<td>0.1</td>
<td>$-0.02$</td>
<td>Yes</td>
</tr>
<tr>
<td>R10FF</td>
<td>□</td>
<td>(10.0, 0.0)</td>
<td>0.1</td>
<td>$-0.02$</td>
<td>No</td>
</tr>
<tr>
<td>R10S0</td>
<td>▲</td>
<td>(10.0, 0.0)</td>
<td>0.1</td>
<td>0.0</td>
<td>Yes</td>
</tr>
<tr>
<td>R10F0</td>
<td>△</td>
<td>(10.0, 0.0)</td>
<td>0.1</td>
<td>0.0</td>
<td>No</td>
</tr>
<tr>
<td>R10S00</td>
<td>▽</td>
<td>(10.0, 0.0)</td>
<td>0.0</td>
<td>0.0</td>
<td>Yes</td>
</tr>
</tbody>
</table>
with the realistic topography (with and without land cooling) are shown in Figures 8(c) and 8(d). The runs R10SF and R10S00 have the background wind of 10 m s$^{-1}$ in the valley direction. Comparison between runs R0SF (Figure 8(a)) and R10SF (Figure 8(c)) shows that the background on-slope wind strongly suppresses but not eliminates the surface layer with the down-slope winds. The breeze front becomes very sharp in this case. The upward motions at the front are strong (up to 1 m s$^{-1}$). The run R10S00 (Figure 8(d)) reveals that the down-slope winds does not develop in absence of the katabatic wind and the breeze mechanisms under the typical forcing conditions. Thus, the presence of the surface layer cooling or the horizontal temperature gradient is needed to maintain the surface wind counter flow. Figures 9(b) and 9(c) reveal that the background wind shifts the breeze front and makes the additional effect of the katabatic wind mechanism insignificant.

The layer with such winds is also much thinner under the conditions with the background wind. In the run R10SF, thickness of this layer was just 150 m to 200 m. Detailed study of the effects of the background wind speed and direction on circulations in a valley has been published by Doran [14]. Figure 10 compares the results of Doran’s simulations with the present simulations. The present simulations are in good agreement with the overall linear regression on the plot. This dependence needs more studies. In particular, it would be
interesting to find the combination of the wind speed and direction, the surface cooling rate, and the slope angle at which down-slope flows appear.

4. Attribution of Wind Driving Mechanisms to the Observed Wind Patterns

Strong and persistent channeled wind has been reported in several previous analyses of the surface layer observations in the valley. More detailed but short-term studies of the phenomenon during field observational campaigns (e.g., in ARTIST; [7]) disclosed that the thickness of the layer with persistent winds was just of 300 m to 500 m. The wind direction changed significantly above this layer. In this study, we completed those findings with the statistical analysis of the long-term radiosounding data archive IGRA. The previous observations were corroborated and extended. In particular, we presented the climatological analysis of the vertical structure of the winds in the valley. We also linked this structure with the structure of temperature anomalies. We demonstrated that the channeled winds are typical for both winter and summer seasons. The thickness of the surface layer winds reveals significant seasonal variations. In the summer season, the layer is thinner. Although we did not have high-resolution vertical profiles for analysis, the wind rotation suggests that 500 m depth might be a reasonable estimation of the layer thickness. The winter season is characterized with thicker layer of about 1000 m depth, which is comparable with the height of the surrounding mountains.

The statistical analysis of the wind vertical structure has revealed that the surface winds frequently blow in the direction opposite to the direction of the geostrophic winds at higher atmospheric levels. This feature suggests an action of a specific driving mechanism, which reverts the background atmospheric winds. A number of studies refer to the katabatic wind mechanism. Indeed, some features of the surface
layer winds in the valley resemble the typical katabatic wind features. However, the channeled wind layer was found too deep as compared to the theoretical predictions [16, 17, 21]. The theories of the katabatic wind are of cause strongly simplified and linearized to be treated analytically. They parameterize suppression of the turbulence in the stably stratified layer and, therefore, the reduced transport of momentum from the accelerating surface layer air to higher layers of the atmosphere. Recent turbulence-resolving simulations by Axelsen and van Dop [38] and Largeron et al. [41] addressed the turbulence structure in the katabatic wind without simplifications imposed on the turbulence profile. In particular, Largeron et al. [41] found the thickness of the katabatic wind layer to be not deeper than 50 m. This is one order of magnitude less than the thickness found in our statistical analysis of the wind profile climatology. The simulations, however, were performed for a valley with featureless, smooth slopes.

The heterogeneity of the realistic relief can create additional turbulence due to the form drag of the resolved-scale obstacles (small valleys and islets in the fjord). Therefore, new turbulence-resolving simulations with the PALM code have been performed for this study with realistic topography taken from the ASTER digital elevation model. These simulations were not designed to mimic any observed meteorological situation because such a situation is unavoidably complicated by a superposition of different driving mechanisms and large-scale synoptic tendencies. Instead, we designed a set of simulations to single out particular driving mechanisms and to study the wind structure patterns corresponding to them.

Unfortunately, the pure katabatic wind mechanism can be simulated only in a model with infinite inclined slope. Such simulations cannot be performed with the realistic relief in the model domain. Therefore, we studied the effect of the katabatic wind driving mechanism through intercomparisons of simulations with and without the relief. The simulations demonstrated that the major driving mechanism should be attributed to the land-sea breeze circulation driven by the horizontal temperature difference between the open water part of the fjord and the glacier. The katabatic wind mechanism strengthens this circulation significantly only in the lower 50 m–100 m. This circulation seems to be necessary to produce the near surface wind reversal in the meteorological situations with significant background winds. In turn, the background westerly winds are needed to produce the thickness of the surface layer-channeled winds of the order of observed 300 m. In the simulations with no background winds, the thickness of this layer was obtained deeper by a factor of two.

It is certain that our simulations could not explain all details of the observed climatological wind structure. Our simulations reveal that the breeze front moves only 5 km to 10 km off the oblation glacier edge. It is too short distance to explain persistent winds with vertical reversal of directions found in Ny-Ålesund data. As found by Skeie and Grønås [6], Sandvik and Furevik [2], Livik [12], and Kilpeläinen et al. [13], there are also regional circulations at larger scales, which can significantly influence the wind structure in the valley. In particular, the work of Livik [12] suggests that the simulations must also include the area of the adjacent Kronebreen glacier to be able to reproduce the circulations toward the mouth of the valley.

Finally, it has to be mentioned that the fjord may have own microclimate, which is different from the climate of the marine part of the region. Unfortunately, there are no long-term records for the latter part to estimate this difference. Nevertheless, close analogies can be drawn between the wind climate and its attribution to the wind driving mechanisms found in the statistical analysis of the northern Norwegian fjords by Nawri and Harsteveit [26] and the wind climate and its attribution reported in this study for the Arctic fjord. Simulations by Kilpeläinen et al. [13] suggest that the difference in temperature could be as large as +3 K. The development of the breeze circulation in the valley can have such warming effect through frequent entrainment and recirculation of the warmer marine air in the valley. Attributing larger role in the Arctic fjord microclimate to the breeze circulation, we emphasize the difference between the Arctic and midlatitude mounting glacier conditions. As it has been described in Oerlemans and Grisogono [18], the midlatitude glaciers have stronger surface cooling due to higher ambient air temperature. Correspondingly, the large surface temperature deficit generates stronger katabatic winds. The high-latitude glaciers in Svalbard have typically much smaller deficit due to lower air temperatures, and therefore, the katabatic winds are not the primary driving mechanism of the circulation in the valley.
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