A Hidden Markov Model Applied to the Daily Spring Precipitation over the Danube Basin
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1. Introduction

Hidden Markov models (HMM) were first described in [1] and in other series of statistical papers in the second half of the 1960s. The most cited publication regarding the solutions of practical and theoretical problems that appear related to HMM application is that of Rabiner [2]. Although the first applications of HMM in meteorology, hydrology, or climate change studies appeared relatively late after the 1960s, a substantial increasing of the investigations based on fitting by HMM has been noted lately.

Considering that precipitation, as it is known, represents the most important predictor in hydrological studies, we will focus on the modeling of these meteorological variables. If at the beginning of the 1990s the precipitation modeling was achieved using a HMM, then the number of investigations where precipitation modeling using HMM is associated with precipitation modeling using nonhomogenous HMM (NHMM) by introducing atmospheric factors as inputs has increased. The atmospheric factors (or other predictors) modify the transition matrix of HMM, and this modeling clearly approaches the reality best.

Among the first applications of HMM and NHMM for generating precipitation, there is the one described in [3]. Paper [4] presents the relation between the transition matrix of a NHMM which is dependent of time and the transition matrix of a HMM which is independent on time. The variable that realizes this transformation is the input variable. As it is shown in [5], the HMMs are utilized both as diagnostic and as prognostic tools.

Regarding the predictors (inputs) in NHMM, their selection is a rather difficult problem. As it is presented in [6] the selection of suitable predictors is crucial when developing a statistical downscaling model. The basic demand for a predictor refers to the given information that may be emphasized
by statistical analyses mainly by correlative analysis between predictor and predictand.

The atmospheric fields must be filtered in order to reduce the data volume but, at the same time, we must keep sufficient information about those fields for the association with the precipitation; namely, we must filter or compress data [7, 8]. On compressing the atmospheric variables, the fact that circulation regimes have intrinsic time scales of several days to a week and exert control on local weather needs to be taken into account. Also the study of the atmospheric variables on components as wave-like allows the connection between oscillatory phenomena [9].

Among the filtered techniques in the NHMM applications, the most used are singular value decomposition (SVD) and the principal component analysis. Bellone et al. [10] apply the SVD technique for finding the relation between the HMM states for precipitation amounts in 17 winters in Washington state and the atmospheric variables represented by geopotential at 1000 and 850 hPa and relative humidity at 1000 and 850 hPa. Paper [11] presents the application of a NHMM model with inputs taken from general circulation models (GCMs) and limited area models (LAMs) quantified by an index that characterizes temperature and humidity at 850 hPa.

As Zheng and Katz [12] showed, the modeling of the relation between precipitation and the atmospheric or oceanic indices is very important because depending on this relation we will be able to estimate the impact of the climatic changes on the hydropower generation capacity of the studied region. Establishing a classification of the atmospheric circulation in accordance with the study purpose, for example, the determination of atmospheric conditions (circulation types) that produce precipitation between some limits, is also very important for obtaining the relation between local and synoptic scale.

The first investigations related to the HMM applications to the discharges in the Danube lower basin in association with circulation atmospheric types (CWTs) over Europe have been presented in [13].

A method which is often applied for the precipitation downscaling is the analogy technique. Cubasch et al. [14] achieved a study based on the deterministic analogy in which generated rainfall was considered equal to that observed on the day from the recorded observations which had the greatest similitude with the circulation characteristics on a large scale. An attractive technique of analogy for the study of hydrometeorological extreme events is presented in [15, 16]. The method of resampling of the historical hydrometeorological time series presented by the authors is a nonparametric method which offers the opportunity to simulate different variables (multivariate) for different locations (multisite) simultaneously; therefore, it is possible to simulate much longer time series than historical records from which it is resampled.

There are also other applications of HMM besides the precipitation field. In [17] the authors apply a HMM for studying regimes and metastability in atmospheric flows.

In paper [18], a HMM with 7 states has been applied to spring daily discharges at Orsova. The simulations of HMM states and of the atmospheric states have led to an improvement of the information on the sequences of discharge states in the Danube lower basin, associated with atmospheric circulation.

A long range forecasting of monthly discharge of the Danube in Bratislava has been obtained in [19], where two types of models have been applied, a hidden Markov model derived from Fourier series and a stochastic seasonal autoregression model of moving averages.

In the present paper we have applied first a HMM to daily precipitation in the spring time, recorded at 19 stations situated along the Danube basin. After the fitting with HMM, the next step is the application of NHMM by introducing some atmospheric predictors. The method used for estimating HMM and NHMM parameters is that described in [20–22].

Regarding the problem of precipitation modeling at multisites, the problem of the dependence between the stations appears. This dependence can influence to a certain extent the results depending on the stations distribution, the local conditions, and the period of the year which is analyzed. Kirshner et al. [23] have shown that an improvement of the results can be obtained when considering the discrete-valued vector time series data, modeling using extensions of Chow-Liu tree models, to capture both dependencies across time and dependencies across variables.

For the atmospheric data compressing we have used both known methods such as decomposition in EOF, singular value decomposition (SVD), circulation types, and some new ones such as decomposition in multivariate EOF (MEOF) of several atmospheric fields and an analysis with MEOF simultaneously of one or more atmospheric fields and precipitation. This decomposition in MEOF with including the precipitation field in the covariance matrix is similar to the SVD technique in which information about the correlations between the atmospheric and precipitation fields is also introduced in order to obtain the predictors. For all the analyzed cases of decomposition in EOF or MEOF the first 10 principal components (the temporal components of the decomposition) have been considered.

The novelty of the present study consists in the selection of the predictors which are introduced in a NHMM and mostly in the application of a method of decomposition in MEOF of the atmospheric variables associated with the precipitation field.

The present study has the following structure: the data and methodology used are described in Section 2, the results are discussed in Section 3, and the conclusions are presented in the last paragraph.

2. Materials and Methods

2.1. Data. Daily precipitation amounts for the spring period from 19 stations (Table 1) that can contribute to the Danube discharge are subject to analysis in association with the atmospheric circulation for the 1958–2001. So, in each of the 44 years (1958–2001), we have a time series of 92 days (the months of March, April, and May). This period has been
selected in order to use the atmospheric fields from ERA-40. The precipitation time series have been downloaded from European climate assessment and dataset (ECA&D) website. Details about homogeneity of the precipitation over Europe have been analyzed: 850hPa temperature and the relative humidity at 850hPa. Besides the abovementioned fields, the following daily fields have been considered: daily sea level pressure (SLP), geopotential at 850 hPa, and specific humidity at 850 hPa, has been considered.

ERA-40 is a reanalysis of meteorological observations from September 1957 to August 2002 produced by the European Centre for Medium-Range Weather Forecasts (ECMWF) in collaboration with many institutions [25].

For the region mentioned above, circulation weather types (CWTs; two circular types: cyclonic and anticyclonic, eight directional types: NE, E, SE, S, SW, W, NW, and N). More details are given in [13].

For a smaller sector (E) delimited by (0°–40° E; 30°–65° N) besides the abovementioned fields, the following daily fields have been analyzed: 850 hPa temperature and the relative humidity at 850 hPa.

### 2.2. Methods

#### 2.2.1. Homogenous Hidden Markov Model (HMM)

In the following description of HMM we will take into account the notation used in [20]. Let \( R_i = (R_{i1}, ..., R_{iM}) \) be a multivariate random vector of the precipitation occurring for a network of \( M \) rain stations. Let us consider the observed value \( r_{it} = 1 \) if there is observed precipitation in the day \( t \) at the station \( i \) and \( r_{it} = 0 \) if there was not observed any precipitation. We note \( S_{1:T} \) and \( S_{1:T}^\prime \) are the daily sequences for the precipitation occurrence and the precipitation hidden states. A HMM for precipitation consists of two assumptions of conditional independence. The first assumption is that the observation of the multivariate precipitations \( R_i \) at the moment \( t \) is independent of all the other variables from the model until the moment \( t \), conditioned by the weather state \( S_i \) at moment \( t \), which is

\[
P(R_i / S_1:T, R_{1:t-1}) = P(R_i / S_{1:T}) \quad (1)
\]

The second assumption is that the process of the hidden state \( S_i : T \) is a first-order Markov:

\[
P(S_i / S_1:T-1, X_{1:T}) = P(S_i / S_{1:T-1}) \quad (2)
\]

and that this first order Markov chain is homogeneous in time, which in fact signifies that the transition probabilities matrix of \( K \times K \) dimension from (2) does not change in time.

#### 2.2.2. Nonhomogeneous Hidden Markov Model (NHMM)

Let us consider a \( D \)-dimensional column vector \( X \) of the predictors for the day \( t \). Let us note through \( X_{1:T} \) the sequence \( X_1, ..., X_T \).

In this case (2) becomes

\[
P(S_i / S_1:T-1, X_{1:T}) = P(S_i / S_{1:T-1}, X_i) \quad (3)
\]

such that the hidden state from the day \( t \) depends on the predictor vector \( X_t \) for the \( t \) day and also on the hidden state value \( S_{r-1} \) from the day \( t - 1 \).

Therefore, if \( X_t \) varies in time, the transition probability matrix will vary also in time and this makes the Markov chain model nonhomogeneous (NHMM).

A simple way to parameterize this probability is

\[
P(S_i = j / S_{t-1} = i, X_t = x) \propto \gamma_{ij} f, \quad (4)
\]

where \( f \) denotes a probability density function and \( \gamma_{ij} \) gives the baseline transition probability from state \( i \) to state \( j \).

For a fixed number of hidden states \( K \) we can find a parameter \( \Theta \) so as to have, for a data set, the best adjustment according to the NHMM states sequence. Therefore we search the \( \Theta \) parameter which maximizes the conditioned probabilities of the observed data as a \( \Theta \) function. In fact, this is a maximum likelihood probability applied at an observation set from the past (learning algorithm). The \( \Theta \) parameter which maximizes \( L(\Theta) \),

\[
L(\Theta) = P(R_{1:T} / X_{1:T}, \Theta)
\]

\[
= \sum_{S_{1:T}} P(S_1 / X_1) \prod_{t=2}^{T} P(S_t / S_{t-1}, X_t) \prod_{t=1}^{T} P(R_t / S_t), \quad (5)
\]

can be obtained through the well-known Baum-Welch method.
The process is iterative on a number of cases. In order to establish the best approximation of the maximum likelihood, the Bayesian information criterion (BIC) is applied. Details about the procedure of determination of the NHMM parameters are described in [21, 22].

In the present study, the precipitation amounts are modeled using a delta-exponential with three components, consisting of a delta-function at zero and a set of two exponentials. Estimations were performed using the Multivariate Nonhomogeneous Hidden Markov Model Toolbox (MVNHMM) (http://www.stat.purdue.edu/~skirshne/MVNHMM/) and details can be found in [22].

In compressing the atmospheric fields analyzed in the present study we have used mostly the decomposition in empirical orthogonal functions (EOF) for every field analyzed separately but also the decomposition in multivariate EOF (MEOF) when considering two or more fields simultaneously. For all EOF decomposition, we have selected the first 10 temporal components (principal components—PCs) as predictors.

In the modeling by NHMM, the first 10 PCs of the decomposition in EOF and also of the decomposition in MEOF (SLP, geopotential and specific humidity at 850 hPa) on the Atlantic-European region were taken as predictors. The verification of the results has been realized by comparing the observed precipitation with those simulated by NHMM. Because some of the results were not entirely satisfactory, we considered the atmospheric fields on a smaller sector, which we named (E). This sector is 0–40° E; 35–65° N.

We have also selected, as predictors for precipitation, the first summary variables obtained by SVD technique and the predictors in the form of CWT. The experiments with SVD considered only the first summary variable from the SLP and geopotential at 850 hPa fields on the European region. The number of summary variables needed to explain a certain portion of the correlation depends on the relative magnitude of the singular [10].

3. Results and Discussion

In the MVNHMM toolbox, two spatial models are available: (a) Independent, in which rainfall at each station is assumed independent of the other stations or (b) Chow-Liu, in which spatial dependence is modeled using tree models. We have applied the two methods to our data, and we have compared the results obtained by fitting the precipitation from 19 stations with HMM considering the independence between stations with the results considering the dependence between the stations by applying the algorithm Chow-Liu.

The comparison of the 100 simulations, sequences of 44 year and 92 days per year (springtime) with HMM parameters taking into account two situations: independence and dependence between stations, led to the conclusion that dependence does not improve results (Figure 1). As we can observe from Figure 1, the results differ slightly, and taking into account the fact that the computing time in the case of considering the dependence between the stations is substantially greater than in the case of independence, all the investigations using NHMM have been done considering the independence between the stations.

In Figure 1, the histogram is obtained from 396 values, which means 44 years, each year with 90 days (the spring period was truncated at 90 days), resulting in 3960 values which are taken in periods of 10 days. In Figure 1, as for all the simulations results presented in this paper, the ensemble mean on the 100 simulations was considered, in order to make the comparison with the observations.

Although seven states are difficult to interpret, this number of states was selected considering both the BIC values and the previous investigations related to seven states of Danube discharges in the lower basin [18]. The relative great number of states helps us to associate some states with extreme hydrological events in the next investigations. Spatial distribution of the precipitation amounts and the associated probabilities can be seen in Figure 7.
The temporal variability of the precipitation field, estimated with the Viterbi algorithm, reveals the seasonal variability of the HMM states. Figure 2 shows the mean absolute frequency of each state on 10 days from the analyzed period of 44 years. The figures on the x-axis indicate the number of the 10-day interval from the spring period.

The frequency of state 4 which represents, in HMM, the state with the weakest precipitation decreases from March to May with the convective precipitation increasing. State 5 which represents the greatest amounts in almost all the Danube basin has a variability less pronounced than that for state 4.

In the next stage of fitting with NHMM, the selection of the predictors was a difficult problem as many investigators reported. The difficulty consisted both in the selection of the atmospheric fields and in the modality of compressing the data.

In the present study, as shown before, we have considered as predictors the following atmospheric fields: sea level pressure (SLP) and four variables for the 850 hPa isobaric level, namely, geopotential, temperature, relative humidity, and specific humidity. Variables of the atmospheric fields (SLP, geopotential, and specific humidity at 850 hPa) were considered on two regions (on AE and a more restricted one E).

The NHMM performances have been tested by the correlation coefficients (Table 2) between observed precipitation and those obtained from the ensemble mean of 100 simulations for each station.

In Table 2, the correlation coefficients between observed and simulated precipitation for the seasonal means have been calculated for the 44 years. From this table one can observe the improvement of the results for almost all the stations if a smaller sector is considered. The model is fitting very well the precipitation amounts (excepting some of them) provided that it uses the predictors resulted from the geopotential at 850 hPa and sea level pressure.

Figure 3, for the European region, presents the distribution on stations of the correlations for the four predictors, namely, SLP, geopotential, and specific humidity at 850 hPa and simultaneously three fields: SLP, geopotential, and specific humidity at 850 hPa.

Some characteristics of NHMM are given in Table 3. The first column represents the considered fields out of which the predictors were extracted (the first 10 PCs of the decomposition in EOF or MEOF). The second column contains the variance explained by the first 10 components of the decomposition in EOF or MEOF; the third column shows the log likelihood, and the last column shows the BIC values. Taking into account the BIC's values, the most performing model should be the one which considers as predictors the first 10 PCs of the decomposition in MEOF, which starts from a covariance matrix in which both the geopotential field at 850 hPa and the precipitation field are simultaneously introduced. The BIC values indicate also good fitting of NHMM to precipitation with predictors from SLP field. The weakest results for the E sector have been obtained considering specific and relative humidity at 850 hPa. This can be explained by the fact that only 10 components which reduce about 55% of the total variance have been considered. We could make the experiment with more components but, as it is known, the increasing of the predictor number can reduce the model performance.

Figure 4 presents the results of the NHMM model performance for the case in which, for the predictor determination, the covariance between the atmospheric fields and those for precipitation at the 19 stations is introduced. For time series with a length of 44, the coefficients greater than 0.38 have a significance level of 1% and those greater than 0.29 have a significant level of 5%. From Figure 4, we note that the most significant results have been obtained by applying a NHMM having as predictors the first 10 components of the decomposition in EOF of the SLP and geopotential at the 850 hPa, fields associated with precipitation values at the

![Figure 2: The state frequency in the springtime estimated by Viterbi algorithm.](image1)

![Figure 3: Correlation coefficients between observations and simulations (ensemble mean of 100 realizations) for four predictors, represented by 10-PCs of SLP, geopotential at 850 hPa, specific humidity at 850 hPa, and 10-PCs of MEOF decomposition.](image2)
Table 2: Correlation coefficients between observed and simulated precipitation by NHMM taking into account atmospheric predictors (first 10 PCs) over the Atlantic European (AE) and the European (E) regions. MEOF here represent a combination between SLP, geopotential at 850 hPa, and specific humidity at 850 hPa.

<table>
<thead>
<tr>
<th>Region</th>
<th>SLP</th>
<th>G-850 hPa</th>
<th>SH-850 hPa</th>
<th>MEOF (SLP, G, and SH-850 hPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AE</td>
<td>E</td>
<td>AE</td>
<td>E</td>
</tr>
<tr>
<td>1</td>
<td>0.43</td>
<td>0.54</td>
<td>0.51</td>
<td>0.48</td>
</tr>
<tr>
<td>2</td>
<td>0.47</td>
<td>0.64</td>
<td>0.49</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>0.44</td>
<td>0.37</td>
<td>0.49</td>
<td>0.46</td>
</tr>
<tr>
<td>4</td>
<td>0.46</td>
<td>0.32</td>
<td>0.49</td>
<td>0.39</td>
</tr>
<tr>
<td>5</td>
<td>0.19</td>
<td>0.16</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>6</td>
<td>0.38</td>
<td>0.37</td>
<td>0.30</td>
<td>0.45</td>
</tr>
<tr>
<td>7</td>
<td>0.38</td>
<td>0.50</td>
<td>0.37</td>
<td>0.49</td>
</tr>
<tr>
<td>8</td>
<td>0.14</td>
<td>0.18</td>
<td>0.16</td>
<td>0.22</td>
</tr>
<tr>
<td>9</td>
<td>0.38</td>
<td>0.47</td>
<td>0.41</td>
<td>0.48</td>
</tr>
<tr>
<td>10</td>
<td>0.24</td>
<td>0.18</td>
<td>0.25</td>
<td>0.16</td>
</tr>
<tr>
<td>11</td>
<td>0.51</td>
<td>0.49</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>12</td>
<td>0.36</td>
<td>0.44</td>
<td>0.45</td>
<td>0.53</td>
</tr>
<tr>
<td>13</td>
<td>0.36</td>
<td>0.32</td>
<td>0.27</td>
<td>0.46</td>
</tr>
<tr>
<td>14</td>
<td>0.49</td>
<td>0.45</td>
<td>0.52</td>
<td>0.50</td>
</tr>
<tr>
<td>15</td>
<td>0.37</td>
<td>0.35</td>
<td>0.33</td>
<td>0.43</td>
</tr>
<tr>
<td>16</td>
<td>0.54</td>
<td>0.50</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>17</td>
<td>0.34</td>
<td>0.51</td>
<td>0.44</td>
<td>0.61</td>
</tr>
<tr>
<td>18</td>
<td>0.24</td>
<td>0.40</td>
<td>0.28</td>
<td>0.50</td>
</tr>
<tr>
<td>19</td>
<td>0.31</td>
<td>0.49</td>
<td>0.43</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Average 0.37 0.40 0.39 0.46 0.29 0.26 0.42 0.41

19 stations considered. Taking into account geopotential at 850 hPa as predictor, one can observe a good performance of the model for the stations Nurnberg, Ljubljana, Sarajevo, Osijek, Beograd, Drobeta-Turnu Severin, Tg. Jiu, Turnu Magurele, Bucharest, and Calarasi and a relatively bad one for the stations Salzburg, Graz, and Wien.

Table 4 presents the results obtained considering as predictors the first summary variables obtained by SVD technique and the results of introducing the predictors in the form of circulation types. The experiments with SVD considered only the first summary variable from the SLP and geopotential at 850 hPa fields on the European sector. The first summary variable represents the highest correlation coefficients between the two fields.

The first summary variable in our experiment explains a proportion of correlation with the predictand of 0.61 for SLP and 0.65 for the geopotential. Only the first variable was considered because the others produced a proportion of correlation smaller than 0.21. In this case, by comparing the BIC values, we can also observe that the geopotential at 850 hPa is a better predictor than SLP. But SVD performances in the presented experiments are inferior to those which consider PCs as predictors in NHMM. The weak results obtained in the present study by analysis with SVD comparatively with those obtained in other studies [10, 26] can derive from the fact that both precipitation and atmospheric variables are considered on a too extended spatial network. This aspect is evident also in the results of the present study; namely, the precipitation simulation is better for the predictors considered on a limited area (E).

Related to the NHMM verifications by considering CWT on the AE sector, the best result was obtained considering ten CWTs and seven states of the precipitation in comparison with the introduction of three types of circulation (cyclonic, anticyclonic, and other) and 3 or 4 states of the precipitation. Regarding CWTs from Table 4, it must be mentioned that these have been calculated [13] to maximize the relation between SLP and precipitation around 25°E, 45°N (near the Bucharest station). For this reason, the results obtained must be considered only for the stations in the vicinity of the Bucharest station. Indeed, the correlation coefficient values between the observed data and those simulated with NHMM introducing as predictors CWTs have a high level of statistical significance for the stations situated in the lower Danube basin and the significance decreases as we go away from the central point (Bucharest) for which the circulation types have been calculated. CWT analysis for 25°E, 45°N shows significant positive (negative) correlation of rainfall with cyclonic (anticyclonic) days. During summer, rainfall originates for NE and NCWTs (low pressure over Black Sea), while during winter E and SE CWTs (low pressure over eastern Mediterranean) contribute to the most rainfall days. Westerly (SW, W, and NW) CWTs are negatively correlated with rainfall due to diffuence effects south of the Carpathians. The CWTs application for the precipitation in other region (e.g., Morocco) is given in [27].
Table 3: Fitting by NHMM with seven states of precipitation at the 19 stations, taking into account as predictors (first 10 PCs) for EOF or MEOF decomposition; log $L$ is log likelihood and BIC represents Bayesian Information Criterion.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Variance (%)</th>
<th>log $L$</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLP (AE)</td>
<td>83</td>
<td>$-125405$</td>
<td>256125</td>
</tr>
<tr>
<td>SLP (E)</td>
<td>92</td>
<td>$-125790$</td>
<td>250563</td>
</tr>
<tr>
<td>G-850 hPa (AE)</td>
<td>86</td>
<td>$-125799$</td>
<td>256913</td>
</tr>
<tr>
<td>G-850 hPa (E)</td>
<td>94</td>
<td>$-122435$</td>
<td>250185</td>
</tr>
<tr>
<td>SH-850 hPa (AE)</td>
<td>38</td>
<td>$-122999$</td>
<td>251314</td>
</tr>
<tr>
<td>SH-850 hPa (E)</td>
<td>55</td>
<td>$-122873$</td>
<td>250626</td>
</tr>
<tr>
<td>RH-850 hPa (E)</td>
<td>55</td>
<td>$-123494$</td>
<td>251855</td>
</tr>
<tr>
<td>TT-850 hPa (E)</td>
<td>85</td>
<td>$-123337$</td>
<td>255990</td>
</tr>
<tr>
<td>MEOF (slp-G-850-SH-850 hPa)-(AE)</td>
<td>61</td>
<td>$-126035$</td>
<td>257385</td>
</tr>
<tr>
<td>MEOF (slp-G-850-SH-850)-(E)</td>
<td>71</td>
<td>$-122651$</td>
<td>250619</td>
</tr>
<tr>
<td>MEOF (slp-G-850-TT-850 hPa)-(E)</td>
<td>82</td>
<td>$-122605$</td>
<td>250527</td>
</tr>
<tr>
<td>SLP-pp (E)</td>
<td>87</td>
<td>$-121812$</td>
<td>248304</td>
</tr>
<tr>
<td>G-850 hPa-pp (E)</td>
<td>89</td>
<td>$-121494$</td>
<td>248304</td>
</tr>
<tr>
<td>TT-850 hPa-pp (E)</td>
<td>81</td>
<td>$-122111$</td>
<td>249539</td>
</tr>
<tr>
<td>MEOF (slp-G 850 hPa-pp)-(E)</td>
<td>89</td>
<td>$-122028$</td>
<td>249731</td>
</tr>
</tbody>
</table>

Table 4: Fitting by NHMM with seven states of precipitation at the 19 stations, taking into account as predictors the first summary variable of the SVD decomposition of SLP and geopotential at 850 hPa and NHMM with different states, with 10 and 3 predictors of CWTs.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Proportion of correlation</th>
<th>Np</th>
<th>log $L$</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVD-SLP</td>
<td>0.61</td>
<td>586</td>
<td>$-123346$</td>
<td>251559</td>
</tr>
<tr>
<td>SVD-850 hPa</td>
<td>0.65</td>
<td>586</td>
<td>$-123267$</td>
<td>251402</td>
</tr>
<tr>
<td>CWT 10/7 S</td>
<td>—</td>
<td>586</td>
<td>$-123431$</td>
<td>251729</td>
</tr>
<tr>
<td>CWT 3/3 S</td>
<td>—</td>
<td>238</td>
<td>$-127699$</td>
<td>257375</td>
</tr>
<tr>
<td>CWT 3/4 S</td>
<td>—</td>
<td>392</td>
<td>$-125925$</td>
<td>254525</td>
</tr>
</tbody>
</table>

Figures 5(a), 5(b), and 5(c) present the time evolution (44 years) of observed and simulated precipitation at the stations Ljubljana ($R = 0.69$), Wien ($R = 0.23$), and Turnu Magurele ($R = 0.74$). The simulated data represent a mean of the 100 simulations of 44 years, each with a sequence of 92 days (1 March–31 May).

The quantiles-quantiles plots between observed and simulated precipitation at the station Turnu Magurele are given in Figure 6, indicating also a very good concordance between the two time series.

It must be mentioned that, even in the case in which NHMM model performances are the highest, there are 1 or 2 stations where simulation with NHMM is not satisfactory. For the station with the highest performance of NHMM (Figure 5(c)), the correlation coefficient between observed and simulated precipitation is 0.74 and for the lowest performance the correlation is 0.23 (Figure 5(b)), a value with a lower statistical significance level. The quantiles-quantiles plots between observed and simulated precipitation indicate good concordance between the two time series for all stations, but with a very good fitting for the stations with high correlation (Figure 6).

Although the best results related to the model performance have been obtained with predictors from the geopotential at 850 hPa and SLP, in the following, we will present only the details obtained by fitting with NHMM considering as predictor SLP given the aspects that this field is easier to interpret and the model performance is relatively appropriate in this case. The distributions on the stations along the Danube basin of precipitation amounts estimated with NHMM having as input the first 10 PCs of the decomposition in MEOF of SLP associated with precipitation are shown in Figure 7(a). The corresponding probabilities are given in Figure 7(b). Because the 19 stations are distributed on a relatively extended area (Table 1), there is a great inhomogeneity that determines a certain difficulty in the results interpretation. Yet, we can associate state 1 with relative high precipitation almost in the entire Danube basin and state 5 with weak precipitation. The other states indicate combinations between great and small amounts disposed in...
different zones of the Danube basin. States 3 and 6 indicate great amounts in the higher and middle basin with great probabilities of occurrence and small amounts in the lower basin, while state 2 shows relative high precipitation in the middle and lower basin with high occurrence probabilities. After the NHMM with seven states including atmospheric circulation information has been fitted to the precipitation amounts, the examination of the states in terms of atmospheric composites has been achieved by means of the results given by Viterbi algorithm.

The atmospheric situations (composite maps) for each state are presented in Figure 8. The number of cases from which the composite maps have been calculated is presented in Table 5 and it takes the values from 406 for state 2 to 638 for state 7.

The atmospheric circulation types at the sea level associated with the 7 states of the precipitation explain rather well the synoptic conditions that determine the precipitation occurrence in the seven states considered.

![Figure 5](image-url)  
Figure 5: Observed and simulated mean seasonal precipitation (1958–2001) with predictors, the first 10 PCs—MEOF (G-850hPa and pp) for three stations: (a) Ljubljana ($R = 0.69$), (b) Wien ($R = 0.23$), and (c) Turnu Magurele ($R = 0.74$).

![Figure 6](image-url)  
Figure 6: Quantiles-Quantiles ($Y$-Simulation, $X$-observations) with seasonal mean amounts for Turnu Magurele station.

![Figure 7](image-url)  
Figure 7: Distributions on stations of the NHMM seven states with the first 10 PCs of SLP as predictors: (a) rainfall amounts (mm); (b) corresponding probabilities of rain. Position of the stations along the Danube basin is presented in Table 1.

The association between the seven atmospheric states (composite maps) and the precipitation is evident particularly in the case of state 5 (the state with the weakest precipitation) for an anticyclonic field centered on Romania and extended.
on the entire Danube basin. Also, for the opposite states 1 and 2 a cyclonic field extended on the center and southeast of Europe is associated.

The most likely state sequence estimated by Viterbi algorithm helps us also to reevaluate the transition matrix, which has the form given in relation (6).

After this reevaluation of the transition matrix taking into account the atmospheric factor, namely, the sea level pressure and referring to the states persistence (the transition of a state of precipitation to the same state), the following aspects have been identified: for NHMM the greatest persistence is observed at state 5 and the weakest at state 2, while...
Table 5: Number of days for each state, from which the composites maps are achieved.

<table>
<thead>
<tr>
<th>States</th>
<th>Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>428</td>
</tr>
<tr>
<td>2</td>
<td>406</td>
</tr>
<tr>
<td>3</td>
<td>581</td>
</tr>
<tr>
<td>4</td>
<td>482</td>
</tr>
<tr>
<td>5</td>
<td>912</td>
</tr>
<tr>
<td>6</td>
<td>601</td>
</tr>
<tr>
<td>7</td>
<td>638</td>
</tr>
</tbody>
</table>

This method of investigation can serve as an additional tool for the indirect evaluation of excess or deficit of precipitation in a given zone from the sequence of circulation types obtained from GCMs/RCMs.

These results represent an important starting point for the next investigations. It is necessary to analyze precipitation over a denser network. Also, the results of these investigations will be combined with analyses by extreme value theory of the Danube discharges obtained previously by the authors.

The results of the investigations on the observational data will be of real help in NHMM applications to outputs of GCMs/RCMs. The NHMMs are also useful tools for statistical downscaling for estimating the hydrological impact.

The investigations might be extended taking into account dependence with complete connections, which means a generalization of NHMM [28].
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