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1. Introduction

Soil pore-water pressure is an important variable contributing to soil shear strength. In tropical regions unsaturated soil conditions above the groundwater table contribute to the stability of a slope due to the additional shear strength provided by the negative pore-water pressures of the unsaturated soil. However, the magnitude of the negative pore-water pressure is largely influenced by the climatic conditions (e.g., rainfall, evaporation, temperature, daily sunshine hours, etc.). During dry periods the soil undergoes drying due to evaporation and transpiration and as a result the pore-water pressure gradually becomes more negative over time. During wet periods the soil undergoes wetting due to rainfall and consequently the pore-water pressure becomes less negative or even positive. This leads to a decrease in the soil shear strength and may eventually trigger a slope failure [1]. Time series of soil pore-water pressures in response to climatic conditions, therefore, exhibits highly dynamic, nonlinear, and complex behavior [2].

Knowledge of the variation in soil pore-water pressure is of prime importance in hydrogeological studies like slope stability analyses, seepage analyses, engineered slope design, and studies related to hillslope hydrological responses [1, 3, 4]. However, field instrumentation to get knowledge of pore-water pressure in a slope is challenging and difficult task. Usually, pore-water pressure information needed for such purposes either is obtained from previous field measurements made on a different site or is measured through a field instrumentation program. Such practices pose some concerns, like appropriateness of the use of pore-water pressure data from a different site whose climatic and geographic
settings might be different from the site under consideration, the time and cost involved in collecting fresh data on pore-water pressure through a field instrumentation program.

Recently, few studies have been performed to predict soil pore-water pressure using radial basis function (RBF) [5] and multilayer perceptron (MLP) [6, 7] neural networks. Mustafa et al. [5] used time series of pore-water pressure from one slope during training stage and successfully tested the RBF model for the time series data of pore-water pressure at different slope. Mustafa et al. [6] investigated the effect of antecedent values rainfall and pore-water pressure data on the prediction of pore-water pressure while using scaled conjugate training algorithm in MLP neural networks. Later on, in 2013, Mustafa et al. [7] investigated the effect of various training algorithms on the performance of pore-water pressure training algorithms. They compared the performance of four different training algorithms and suggested that Levenberg-Marquardt (LM) is advantageous due to its fast convergence and automated ability to adjust learning rate. All the above mentioned studies showed that artificial neural network (ANN) techniques have robust ability to predict soil pore-water pressure variations in a slope. However, according to authors’ knowledge, no study has been performed to capture spatial and temporal behavior of soil pore-water pressure data at multiple soil depths in a slope.

Numerical modeling for prediction or estimation of hydrogeological variables is common in practice and recently has been applied to solve different hydrogeological related issues. Applications of ANN to problems related to hydrogeological studies are also recent [8]. It has been applied with success to hydrogeological related problems such as forecasting, for example, river flow [9, 10], water level [8, 11], river flood [12], and runoff from rainfall [13], prediction, for example, river suspended sediment [14–16], hourly and daily stream flows [17], river flow [18], runoff [19], peak discharge, and time to peak [20, 21], water quality [22, 23], and modeling and simulation, for example, stage-discharge relationship [24], rainfall-runoff process [25–28], and sheet sediment transport [29].

However, it appears that the aspect of prediction of time series of pore-water pressure variations in a slope at multiple soil depths using ANN has not been examined. Owing to the ability of ANNs to deal with time series data with nonregular cyclic variations, ANN seems to be an ideal choice for developing a pore-water pressure prediction model at multiple soil depths in a slope. The objectives of this study are therefore to (i) examine the applicability of ANN in modeling spatial and temporal changes of the time series of field measured pore-water pressures in a slope at multiple soil depths and (ii) to identify an appropriate ANN structure and parameters for modeling the pore-water pressures behavior.

2. Artificial Neural Network Theory

ANNs with different architecture [30] have found application for the prediction and forecasting of hydrologic variables. In this study a multilayer perceptron (MLP) feed forward (FF) neural network structured with Levenberg-Marquardt training algorithm was established on the premise that MLP-FF network has been widely used. It has been found to be ideal for approximating function with a finite number of discontinued subjects that the learning is sufficient [31]. The Levenberg-Marquardt training algorithm provides second order training speed, is a trust region based method, and is considered the most efficient for training median sized ANN [32]. Also by making only a change in the value of the learning rate ($\mu$) the LM training algorithm can be converted to gradient descent backpropagation or Quasi-Newton training algorithm. Mustafa et al. [7] performed a thorough comparison between the performances of Levenberg-Marquardt, scaled conjugate gradient, gradient decent, and gradient decent with momentum training algorithms for prediction of soil pore-water pressure and suggested LM is advantageous.

2.1. Network Architecture. Artificial neural networks structure consists of a set of data processing elements called nodes (or neurons) arranged in layers. The first and last layers are named as input and output layers, respectively, whereas the layers in between are known as hidden layers. The layers are interconnected via nodes of each layer through weighted interconnections. The number of nodes in the input layer depends on the number of inputs to the network and the number of nodes in the output layer is restricted to the number of outputs expected from the network. The number of hidden layers and the number of nodes in the hidden layer depend on the complexity of the problem. The architecture of an ANN is designed by weights between the nodes, activation function, and learning laws [33].

The architecture of a MLP network is explained here in the context of a generalized case, where a training set $\{(x_1, z_1), \ldots, (x_p, z_p), \ldots, (x_P, z_P)\}$ consisting of $P$ ordered pairs of vectors called the input and target patterns, respectively, is to be mapped through Levenberg-Marquardt training algorithm in a MLP network with $L$ nodes in the input layer, $N$ nodes in the output layer, and $M$ nodes in a single hidden layer. A schematic representation of the MLP network architecture and activity levels generated by the nodes in different layers is shown in Figure 1.

The network shown in Figure 1 consists of three layers, namely, input, hidden, and output. Subscript denotes specific node from within a layer. Double subscript in connection weight denotes destination and source nodes, respectively. Each node in the hidden and output layer is composed of three units. The first unit denoted by the symbol $\Sigma$ represents a linear combiner that adds products of weight’s coefficients and input signal. The second unit denoted by the symbol $f$ is called the neuron activation function and it realizes function. As the training algorithm makes use of the gradient of the error function to update connection weights and minimize the error function, the activation function to be used at each node of the network must be continuous and differentiable. The third unit (optional) denoted by the letter $b$ is called bias. Bias provides a shift in the activation function and can have a value of either 0 or 1. Biases can be treated as another weight that is connected to a fictitious input of either 0 or 1. Bias values provide an additional degree of freedom to the network and assist in attaining the best
weights during training stage. The connection weights are real numbers selected at random.

2.2. Functioning of ANN. There are two stages of ANN application, (i) training and (ii) testing. During training when an input pattern \( x_p \) from the training set \( \{x_1,z_1\}, \ldots, \{x_p,z_p\}, \ldots, \{x_P,z_P\} \) is presented to the network, it produces an output \( y_p \) and \( z_p \) identical for, \( p = 1 \cdots P \), pairs of training data by using an error minimizing rule called the learning algorithm. More precisely, the objective of the training is to minimize the global error function \( E \) of the network which is based on the squared difference between the network output and target for all training sets, defined as

\[
E = \sum_{p=1}^{P} E_p = \sum_{p=1}^{P} \sum_{k=1}^{N} (z_{pk} - y_{pk})^2, \quad (1)
\]

where \( y_{pk} \) is the output of the \( k \)th node in the output layer for the \( p \)th data pattern, \( E_p \) is the total output error from all the nodes in the output layer for the \( p \)th data pattern, and \( E \) is the global error for \( P \) pairs of training data.

The learning rule updates connection weights and finds the local minimum to minimize the error function \( E \) to a predefined tolerance. After minimizing the error function \( E \) for the training set, new unknown input patterns are presented to the network to produce outputs. This is called testing. The network must recognize whether a new input vector is similar to learned patterns and produce a similar output.

As earlier mentioned, there are several algorithms available for training a network, namely, (i) gradient descent backpropagation algorithm, (ii) gradient descent backpropagation with momentum algorithm, (iii) conjugate gradient backpropagation algorithm, (iv) Quasi-Newton algorithm, and (v) Levenberg-Marquardt training algorithm. However, the Levenberg-Marquardt training algorithm is receiving increased popularity because of the ease with which it can be changed to gradient descent backpropagation or Quasi-Newton algorithm and also the learning can be made to adjust automatically once the increment and decrease in the learning rate are predefined.

MLP networks with Levenberg-Marquardt training algorithm involve five steps for training. These are (i) initialization of weights, biases, and presenting training pair of input and target data to the network, (ii) feed forward computation for network output error, (iii) computation of Jacobian matrix of network error and weight update using Levenberg-Marquardt learning rule, (iv) adjustment of learning parameter, and (v) repeating step (ii) to step (iv) for all data patterns until the error is minimized to a predefined tolerance.

2.2.1. Initialization of Network Training Parameters. In this step the connection weights and biases are initialized and input pattern \( x_p \) from the training set \( \{x_1,z_1\}, \ldots, \{x_p,z_p\}, \ldots, \{x_P,z_P\} \) is presented to the network.

2.2.2. Feed Forward Computation for Network Output Error. During feed forward computation when a node receives weighted inputs from all the nodes in the previous layer they are summed up and the constant bias is added to compute the net input to the node. The net input is then converted to an activated value through the activation function to generate the output of the node. The output of a node is then passed to the neurons in the next layer. The same operation is repeated in all nodes of the subsequent layers until the output layer is reached and output of nodes in the output layer is generated. This completes the forward pass. The typical nodes, \( i (1 \leq i \leq L), j (1 \leq j \leq M), \) and \( k (1 \leq k \leq N), \) in the input, hidden, and output layer, respectively (Figure 1), can be used to explain the feed forward computations. Thus the net input \( n_j \) to the \( j \)th node in the hidden layer can be expressed as

\[
n_j = \sum_{i=1}^{L} x_i w_{ji} + b_j, \quad (2)
\]
The output \( y_j \) from the \( j \)th node in the hidden layer can be expressed as
\[
y_j = a_j = f_j(n_j) = f_j \left( \sum_{i=1}^{L} x_i w_{ji} + b_j \right).
\] (3)

The net input \( n'_k \) to the \( k \)th node in the output layer can be expressed as
\[
n'_k = \sum_{j=1}^{M} y_j w_{kj} + b_k
\] (4)
\[
= \sum_{j=1}^{M} w_{kj} \left( f_j \left( \sum_{i=1}^{L} x_i w_{ji} + b_j \right) \right) + b_k.
\]

Thus the output \( y_k \) from the \( k \)th node in the output layer can be expressed as
\[
y_k = a'_k = f_k (n'_k)
\] (5)
\[
= f_k \left( \sum_{j=1}^{M} w_{kj} \left( f_j \left( \sum_{i=1}^{L} x_i w_{ji} + b_j \right) \right) + b_k \right).
\]

The error \( e_k \) for the \( k \)th node in the output layer can be expressed as
\[
e_k = (z_k - y_k)^2,
\] (6)
where \( z_k \) and \( y_k \) are the output and target for the \( k \)th node in the output layer. The total error from all the nodes in the output layer for the \( p \)th pattern can be expressed as
\[
e_p = \sum_{k=1}^{N} (z_{pk} - y_{pk})^2 = \sum_{k=1}^{N} e_{pk}.
\] (7)

The global error when all the training patterns are introduced can be expressed as
\[
E = \sum_{p=1}^{P} e_p = \sum_{p=1}^{P} \sum_{k=1}^{N} (z_{pk} - y_{pk})^2
\] (8)
\[
= \sum_{p=1}^{P} \sum_{k=1}^{N} e_{pk}.
\]

2.2.3. Computation of Jacobian Matrix Using Levenberg-Marquardt Algorithm. It is obvious (from (5)) that the output of each node in the output layer is a function of the weights. To minimize the error function it is necessary to have
\[
\nabla E(w) = \frac{\partial E(w)}{\partial w_i} = 0 \text{ for all the weights } i.
\] (9)

When the gradient of the network error function \( \nabla E(w) \) is expanded using Taylor's series around the current time \( t + 1 \) it gives
\[
\nabla E(w_{t+1}) = \nabla E(w_t) + [w_{t+1} - w_t] \nabla^2 E(w_t) + \cdots.
\] (10)

Neglecting higher order terms and solving for the minimum \( w_t \), by setting the left hand side of (10) to zero, the weight update rule for Newton's method is simplified and leads to
\[
w_{t+1} = w_t - [\nabla^2 E(w_t)]^{-1} \nabla E(w_t).
\] (11)

Since, from (8), \( E(w) = \sum_{p=1}^{P} e_p(w) \), it can be shown that
\[
\nabla E(w_t) = \mathbf{J}(w_t)^T \mathbf{e}(w_t),
\] (12)
\[
\nabla^2 E(w_t) = \mathbf{J}(w_t)^T \mathbf{J}(w_t) + \sum_{p=1}^{P} e_p \nabla^2 e_p(w_t).
\] (13)

\( \mathbf{J}(w_t) \) is known as the Jacobian matrix of \( \mathbf{e} \) pertaining \( w \) calculated at previous iteration, \( \mathbf{J}(w_t)^T \) is the transpose of the Jacobian matrix calculated at previous iteration, and \( \mathbf{e}(w_t) \) is the matrix of error \( \mathbf{e}(w_t) = [z_1 - y_1 \cdots z_k - y_k \cdots z_N - y_N]^T \) evaluated at previous iteration. In Gauss-Newton approach it is assumed that \( \sum_{p=1}^{P} e_p \nabla^2 e_p(w_t) = 0 \). Therefore (13) reduces to
\[
\nabla^2 E(w_t) = \mathbf{J}(w_t)^T \mathbf{J}(w_t) = \mathbf{H}.
\] (14)

Substitution of (12) and (14) in (11) results in
\[
w_{t+1} = w_t - [\mathbf{J}(w_t)^T \mathbf{J}(w_t)]^{-1} \mathbf{J}(w_t)^T \mathbf{e}(w_t),
\] (15)

where \( \mathbf{H} \) is the Hessian matrix. Equation (15) suggests that the Hessian matrix \( \mathbf{H} \) can be obtained from the Jacobian matrix as \( \mathbf{J}^T \mathbf{J} \) without direct calculation for the Hessian matrix. In fact, (15) is the weight update equation in Gauss-Newton's algorithm. When a scalar parameter \( \mu \) and an identity matrix \( \mathbf{I} \) are introduced to (15) it becomes
\[
w_{t+1} = w_t - [\mathbf{J}^T(w_t) \mathbf{J}(w_t) + \mu \mathbf{I}]^{-1} \mathbf{J}^T(w_t) \mathbf{e}(w_t),
\] (16)

where \( w_{t+1} \) is the new connection weight, \( w_t \) is the connection weight at the previous iteration, \( \mathbf{J}(w_t) \) is the Jacobian matrix of \( \mathbf{e} \) with respect to \( w \) evaluated at previous iteration, \( \mathbf{J}^T(w_t) \) is the transpose of the Jacobian matrix evaluated at previous iteration, \( \mathbf{e}(w_t) \) is the matrix of error \( \mathbf{e}(w_t) = [z_1 - y_1 \cdots z_k - y_k \cdots z_N - y_N]^T \) evaluated at previous iteration, and \( \mathbf{I} \) is an identity matrix.

Equation (16) is the weight update equation in Levenberg-Marquardt training algorithm. The parameter \( \mu \) is a scalar that controls the behavior of the algorithm and is called the learning rate. For \( \mu = 0 \) the Levenberg-Marquardt algorithm becomes Quasi-Newton algorithm with the use of approximate Hessian matrix. For very large value of \( \mu \) the Levenberg-Marquardt algorithm becomes gradient descent
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backpropagation algorithm. The Jacobian matrix of networks errors can be written as

\[ J(\theta) = \begin{bmatrix}
\frac{\partial e_1}{\partial w_{11}} & \frac{\partial e_1}{\partial w_{1j}} & \ldots & \frac{\partial e_1}{\partial w_{M1}} & \frac{\partial e_1}{\partial w_{N1}} \\
\frac{\partial e_2}{\partial w_{11}} & \frac{\partial e_2}{\partial w_{1j}} & \ldots & \frac{\partial e_2}{\partial w_{M1}} & \frac{\partial e_2}{\partial w_{N1}} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial e_L}{\partial w_{11}} & \frac{\partial e_L}{\partial w_{1j}} & \ldots & \frac{\partial e_L}{\partial w_{M1}} & \frac{\partial e_L}{\partial w_{N1}} \\
\frac{\partial p}{\partial w_{11}} & \frac{\partial p}{\partial w_{1j}} & \ldots & \frac{\partial p}{\partial w_{M1}} & \frac{\partial p}{\partial w_{N1}}
\end{bmatrix} \]

(17)

where \( L, M, \) and \( N \) are the number of neurons in the input, hidden, and output layers, \( e_1, e_2, \ldots, e_p \) are the errors, and \( w_{ij} \) are the connection weights.

2.2.4. Adjustment of Learning Parameters. Levenberg-Marquardt training algorithm updates the weights by using (16). The Levenberg-Marquardt training algorithm can be established to find learning rate automatically at each iteration by introducing \( \mu, \mu_{inc}, \) and \( \mu_{dec} \) parameters. For the LM training algorithm evaluated in this study \( \mu = 0.001, \mu_{inc} = 10, \) and \( \mu_{dec} = 0.01 \) were used.

2.2.5. Repeating Steps (ii) to (iv) until Achieving the Goal. Since during the forward pass cycle information is passed in the forward direction through the neurons in the hidden layer(s) until it reaches the neurons in the output layer where outputs are generated and errors are computed, such networks derive the name feed forward (FF) network and since errors are minimized through updating the connection weights by a rule where errors are propagated in the backward direction the learning law derives the name backpropagation algorithm.

A complete representation of all the training data (input and target data) is known as epoch. Epochs are repeated until the network reaches a predefined goal. The learning rate defines the size of the changes that are made to the weights and biases at each epoch. Generally, smaller value of learning rate increases the number of epochs and slows down the network convergence but produced better accuracy. Conversely, large value of learning rate leads the network to fast convergence but with less accuracy.

3. Methodology

3.1. Data Source. The data used in this study are synchronized measurement on time series of rainfall and pore-water pressure records from 0.5 m, 1.1 m, 1.7 m, 2.3 m, and 2.9 m soil depths, of 4 hr resolution during dry periods (no rainfall) and of 10 min resolution during rainfall (wet period). Schematic arrangement of field instrumentation and location of site slopes are shown in Figure 2. A trace of the time series of pore-water at 0.5 m soil depth responses to climatic changes is shown in Figure 3. The data were collected through a field instrumentation program of a residual soil slope in Yishun, Singapore [34]. The entire monitoring program ranged over a period of three years and included time series of pore-water pressure and rainfall measurements at 4 different slopes in 2 major geological formations (sedimentary Jurong formation and Bukit Timah granitic formation) in Singapore [34]. Pore-water pressure measurements were made at 0.5, 1.1, 1.7, 2.3, and 2.9 m soil depths. The data were primarily collected with a view to understand rainfall-induced slope failure mechanism...
... values (falling limbs of CCF) are not associated with rainfall (no rainfall). Examination of the plot of time series for pore-water pressure data from 0.5 m soil depth and hydrological responses of slopes under tropical climate conditions, the pore-water pressure data from 0.5 m soil depth were used for training and validation and the remaining 30% from July 10, 1999, to November 20, 1999, 4 months) was used for testing the network (Figure 3). The training data was selected carefully evaluated. Previous studies [1, 2, 4] evaluating the potential of ANN in predicting the pore-water pressure at multiple soil depths.

3.2. Data Selection for Training and Testing. Achievement in nonlinear complex behavior identification using ANN depends largely on the selection of training data which represents the complexity and nonlinear trend to be learnt by the ANN during training [36]. Therefore, it is necessary to select an appropriate division of input data for the training and testing stage of the network. The available time series of pore-water pressure and rainfall data at 0.5 m depth was divided into two sets; about 70% of the available data (from October 12, 1998, to July 9, 1999, 9 months) was used for training and validation and the remaining 30% (from July 10, 1999, to November 20, 1999, 4 months) was used for testing the network (Figure 3). The training data was selected on the premise to include maximum variations of the pore-water pressure pattern and incorporate the highest and lowest values of the available data set. The testing of pore-water pressure at multiple soil depths (1.1, 1.7, 2.3, and 2.9 m) was also performed in the same period, that is, from July 10, 1999, to November 20, 1999, 4 months. The most recent data was used for testing to evaluate the performance of the model in predicting pore-water pressures. The statistical characteristic of the data used for training and testing the ANN model is shown in Table I. The time series of rainfall and pore-water pressure data were scaled in accordance with the limits of the activation function used in hidden neurons. The data were normalized in the range of −1 to 1.

3.3. Selection of Input and Output Variable and Dimensions. Selection of appropriate model input is extremely important as the input variables would contain complex autocorrelation structure of the process to be mapped by the ANN. Furthermore, the number of input variables will dictate the number of nodes in the input layer and hence the ANN architecture. While too few or inappropriate input variables may lead to failure of the network to map the underlying function, too many input variables may lead to a large and inefficient network in the form of redundancies in the connection weights of the network. Therefore, it is important to choose the appropriate input variables. The choice of input variables is usually based on a priori knowledge of causal variables in conjunction with inspection of time series plots of potential inputs and outputs.

In the case of time series of pore-water pressure, it is recognized that pore-water pressure changes are caused by rainfall, evaporation, soil properties, and soil depth as well as antecedent rainfall and antecedent pore-water pressure condition of the soil [1, 2, 4]. In the absence of data on other variables, in this study it is presumed that pore-water pressure is a function of rainfall, antecedent rainfall, and antecedent pore-water pressures. However, how many antecedent rainfall and pore-water pressure measurement events are to be included as input variable needs to be carefully evaluated. Previous studies [1, 2, 4] on evaluating the effect of antecedent rainfall on slope stability indicated that a 5-day antecedent rainfall is needed to lead to the worst pore-water pressure conditions (zero or positive pore-water pressure) in the slope.

To identify the appropriate number and type of input variables, many options including only rainfall, rainfall and some antecedent rainfall, and rainfall and pore-water pressure with antecedent conditions were examined. However, rainfall and pore-water pressure with antecedent conditions were found to be appropriate. To find appropriate number of antecedent values the autocorrelation between pore-water pressure data and cross-correlation between pore-water pressure and rainfall were tested. Influence of antecedent rainfall on pore-water pressure changes was established from an analysis of cross-correlation between pore-water pressure and rainfall data. Influence of antecedent pore-water pressures was established from an analysis of both autocorrelation of pore-water pressure and cross-correlation between pore-water pressure and rainfall data.

The cross-correlation function (CCF) between pore-water pressure and rainfall is shown in Figure 4(a). Positive correlation values (rising limbs of CCF) in Figure 4(a) represent that positive cross-correlation values (rising limbs of CCF) are associated with rainfall (wetting of soil) while negative cross-correlation values (falling limbs of CCF) are not associated with rainfall (no rainfall). Examination of the plot of time

<table>
<thead>
<tr>
<th>Statistics*</th>
<th>Model training data</th>
<th>Model testing data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rainfall</td>
<td>Pore-water pressure</td>
</tr>
<tr>
<td>N</td>
<td>2995</td>
<td>2995</td>
</tr>
<tr>
<td>Max.</td>
<td>44.75</td>
<td>4.85</td>
</tr>
<tr>
<td>Min.</td>
<td>0.00</td>
<td>−55.90</td>
</tr>
<tr>
<td>µ</td>
<td>0.45</td>
<td>−3.10</td>
</tr>
<tr>
<td>σ</td>
<td>1.87</td>
<td>9.69</td>
</tr>
<tr>
<td>σ²</td>
<td>3.50</td>
<td>93.88</td>
</tr>
<tr>
<td>CV (%)</td>
<td>411.33</td>
<td>−312.48</td>
</tr>
</tbody>
</table>

* N = number of observations; Max. = maximum; Min. = minimum; σ = standard deviation; µ = sample mean; σ² = variance; CV = coefficient of variation.
series of pore-water pressure and rainfall (Figure 3) suggested that changes in pore-water pressure occur both during wet period (due to rainfall) and during dry period (no rainfall). The changes in pore-water pressures during positive cross-correlation were due to the effect of rainfall while changes in pore-water pressures during negative cross-correlation were a consequence of drying of the soil due to evaporation and transpiration.

Furthermore, considering the peak positive and negative cross-correlation values, the rising limb is associated with two lag observations and the falling limb is associated with five lag observations. It is perceived that rising limb indicates the increase in the pore-water pressure and the increase in pore-water pressure is because of the rainfall values, while falling limb or the decrease in the pore-water pressure indicates the dry period when there is no rainfall. Therefore, these analyses suggest that 2 antecedent rainfall values and 5 antecedent pore-water values would be ideal as model input. The autocorrelation function (ACF) of pore-water pressure is shown in Figure 4(b). It is apparent from Figure 4(b) that pore-water pressures are positively autocorrelated which implies that as the number of lag observations increases the autocorrelation between pore-water pressures decreases.

Thus it was concluded that pore-water pressure at the present time $u_t$ can be represented as a function of the present and two antecedent rainfalls $(r_t, r_{t-1}, r_{t-2})$ and five antecedent pore-water pressures $(u_{t-1}, u_{t-2}, u_{t-3}, u_{t-4}, u_{t-5})$ such that

$$u_t = f(r_t, r_{t-1}, r_{t-2}, u_{t-1}, u_{t-2}, u_{t-3}, u_{t-4}, u_{t-5})$$

(18)

Therefore, the appropriate number of inputs for the network was decided to be eight which includes five antecedent pore-water pressures and three rainfall values (1 present and 2 antecedents). Therefore, the total number of input neurons was selected to be eight.

One hidden layer was found to be sufficient to develop the required pore-water pressure prediction model. Thus, the complete representation of the model has been expressed by maximum of three layers, namely, input, hidden, and output. There is no defined rule for selecting the number of neurons in the hidden layer. Some studies report the trial number of neurons in the hidden layer in their studies to follow the thumb rule, $N_H = N_I + 1$, $[22]$ or $N_H = (2/3)(N_I + N_O)$ $[37]$, where $N_I$, $N_H$, and $N_O$ are the number of neurons in input, hidden, and output layers, respectively. In the present study, attempt to achieve good results by appropriate selection of hidden neurons using any rule of thumb was not found to be satisfactory. Therefore, the appropriate number of hidden neurons was established using trial and error procedure $[30]$ and was found to be four. Generally, a large number of hidden neurons cause overfitting problem. Since, this study based on small number of hidden neurons (i.e., four); therefore, overfitting problem was not observed during training or testing stage. Since only pore-water pressure is sought from the model; therefore, output neuron is limited to one. Thus, an MLP network with architecture 8-4-1, representing 8 neurons in the input layer, 4 neurons in the hidden layer, and 1 neuron in the output layer, was used in this study.

### 3.4. Selection of Activation Function

There are a couple of activation functions which are used in neural network training like hyperbolic tangent, tangent sigmoid, linear, and so forth. All these functions have upper and lower bound limits depending upon their functions. Since the pore-water pressure data ranges between negative and positive values, to commensurate with the pore-water pressure ranges, the hyperbolic tangent sigmoid activation function (also known as hyperbolic tangent or tansig) whose upper and lower bound limits lie between $-1$ and $+1$ was used for neurons in the hidden layer and linear activation function (also known as purelin) was used for neurons in the output layer. The hyperbolic tangent sigmoid function can generate values between $-1$ and $+1$ and thus when used as an activation function at the hidden nodes, it causes all points on the solution surface to fall between these values $[38]$. Therefore, using hyperbolic tangent sigmoid type activation functions in the hidden layer and linear activation functions in the output layer provides advantage when it is necessary to extrapolate beyond the range of the training data $[30]$. 

![Figure 4: (a) Cross-correlation between pore-water pressure and rainfall. (b) Autocorrelation of pore-water pressures.](image-url)
Table 2: Performance statistics of the ANN model during training and testing (soil depth = 0.5 m).

<table>
<thead>
<tr>
<th>Model stage</th>
<th>Data span</th>
<th>MAE</th>
<th>RMSE</th>
<th>CE</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>12 Oct 1998 to 09 Jul 1999</td>
<td>0.38497</td>
<td>0.88358</td>
<td>0.99168</td>
<td>0.992</td>
</tr>
<tr>
<td>Testing</td>
<td>10 Jul 1999 to 20 Nov 1999</td>
<td>0.50933</td>
<td>1.46662</td>
<td>0.97619</td>
<td>0.977</td>
</tr>
</tbody>
</table>

3.5. Model Performance Evaluation. Performance statistics of hydrological prediction models are generally tested by adopting different efficiency criterion such as coefficient of determination, Nash-Sutcliffe efficiency, and relative efficiency criteria. These prediction models are also evaluated by using different error measures like mean absolute error (MAE), mean square error, sum of square error, root mean square error (RMSE), and so forth. In this study, the performance of the ANN model was evaluated by using three different standard statistical measures widely used in ANN modeling of hydrological events, namely, the root mean square error (see (19)), coefficient of efficiency (CE, see (20)), and mean absolute error (see (21)). Consider the following.

Root mean square error

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (u_p - u_o)^2}. \quad (19)$$

Coefficient of efficiency (Nash and Sutcliffe, [39])

$$CE = 1 - \frac{\sum_{i=1}^{n} (u_o - u_p)^2}{\sum_{i=1}^{n} (u_o - \bar{u}_o)^2}. \quad (20)$$

Mean absolute error

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |u_p - u_o|, \quad (21)$$

where $u_p$ and $u_o$ are the predicted and observed values of pore-water pressures, respectively, $\bar{u}_o$ is the mean of observed pore-water pressures, and $n$ is the number of pore-water pressure observations for which the error has been computed.

3.6. Stopping Criteria. For the application of the ANN model a program code was written using Matlab toolbox for ANN. Provision was made in the program code to stop the network training whenever the maximum number of given epochs is reached or the sum of mean square error $\leq$ goal (tolerance), whichever is satisfied first. A maximum number of 500 epochs and a goal of 0.001 were predefined in the program code.

4. Results and Discussion

Time series of soil pore-water pressure was trained using data from 0.5 m soil depth and the model was tested at various soil depths (i.e., 0.5, 1.1, 1.7, 2.3, and 2.9 m soil depths). Therefore, this section mainly consists of two parts. Initially, time series of pore-water pressure trained and tested with data of 0.5 m soil depth was demonstrated. Secondly, time series of pore-water pressure trained with data of 0.5 m soil depth but tested with multiple soil depths was illustrated.

4.1. Prediction of Pore-Water Pressure with Training and Testing at 0.5 m Soil Depth. The ANN model performance evaluated in terms of various performance measure statistics is shown in Table 2. The ANN model showed very small error during training (MAE = 0.3850, RMSE = 0.8836) and testing (MAE = 0.5093, RMSE = 1.4666) stages. The lower error measures suggest that the ANN model has predicted pore-water pressures very close to the observed pore-water pressures. The coefficient of efficiency CE and the coefficient of correlation $r^2$ are also very high for training (CE = 0.992, $r^2 = 0.992$) and testing (CE = 0.976, $r^2 = 0.977$).

A comparison between the time series of observed and predicted pore-water pressures obtained from the training and testing exercise of the ANN model is shown in Figures 5 and 6, respectively. Figures 5 and 6 show that, in both cases, during training and testing, the trends in the trained and predicted time series of pore-water pressures follow very closely the trends in time series of observed pore-water pressures. It is interesting to note that the model input variables were related to the wetting process of the soil only (rainfall) which causes the pore-water pressure to rise or change from negative to positive values (see Figure 6). The variables related to the drying process (no rainfall, evaporation, evapotranspiration, or temperature) of the soil which causes the pore-water pressure to decrease change from positive to negative values or change from negative to more negative values (see Figure 6) or any physical properties of the soil which also influence the response of pore-water pressure to climatic changes were not available to the model as input. However, the training process enabled the model to learn the trend in the data set and therefore the model, in addition to wet conditions, could also generalize the pore-water pressure...
responses during dry climatic conditions (no rainfall) from antecedent conditions (antecedent rainfall and antecedent pore-water pressures) which was provided to the network as additional model input parameters. Thus it appears from the results (Figures 5 and 6) that the ANN model developed in this study with its associated network architecture, training algorithm, and input data type and structure was appropriate and ideal for predicting the dynamics of pore-water pressure responses in a slope to climatic changes.

Considering each field observed pore-water pressure data is event based, a comparison between the field measured individual pore-water pressures and predicted pore-water pressures obtained during training and testing of the ANN model is made in Figures 7 and 8, respectively. The correlation between the observed and predicted pore-water pressures is evaluated using the coefficient of correlation, $r^2$. The close to unity $r^2$ value ($r^2 = 0.992$ for training, Figure 7, and $r^2 = 0.977$ for testing, Figure 8) suggests nearly perfect agreement between the predicted and observed pore-water pressures with few outliers. The occasional few outlier values are not readily obvious in the time series plots of predicted and observed pore-water pressures shown in Figures 5 and 6. They are apparent in Figures 7 and 8. An examination of Figures 5 and 7 and Figures 6 and 8 suggests that these outlier values resulted from relatively underpredictions during sudden and very rapid change (rise) in pore-water pressure responses to rainfall after a relatively dry period when the pore-water pressures are at highly negative values.

The performance of the model was also judged through an evaluation of the time and number of epochs required to produce outputs of desired accuracy (goal/tolerance). Figure 9 shows the time and number of epochs required by the ANN model to reach an accuracy of 0.001 within a predefined number of epochs of 500. Figure 9 shows that the network produced the predictions with 0.42s computation time and with 7 epochs only. Furthermore, the MSE versus time and epoch plot (Figure 9) for the MLP-NN model also suggests that the network did not suffer from any local minima or convergence problems. The training algorithm converged to the solution sharply and rapidly. The initial network error
which is of magnitude 0.8 is reduced to 0.001 within 0.42 s and with 7 epochs. These results further reinforce the fact that the network architecture adopted in this study for pore-water pressure prediction is not only robust but efficient as well.

The model however showed slightly poor performance during testing compared to the performance during training as is evident from slightly higher error and lower performance index measures during testing (Table 2, MAE = 0.510, RMSE = 1.467, CE = 0.976, and $r^2 = 0.977$ during testing against MAE = 0.385, RMSE = 0.884, CE = 0.992, and $r^2 = 0.992$ during training).

Similar trends in ANN model performance during training and testing were also observed in a number of other studies [40–42]. The slightly poor performance of the model during testing compared to the performance during training revealed from the performance statistics measures in this study could also be attributed to the higher variability inherent in the testing data set (CV rainfall = 572.24, CV pore-water pressure = −336.27 for testing data set as opposed to CV rainfall = 411.33, and CV pore-water pressure = −312.48 for training data set, Table 1).

The Nash and Sutcliffe [39] model coefficient of efficiency is commonly used to assess the predictive efficiency of hydrological models. The coefficient of efficiency (CE, (20)) can range from −∞ to 1. Ideally, the closer the coefficient of efficiency is to 1, the more accurate the model prediction is. A coefficient of efficiency, CE = 1, indicates a perfect match between the predicted and observed data. CE = 0 indicates that the model predictions are as accurate as the mean of the observed data, whereas a coefficient of efficiency less than zero (CE < 0) indicates that the mean of the observed data is a better predictor than the model and occurs in situations when the residual variance (represented by the numerator in (20)) is larger than the data variance (represented by the denominator in (20)). The coefficient of efficiency for the ANN model evaluated in this study showed CE values which are very close to unity (training CE = 0.992, testing CE = 0.976) indicating excellent efficiency of the model and thereby suggesting that the learning algorithm chosen to predict pore-water pressure responses to climatic variations is appropriate. Furthermore, the higher values of model efficiency measure also suggest that the number and type of input variables derived from the cross-correlation and autocorrelation analyses among the dependent and independent variable were appropriate and therefore resulted in higher model efficiency measures.

4.2. Predictions with Training at 0.5 m Data but Testing at Multiple Depths. The successful prediction of soil pore-water pressure at the soil depth of 0.5 m encouraged testing the ANN model at different soil depths. Thus, an attempt was made to train the ANN models with the LM training algorithm at the 0.5 m soil depth, but testing of the model was performed at different soil depths (0.5 m, 1.1 m, 1.7 m, 2.3 m, and 2.9 m). It was observed that the trained model in 0.5 m of soil is able to predict the soil pore-water pressure at different soil depths but with slightly different accuracy. The predicted pore-water pressures at all depths were very close to the observed pore-water pressure data. The summary of the performance statistics of the models at different soil depths during the testing stage of the model is shown in Table 3.

The performance statistics of the ANN model for prediction of pore-water pressure at different soil depths indicate that every testing stage successfully predicted the time series of the pore-water pressure at all the soil depths (Table 3). The highest error (MAE = 1.71, RMSE = 2.24) and lowest coefficient of efficiency (CE = 0.9383) were observed at the 2.9 m soil depth. The error and coefficient of efficiency at 0.5 m (MAE = 0.50, RMSE = 1.12, and CE = 0.98), 1.1 m (MAE = 0.51, RMSE = 1.12, and CE = 0.98), 1.7 m (MAE = 0.57, RMSE = 1.16, and CE = 0.9838), and 2.3 m (MAE = 0.60, RMSE = 1.20, and CE = 0.9833) are similar and apparent discrepancies are insignificant. However, the coefficient of determination ($R^2$) for all soil depths is nearly equal (close to 0.98) which shows a good agreement between the observed and predicted pore-water pressures with the perfect line of agreement. Obviously, it is clear from the results that the ANN model trained using the data of the pore-water pressure at the 0.5 m soil depth is able to predict soil pore-water pressures at multiple soil depths with a slight difference in accuracy.

The results were also found to be comparable with previous studies performed for prediction of pore-water pressure using neural networks [5–7]. Mustafa et al. [5] performed training using data of Yishun slope and testing at two slopes Yishun and CSE. The coefficient of determination during testing stages produced at Yishun was $R^2 = 0.97$ and $R^2 = 0.99$. Mustafa et al. [7] while investigating the performance of various training algorithm for prediction of soil pore-water pressure also produced coefficient of determination close to one (0.94, 0.97) and 0.98. Therefore, all the results produced in this study particularly the comparison made with previous studies in terms of coefficient of determination values at testing stages showed the competence of the presented model.

The results of the ANN model training and testing demonstrate that the ANN model learned the nonlinear behavior of pore-water pressure in response to wet (rainfall) and dry (no rainfall) climatic conditions and produced

<table>
<thead>
<tr>
<th>Soil depth (m)</th>
<th>Data mean (KPa)</th>
<th>MAE</th>
<th>RMSE</th>
<th>CE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>−2.83</td>
<td>0.50</td>
<td>1.46</td>
<td>0.9766</td>
<td>0.9775</td>
</tr>
<tr>
<td>1.1</td>
<td>−4.44</td>
<td>0.51</td>
<td>1.12</td>
<td>0.9796</td>
<td>0.9800</td>
</tr>
<tr>
<td>1.7</td>
<td>−4.90</td>
<td>0.57</td>
<td>1.16</td>
<td>0.9838</td>
<td>0.9851</td>
</tr>
<tr>
<td>2.3</td>
<td>−1.26</td>
<td>0.60</td>
<td>1.20</td>
<td>0.9833</td>
<td>0.9848</td>
</tr>
<tr>
<td>2.9</td>
<td>4.36</td>
<td>1.71</td>
<td>2.24</td>
<td>0.9383</td>
<td>0.9799</td>
</tr>
</tbody>
</table>

**Table 3: Performance statistics of ANN at different soil depths during testing stage.**
reasonably good prediction results. The model successfully predicted all the time series of pore-water pressure at multiple soil depths. Further, the structure/architecture and the training parameters used for ANN modeling are appropriate to capture the pattern of pore-water pressure data. The results also reveal that LM training algorithm is able to adopt the nonlinear pattern within a very short time, ensured fast convergence, and reached the goal (0.001) through self-adjustment of the learning rate.

5. Conclusions
A multilayer perceptron neural network model with Levenberg-Marquardt training algorithm has been developed to predict spatial and temporal behavior of time series of pore-water pressure responses to rainfall. A network configuration appropriate for mapping the nonlinear behavior of pore-water pressure responses (at 0.5 m soil depth) to climatic condition was identified to be 8-4-1. The same configuration is also able to estimate soil pore-water pressure data at multiple soil depths. The study indicated that the LM training algorithm is suitable for application to problems associated with predictions of nonlinear and complex behavior such as pore-water pressure variation due to rainfall. Results of the study also indicated that it is necessary to account for antecedent pore-water pressure and rainfall in order to achieve predictions of pore-water pressure with fairly reasonable accuracy. The study also indicated that the appropriate number of inputs could be achieved from autocorrelation and crosscorrelation analyses rather than using a trial and error procedure. The Levenberg-Marquardt algorithm used for training the network showed high efficiency, less prediction error, and very fast convergence. An additional major benefit derived from the training algorithm is that it adjusted the learning rate automatically.

However, the study showed that inclusion of antecedent pore-water pressure values in the input structure is of prime importance while using the rainfall data only. However, introducing some other readily available parameters such as temperature, relative humidity, evaporation, soil properties, and soil depth into the input structure may help to completely eliminate the antecedent pore-water pressure values.
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