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Many studies have highlighted the need for a higher accuracy global digital elevation model (DEM), mainly in river floodplains and deltas and along coastlines. In this paper, we present a method to infer the impact of a better DEM on applications and science using the Lower Zambezi basin as a use case. We propose an analysis based on a targeted observation algorithm to evaluate potential data acquisition subregions in terms of their impact on the prediction of flood risk over the entire study area. Consequently, it becomes trivial to rank these subregions in terms of their contribution to the overall accuracy of flood prediction. The improvement from better topography data may be expressed in terms of economic output and population affected, providing a multifaceted assessment of the value of acquiring better elevation data. Our results highlight the notion that having higher resolution measurements would improve our current large-scale flood inundation prediction capabilities in the Lower Zambezi by at least 30% and significantly reduce the number of people affected as well as the economic loss associated with high magnitude flooding. We believe this procedure to be simple enough to be applied to other regions where high quality topographic and hydrodynamic data are currently unavailable.

1. Introduction

Topographic information in the form of a digital elevation model (DEM) is required for many environmental process models and applications. In many cases, the accuracy of a DEM is determining the performance of the model applied and the success of the application. Different technologies exist to acquire land elevation, often with varying degrees of accuracy and precision depending on the technology and resolution used. Remote sensing is commonly used to measure topography and instruments typically include altimeters (radar or LiDAR), synthetic aperture radar (SAR) interferometry, and photogrammetry from optical imagery; even unmanned aerial vehicles (UAV) are being used more recently to acquire DEMs. Vertical errors can range from several meters, typical for satellite DEM technology, for example, from the Shuttle Radar Topography Mission (SRTM, http://www2.jpl.nasa.gov/srtm/) or ASTER, down to the decimeter in the case of airborne LiDAR, airborne photogrammetry, and also novel airborne single-pass SAR interferometry as recently demonstrated by Schumann et al. [1].

Although accurate topography is desirable and in many cases a prerequisite for successful modeling, it is often not available at the required accuracy level and resolution for many areas around the world. As argued by Schumann et al. [2], there is a need for a higher accuracy (LiDAR-type) global DEM than currently available, particularly for mapping and predicting natural hazards such as flooding in developing countries that are often deprived but in need of a high quality DEM.

For instance, Mozambique (SE Africa) comprises a large flood-prone region in the downstream part of the Zambezi River Basin (ZRB), including a vast delta ecosystem and a number of important wetlands. Human activities, mostly related to hydroelectric power generation and agriculture,
have led to considerable alteration of the basin’s hydrology and (natural) flooding pattern [3]. High magnitude flooding in the region happens regularly in the monsoon season but in some cases the impact is exacerbated through dam release operations such as, for instance, during the devastating floods of 2000. According to EM-DAT (http://www.emdat.be/, the Centre for Research on the Epidemiology of Disasters’ Emergency Events Database), over the last 20 years (1995–2015), there have been more than 150 flood occurrences within the ZRB, affecting over 17 million people in total and causing total damage of over $1 billion US dollars, with single events being able to affect more than a million people at a time and many millions of US dollars in damage. These figures are alarming, even more so since many ZRB countries do not have any effective flood risk management plan in place and do only have very limited flood forecasting capabilities [4], and hence setting up some capabilities to improve current flood risk management in the ZRB countries, albeit with limited means and considerable efforts, is desperately needed.

In this context, Schumann et al. [5] demonstrated the value of remotely sensed data to build, calibrate, and validate a large-scale 2D hydrodynamic LISFLOOD-FP model (operating on a regular grid where water flow is simulated by solving the inertial momentum equation through a single explicit finite difference scheme; see [6]) forced with forecast flood flows to predict floodplain inundation depth and extent in the Lower Zambezi. In conclusion, they noted that although first efforts are encouraging, considerable improvements in the modeling, forcing data, and boundary conditions are needed to achieve greater forecasting capabilities, among which collecting finer resolution and better accuracy floodplain topography was considered particularly important. About 1000 km of river flow length and a floodplain area of around 40,000 km² were considered in this study (Figure 1). According to a simulation with the LISFLOOD-FP model of Schumann et al. [5], a 1:10,000 return period flow event estimated at ~30,000 m³ s⁻¹ [7] would inundate approximately 8,000 km² of floodplain. These are large areas to cover with any airborne platform for high resolution topographic mapping which may render the cost of aircraft operation and data acquisition and processing prohibitive. However, the acquisition of better floodplain topography in the lower portion of the ZRB has the potential to significantly improve prediction and management of flood hazard and risk in the region, particularly Mozambique. Consequently, prioritization of the areas of data acquisition would help optimize operations such as flight lines and management of resources.

In this paper, we present a method to objectively identify areas for DEM acquisition based on floodplain hydrodynamics. We demonstrate that the method intrinsically pinpoints locations where a (flood forecasting) model would benefit most from better boundary condition data, in this case higher resolution floodplain topography. We further illustrate that, by including auxiliary datasets such as economic and population data, one can improve not only the selection of areas but potentially also flood risk management for those locations.

In the next section, we describe the method, followed by a brief section of results and discussion and finally a conclusion section.

2. Methods

2.1. Estimating the Impact of Better Topography on Flood Hazard Prediction. The impact of better floodplain topography, for example, acquired, for instance, by airborne LiDAR or InSAR as opposed to SRTM, on the estimation of flood hazard variables (e.g., flooded area) can be assessed using the targeted observation method proposed by Andreadis and Schumann [8]. This involves the ingestion of measurements or observations over a “targeted area” into a hydrodynamic model and the estimation of flooded area (in our case) without rerunning the model. An optimal estimation algorithm (1) exploits the statistical relationships between variables to make a prediction. The cost function that measures the reduction in the prediction error due to the assimilation of new measurements, that is, the measurement impact, is defined as

\[
J = \frac{1}{2} \left( e_{1|0}^T e_{1|0} - e_{1|1-1}^T e_{1|1-1} \right),
\]

where \( e_{1|0} = \mathbf{x}_{1|0}^f - \mathbf{x}_{1|0}^m \), \( e_{1|1-1} = \mathbf{x}_{1|1-1}^f - \mathbf{x}_{1|1-1}^m \). The cost functional \( J \) is the difference of the squared errors between the model run that benefits from the new measurements and the model that does not benefit from any new measurements being assimilated. Variable \( \mathbf{x}_{1|1-1}^f \) is the model prediction without any assimilation and \( \mathbf{x}_{1|0}^m \) is the prediction...
with the new measurement assimilated. The verification \( \mathcal{X}_t \) at
time \( t \) can be either an actual measurement or the analysis
at time \( t \), implicitly assumed to be more accurate than
both model runs. Applying the Local Ensemble Transform
Kalman Filter (LETKF) analysis formulation after Hunt et
al. [9], the cost functional \( J \) can be computed to represent
the sensitivity of a prediction skill to the measurements
being assimilated. For more details on the derivation of \( J \)
in a LETKF sensitivity experiment, the reader is referred to
Andreassis and Schumann [8] as well as Liu and Kalnay [10].

In our case, applying this method means that the impact
(expressed by \( J \)) of higher resolution topography on the sim-
ulated flooded area can be estimated. Since better topography
measurements have not actually been acquired (yet) over the
Lower Zambezi, the impact assessment is simulated. Assum-
ing that the 1km resolution inundation forecast model by
Schumann et al. [5] represents current modeling capabilities
at large scales (see also Sampson et al. [11] for a state-of-the-
art global simulation of inundation based on the same model
type) and that existing elevation datasets over large scales can
be obtained at a spatial resolution of 90 m or less, we ran a
2D LISFLOOD-FP simulation using the 90 m SRTM-DEM
in order to emulate the minimum difference that a higher
resolution floodplain topography would most likely achieve.

Since the amount and timing of floodplain inundation are
largely determined by in-channel water level and floodplain
topography controls floodplain flow and thus inundation
extent, we sampled water levels from the 90 m model output
(based on subreaches determined from a first-order hydraulic
analysis; see Section 3 for more details) and assimilated those
in the 1km baseline model. Note that better topography
would of course also improve the estimation of river bank
heights which control the timing and location of flood waters
overtopping, particularly in the 1km model version since
LISFLOOD-FP SGC inverts bank heights to estimate channel
bathymetry using hydraulic geometry [12].

We then use the simulated flooded area from the 1km
model (before and after assimilation) and compare that to the
inundated area of the 90 m model which represents the
verification. In other words, for the experimental design, both
model versions are based on the SRTM-DEM topography but
at two different spatial resolutions: (i) the 1km resolution
model that represents the “open-loop” simulation as well as
the resulting model after assimilation and (ii) the 90 m
model resolution that serves as the “verification” model
for the 1km models. Following this setup, the proposed
targeted observation algorithm allows estimating the flooded
area over the entire model reach that would be produced by
a model utilizing better topography over the particular
subregion (i.e., location of assimilation) only, and \( J \) is a direct
measure of the improvement in prediction achieved.

2.2. Estimating the Associated Socioeconomic Impact. Esti-
mating the actual costs related to flood risk, that is, flood
economic impact combined with flood hazard, may prove
difficult in regions that have only limited amounts of rel-
vant local data available, such as stage-damage curves
and information on residential and nonresidential building,
agricultural and industrial activities, and transportation. The
unavailability and/or the poor quality of such socioeconomic
data, primarily in developing countries, is often hindering
efforts to understand and link environmental disasters to
actual impacts on economy and society. Nonetheless, a
number of approaches have been proposed more recently that
use other measurements as proxies for economic statistics.
One promising approach uses satellite-based luminosity,
which measures nighttime lights to statistically characterize
population, poverty, and economic productivity (e.g., [13–
15]). Measurements of nighttime lights are acquired from
satellite sensors at relatively high spatial resolutions (1km)
globally and have been successfully used in the aforemen-
tioned studies showing strong correlations with economic
activity, measured by the Gross Domestic Product (GDP),
for instance. Here, we used nighttime image data from the
US Department of Defense satellites for 2012 (most recently
available) that contain lights from cities, towns, and locations
with permanent lighting.

GDP data over the Lower Zambezi region were obtained
from the G-Econ project (http://gecon.yale.edu/), which pro-
vides global economic data at \( \sim 100 \) km resolution. Although
these data are valuable, their coarse resolution can make the
economic analysis of flood impacts difficult. Therefore, the
GDP data were downscaled using the much finer resolution
luminosity data. The latter were first aggregated to a 100 km
grid to match the resolution of the GDP data grid, and
then a ratio of GDP to luminosity was calculated. This ratio
was then downscaled to 1km by using a nearest-neighbor
interpolation, and finally a fine resolution GDP value was
calculated by multiplying the downscaled ratio with the
original 1km luminosity data.

Additionally, data on population density for 2015 (at a
\( \sim 4 \) km resolution) were acquired from the NASA Socioeco-
ciesin.columbia.edu/) and integrated with the overall analy-
sis, which as a result now provides a multifaceted assessment
(i.e., physical and socioeconomic) of the full value of acquir-
better elevation data.

3. Results and Discussion

As described in Section 2, we simulated flood inundation
in the Lower Zambezi with a 1km resolution LISFLOOD-
FP hydrodynamic model. This model is identical to that of
Schumann et al. [5] and we assume for the purpose of this
study that it represents current flood modeling capabilities
at large scales. The model is LISFLOOD-FP [6] in subgrid
channel (SGC) mode [12] forced with forecast flood flows for
the Zambezi and Shire Rivers simulated by the Variable Infil-
tration Capacity (VIC) distributed hydrology model, which
is conditioned on meteorological ensemble forecast (ENS)
data from ECMWF. For the complete setup, modeling chain,
and model calibration, the reader is referred to Schumann
et al. [5]. As in their study, we simulated the 2007 flood
event and validation with a Landsat image shows a flood edge
correlation to within one model resolution (mean distance to
observed flood edge: \( \sim 1.5 \) km).

As outlined in Section 2, we build a 90 m version of
a LISFLOOD-FP model that served as verification of the
targeted observation algorithm. For this model, we used the 90 m SRTM and deepened the channel area by interpolating the bathymetry simulated by the 1 km SGC model, allowing a full 2D inundation simulation at 90 m resolution. Figure 2 shows the flooded area from both models for the 2007 event as well as the Landsat image used for validation. Unsurprisingly, the extent of the 90 m model matches the Landsat flood edge more closely than that of the 1 km model with a mean distance to flood edge of \( \sim 220 \) m, at least four orders of magnitude better than the 1 km model.

For the targeted observation analysis, we simulated the 1:10,000 year event shown in Figure 1 to ensure we inundate most of the rivers’ natural floodplains. Furthermore, since airborne data acquisition is likely to cover a spatial extent smaller than that of the entire floodplain area in the domain shown in blue in Figure 1, we defined a regional sampling strategy based on first-order in-channel hydraulics. We define a subreach based on bank height variations from the 90 m SRTM-DEM for a channel length (in flow distance) of constant river width taken from Andreadis et al. [16]. In addition, we computed the linear gradient of the SRTM-derived thalweg (i.e., the kinematic wave form) and compared this to subreach characteristics (Figure 3), which constitutes a first step at understanding reach behavior and can help interpret the results of our targeted observation analysis.

Figure 3 shows the result of the first-order in-channel hydraulic analysis. Figure 3(a) shows the SRTM bank height variations along the river chainage and their deviation from a linear approximation of each subreach (red dashed lines). Also shown is a kinematic wave form along the entire main stem analyzed (blue line). Figure 3(b) shows for each subreach the deviation from this simple kinematic flow line. Interesting to note is that we can now observe those subreaches that exhibit a more diffusive channel flow behavior, that is, those that have a standard deviation from the kinematic wave approximation (along the entire river) greater than 2\( \sigma \) (two standard deviations), for instance.

Of course, only subreaches with an associated inundation area (according to the 1:10,000 year event) are used (Figure 4) to set the sampling location of in-channel water levels from the 90 m model to be assimilated in the 1 km flood model. Subsequently, we applied (1) to assess the impact better measurements of a river and floodplain subreach will have on the overall (global) reach being considered. Table 1 shows the results of the targeted observation analysis along with the associated economic costs of flood loss and monetary value gained from higher resolution (topography) measurements.

Each row in Table 1 corresponds to an individual region being the only one measured. The global improvement in flooded area is the improvement in prediction of flooded area for the entire model domain, while the regional improvement is the flooded area estimation improvement achieved localized for that region. For example, if better topography measurements were only acquired over subregion 1 and less accurate topography (i.e., SRTM-DEM) was used for the rest of the basin, there would be a 24% improvement in flooded area prediction relative to only using SRTM data. Moreover, the improvement that would be achieved for subregion 1 is 77.8% in terms of flooded area. It can be deduced that the percentage of improvement essentially describes the extent to which more accurate flooded area prediction is governed by topography, with the remainder being attributed to other hydraulic controls such as boundary conditions, for example, inflows. If all the latter were known and accurate, the regional error in flooded area prediction can be expected to reduce significantly.

Our analysis shows that having better topography measurements even only for a limited number of regions would improve prediction of flood hazard along the entire Zambezi main stem considerably, albeit with some uncertainty.
Unsurprisingly, subreaches in which flow is more complex, that is, sections with a high standard deviation from the kinematic wave form (as defined earlier), all yield regional and global improvements much greater than 20% in flooded area prediction, if better measurements became available for those regions. The only region that achieves only minimal improvement is region 17, which is expected since this subreach runs through the Lupata Gorge (see Figure 4) and hence better height measurements would only marginally improve predictions in this river section.

The significance of these results is further reinforced by the socioeconomic analysis conducted (Table 1) that highlights the notion that obtaining better measurement for each region results in a total global improvement (i.e., along the entire river) of 30% in flooded area prediction. As a direct consequence, a difference of more than 150,000 in people affected can be achieved and economic losses can be reduced by nearly $2 billion (for a 1:10,000 year event), contingent of course on the accuracy of the socioeconomic input data used. Nonetheless, to put these numbers in context, the devastating 2000 flood events (orders of magnitude smaller than the 1:10,000 year event simulated here) caused total damage of $0.5 billion and affected more than 5 million people in both the ZRB and Limpopo basin, according to EM-DAT.

An important point of this study is that although the targeted observation analysis (as proposed by Andreadis and Schumann [8]) can be used to assess the impact new measurements of important variables have on the prediction of flood hazard and although we showed how inclusion of socioeconomic data can augment that analysis, there is the substantial caveat that the verification model in our case was only based on higher resolution (90 m) SRTM topography and not on high accuracy elevation data, for example, from LiDAR or new InSAR technology [1]. Nevertheless, we believe this analysis to be worthwhile and suggest this type of study to be repeated for other large river areas in particular in countries deprived of high resolution floodplain DEms so that the case for a better global DEM [2] can be supported.

As a final note, an analysis such as the one presented here should be combined with industry standard guidelines for LiDAR-type DEM acquisition. Having LiDAR-type floodplain height data over flood-prone areas would allow...
Table 1: Results of the proposed targeted observation analysis. Note that the analysis is based on a 1:10,000 year event. Furthermore, we wish to note that the economic impact analyzed here is only from inundation differences and does not include any other changes with potential economic impact such as infrastructure planning or climate change adaptation strategies, for instance.

<table>
<thead>
<tr>
<th>Region of assimilation</th>
<th>Area (km²)</th>
<th>Global improvement in flooded area prediction</th>
<th>Regional improvement in flooded area prediction</th>
<th>Population (2015 UN adjusted)</th>
<th>Difference in people affected</th>
<th>Regional loss of economic cost (2005 GDP in billion USD)</th>
<th>Global economic gain from better regional flood prediction (2005 GDP in billion USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>237.6</td>
<td>24.0%</td>
<td>77.8%</td>
<td>4,324</td>
<td>3,364</td>
<td>0.000</td>
<td>1.511</td>
</tr>
<tr>
<td>02</td>
<td>233.9</td>
<td>25.3%</td>
<td>40.0%</td>
<td>7,581</td>
<td>3,032</td>
<td>0.400</td>
<td>1.593</td>
</tr>
<tr>
<td>03</td>
<td>2,441.3</td>
<td>29.1%</td>
<td>44.6%</td>
<td>167,029</td>
<td>74,495</td>
<td>0.103</td>
<td>1.832</td>
</tr>
<tr>
<td>04</td>
<td>309.1</td>
<td>27.7%</td>
<td>0.5%</td>
<td>6,819</td>
<td>34</td>
<td>1.511</td>
<td>1.744</td>
</tr>
<tr>
<td>05</td>
<td>123.3</td>
<td>25.8%</td>
<td>28.4%</td>
<td>23,037</td>
<td>6,542</td>
<td>0.896</td>
<td>1.624</td>
</tr>
<tr>
<td>06</td>
<td>553.4</td>
<td>13.1%</td>
<td>14.3%</td>
<td>7,600</td>
<td>1087</td>
<td>0.144</td>
<td>0.825</td>
</tr>
<tr>
<td>07</td>
<td>25.1</td>
<td>30.4%</td>
<td>17.8%</td>
<td>494</td>
<td>88</td>
<td>0.000</td>
<td>1.914</td>
</tr>
<tr>
<td>08</td>
<td>60.7</td>
<td>18.1%</td>
<td>30.6%</td>
<td>1,070</td>
<td>327</td>
<td>0.000</td>
<td>1.139</td>
</tr>
<tr>
<td>09</td>
<td>138.5</td>
<td>32.5%</td>
<td>32.0%</td>
<td>2,462</td>
<td>788</td>
<td>0.000</td>
<td>2.046</td>
</tr>
<tr>
<td>10</td>
<td>101.2</td>
<td>26.0%</td>
<td>32.0%</td>
<td>1,906</td>
<td>610</td>
<td>0.000</td>
<td>1.637</td>
</tr>
<tr>
<td>11</td>
<td>348.4</td>
<td>271%</td>
<td>65.7%</td>
<td>7,233</td>
<td>4,752</td>
<td>1.670</td>
<td>1.706</td>
</tr>
<tr>
<td>12</td>
<td>240.9</td>
<td>22.5%</td>
<td>29.1%</td>
<td>4,950</td>
<td>1,441</td>
<td>1.571</td>
<td>1.417</td>
</tr>
<tr>
<td>13</td>
<td>99.4</td>
<td>30.7%</td>
<td>43.6%</td>
<td>2,317</td>
<td>1,010</td>
<td>0.000</td>
<td>1.933</td>
</tr>
<tr>
<td>14</td>
<td>357.2</td>
<td>24.7%</td>
<td>38.5%</td>
<td>7,508</td>
<td>2,890</td>
<td>0.000</td>
<td>1.555</td>
</tr>
<tr>
<td>15</td>
<td>79.3</td>
<td>26.0%</td>
<td>26.6%</td>
<td>1,619</td>
<td>431</td>
<td>0.000</td>
<td>1.637</td>
</tr>
<tr>
<td>16</td>
<td>3,237.5</td>
<td>23.3%</td>
<td>48.4%</td>
<td>98,560</td>
<td>47,703</td>
<td>0.000</td>
<td>1.467</td>
</tr>
<tr>
<td>17</td>
<td>165.5</td>
<td>3.4%</td>
<td>26.5%</td>
<td>3,825</td>
<td>1,014</td>
<td>0.000</td>
<td>0.214</td>
</tr>
<tr>
<td>18</td>
<td>294.8</td>
<td>13.6%</td>
<td>60.5%</td>
<td>7,967</td>
<td>4,820</td>
<td>0.000</td>
<td>0.856</td>
</tr>
<tr>
<td>19</td>
<td>71.9</td>
<td>25.3%</td>
<td>47.8%</td>
<td>2,332</td>
<td>1,115</td>
<td>0.000</td>
<td>1.593</td>
</tr>
<tr>
<td>20</td>
<td>154.2</td>
<td>30.6%</td>
<td>44.9%</td>
<td>2,394</td>
<td>1,075</td>
<td>0.000</td>
<td>1.926</td>
</tr>
<tr>
<td>Total</td>
<td>9,273.1</td>
<td>30.8%</td>
<td>N/A</td>
<td>361,027</td>
<td>156,618</td>
<td>6.295</td>
<td>1.939 (average)</td>
</tr>
</tbody>
</table>
building a better 2D flood inundation model, at least for targeted regions of interest, thereby allowing more detail in the following:

(i) Understanding of local to regional floodplain-channel water storage and fluxes (including wetlands) and timing of flood wave thus achieving better flood forecasting.

(ii) Flood hazard/risk mapping for agricultural and urban areas.

(iii) Flood zone mapping associated with return period flows for assisting urban and infrastructure planning and establishing legal guidelines.

(iv) Retrieving building footprints for urban planning.

(v) Ecological and environmental flow modeling in important wetland areas, including habitat protection as well as the derivation of water quality and health indicators based on flood inundation parameters (e.g., timing of inundation and amount of water stored in floodplains).

4. Conclusion

There is an obvious need for a better accuracy global DEM for floodplains and coastal areas [17]. In support of this, we presented results of a detailed analysis of the impact better measurement of floodplain topography would have on the prediction of flood hazard and associated socioeconomic risk. We used the Lower Zambezi River reach and the large-scale flood inundation model as developed by Schumann et al. [5] to illustrate our case. The procedure we propose is based on the targeted observation method after Andreadis and Schumann [8] which is essentially a sensitivity analysis of a Local Ensemble Transform Kalman Filter (LETKF) applied to localize the assimilation of observations or measurements. The sensitivity analysis allows one to quantify the exact impact the assimilation has locally as well as globally without the need to rerun any models, which considerably reduces the computational burden and thus appeals to large-scale applications.

For a 1:10,000 year flood event in the Lower Zambezi and focusing on the country of Mozambique, we showed that having higher resolution topography measurements available would improve our current large-scale flood inundation prediction capabilities in countries deprived of high quality DEMs by at least 30% and significantly reduce the number of people affected as well as the economic loss associated with high magnitude flooding. Although we showed considerable improvement in flood prediction for a low occurrence scenario, we believe higher accuracy topographic data would also largely improve model predictions for shorter return period events.

Although flood hazard prediction and risk analysis are difficult to perform accurately in areas that only have low resolution data available and despite the uncertainties that may arise from this limitation, we demonstrated the value of the proposed method and believe the procedure to be straightforward and simple enough to be applied to other regions. In doing so, the case for better topographic and hydrodynamic data becomes substantiated, particularly in developing nations where such data are currently often unavailable.
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