Assessment of Climate Change Impacts on Extreme Precipitation Events: Applications of CMIP5 Climate Projections Statistically Downscaled over South Korea
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Climate change may accelerate the water cycle at a global scale, resulting in more frequent extreme climate events. This study analyzed changes in extreme precipitation events employing climate projections statistically downscaled at a station-space scale in South Korea. Among the CMIP5 climate projections, based on spatial resolution, this study selected 26 climate projections that provide daily precipitation under the representative concentration pathway (RCP) 4.5. The results show that a 20-year return period of precipitation event during a reference period (1980–2005) corresponds to a 16.6 yr for 2011 to 2040, 14.1 yr for 2041 to 2070, and 12.8 yr for 2071 to 2100, indicating more frequent extreme maximum daily precipitation may occur in the future. In addition, we found that the probability density functions of the future periods are located out of the 10% confidence interval of the PDF for the reference period. The result indicates that the design standard under the reference climate is not managed to cope with climate change, and accordingly the revision of the design standard is required to improve sustainability in infrastructures.

1. Introduction
Changes in the water cycle caused by climate change lead to temporal and spatial alteration in hydrological and ecological systems. Although climate models provide essential information to assess climate change impacts at a global scale, direct applications of climate projections have inherent problems due to a coarse resolution (≈100 km) which induce a difficulty to capture climatic characteristics at regional or local scales. Therefore, an application of downscaling technique is a prerequisite to accurately complete climate change studies at a local scale. Since there is, in addition, considerable uncertainty in climate projections, caused by different dynamic systems, grid size, and parameterization of physics processes, many studies have paid attention to quantify uncertainty of climate change scenarios in climate change impact assessment [1–4].

An ensemble approach has been applied to deal with the uncertainty in climate scenarios because a specific scenario cannot represent all possible future climate conditions [5, 6]. However, it is still questionable in the climate change impact assessment which scenarios need to be included to capture future climate variability. Most studies have selected appropriate scenarios based on the performance in reproducing historical climate. However, it has the limitation that performance during a historical period cannot guarantee consistent performance during a future period [7]. The IPCC (Intergovernmental Panel of Climate Change) report suggested the use of as many climate scenarios as possible in climate change assessment [8]. In other words, employing multiple scenarios in climate change impact assessment may take into account the uncertainty. Therefore, the use of multi-model ensemble (MME) has been increasing to capture possible climate changes projected by multiple models [9–11].

Previous studies have assessed the changes in extreme precipitation and suggested that South Korea is expected to become more vulnerable to flood hazards due to an increase
in the probability of severe extreme events in the future [12, 13]. Sung et al. [13] found overall increase in frequency of extreme precipitation over South Korea in association with climate change. According to [13]; particularly, daily extreme precipitation with 20-year return period during the reference climate from 1980 to 2005 is likely to happen about every 4.3 and 3.4 yr by the end of 21st century (2070–2099) employing HadGEM3-RA based on the RCP 4.5 and 8.5. Ahn et al. [14] suggested that multi-RCMs can be used to reduce uncertainties and assess the future change of extreme precipitation more reliably. According to [14], 50-year return value will change from −32.69% to 72.7% and from −31.6% to 96.32% in the mid-21st century and from −31.97% to 86.25% and from −19.45% to 134.88% in the late-21st century under RCP 4.5 and 8.5 scenarios. Im et al. [15] suggested that changes in return levels of annual maximum precipitation in a regional climate model indicate an increased frequency of present day in 20- and 50-year extreme precipitation events. Previous studies have projected future extreme precipitations with one or several models produced by dynamic downscaling.

In general, evaluating changes in extreme events in the future requires high-resolution climate change scenarios which are produced by dynamic or statistical downscaling methods. Especially in South Korea, spatial downscaling should be implemented because the climate of South Korea is highly dependent on topography, due to the large portion of mountainous area. The dynamic downscaling takes advantage of considering interaction between climatic systems, the nonstationarity of climate change, and the temporal and spatial correlation between variables which can be interpreted as a physics process of the Earth system [13, 16–19]. However, the dynamic downscaling techniques require a huge computing facility and highly skilled experts. On the other hand, statistical downscaling directly incorporates correlations between climate models’ simulations and observational data into algorithms. Therefore, statistical downscaling techniques are inexpensive to apply to convert low-resolution into high resolution. Although statistical downscaling has the limitation that it assumes the stationarity of the climate processes over time, statistical downscaling methods have been actively applied to produce a high-resolution regional climate projections [20–25]. The recent NEX-GDPP (NASA Earth Exchange Global Daily Downscaled Projections) and DCHP (Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections) applied bias-correction/spatial disaggregation (BCSD) [25] for climate change impact assessment at local scales. Abatzoglou and Brown [20] suggested multivariate adaptive constructed analogs (MACA) to improve coincidence of climate events. Burger et al. [21] proposed detrended quantile mapping (DQM) and [24] applied spatial disaggregation/quantile delta mapping (SD-QDM) to preserve long-term trends driven by climate models.

There are limitations in establishing adaption and response to climate change due to different information produced by each climate change model, physical processes, and resolutions. Furthermore, extreme values are associated with large uncertainty so that it is unwise to use the result of statistical frequency analysis using climate change scenarios naively. Therefore, in this study, we applied the downscaling preserving the long-term trend of the climate model to 26 RCP 4.5 scenarios and projected the change in extreme precipitation—the 20-year return value of annual maximum daily precipitation—over South Korea and estimated the uncertainty with the confidence intervals.

2. Data and Method

2.1. Procedure. In this study, we used MME, which combines multiple model results, to project changes in extreme precipitation in South Korea (Figure 1). Employing the daily precipitation of 26 CMIP5 climate projections downscaled by three statistical downscaling methods, we collected the annual maximum daily precipitation. Then, we estimated the frequency and magnitude of extreme precipitation using the generalized extreme value (GEV) distribution for the reference period (1980–2005) and the three 30-year future periods (Future1: 2011–2040, Future2: 2041–2070, and Future3: 2071–2100).

2.2. Climate Change Scenarios. The uncertainties among scenarios should be taken into consideration, since adaptation strategies were different depending on whether a specific scenario was selected [26]. Climate change scenarios have different simulations due to GCMs with different dynamics and grid sizes and parameterization processes. Therefore, the use of a single model is likely to lead to a bias, so it is necessary to consider the uncertainties using GCM results. As an alternative to this, the use of MME has been increasing. The Coupled Model Intercomparison Project (CMIP) started in 1995 to compare various climate models. In CMIP Phase 5 (CMIP5), 4 representative concentration pathways (RCP) were proposed considering economic growth rate, industrialization and restoration technology. In this study, we used the RCP 4.5 scenario, in which the greenhouse gas mitigation policy is quite substantial. RCP 4.5 is a scenario that stabilizes a radiative forcing of 4.5 W·m⁻² in 2100 without exceeding this value. Table 1 shows the 26 GCMs selected in the previous climate change studies [24, 27] in descending order of spatial resolution, where grid points are collected within E119°–135° and N29°–43°. Using climate projections at the grid points of each GCM, we applied three statistical downscaling methods to downscale to the automated synoptic observing system (ASOS) stations in Figure 2.

2.3. Statistical Downscaling. In this research, three statistical downscaling methods are used. The first method used in this research is spatial disaggregation/quantile mapping (SDQM), which is equal to the daily BCSD [20]. This method is suggested to overcome the shortcoming of existing typical method, BCSD, that it may lose the climate characteristics in climate model driven daily sequencing. Moreover, spatial disaggregation/detrended quantile mapping (SD-DQM) and spatial disaggregation/quantile delta mapping (SD-QDM) are also applied to preserve GCM-driven long-term trends. More specific explanations and citations are shown below.
2.3.1. Spatial Disaggregation/Quantile Mapping (SDQM). BCSD has been originally developed to downscale GCM's information to regional climate data at the monthly scale, and a temporal disaggregation technique is applied to generate bias-corrected daily climate data [25]. Therefore, it may lose the climate characteristics in climate model driven daily sequencing. Therefore, a daily BCSD has been applied not only to avoid the temporal disaggregation process but also to preserve climate model driven daily sequencing by incorporating cumulative density function (CDFs) of daily climate data [20, 28]. In the daily BCSD, the spatial disaggregation of the climate information is first performed by the inverse distance weighted interpolation [29] in which the squared distance between the GCM grid and the observation
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Figure 1: Procedure of this study.

<table>
<thead>
<tr>
<th>No.</th>
<th>GCMs</th>
<th>Resolution (degree)</th>
<th>Grid points</th>
<th>Institution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CMCC-CM</td>
<td>0.750 x 0.748</td>
<td>22 x 18</td>
<td>Centro Euro-Mediterraneo per I Cambiamenti Climatici</td>
</tr>
<tr>
<td>2</td>
<td>CCSM4</td>
<td>1.250 x 0.942</td>
<td>13 x 15</td>
<td>National Center for Atmospheric Research</td>
</tr>
<tr>
<td>3</td>
<td>CESM1-BGC</td>
<td>1.250 x 0.942</td>
<td>13 x 15</td>
<td>Beijing Climate Center, China Meteorological Administration</td>
</tr>
<tr>
<td>4</td>
<td>CESM1-CAM5</td>
<td>1.250 x 0.942</td>
<td>13 x 15</td>
<td>Metropolitan Research Institute</td>
</tr>
<tr>
<td>5</td>
<td>BCC-CSM1-1-M</td>
<td>1.125 x 1.122</td>
<td>15 x 12</td>
<td>Centre National de Recherches Meteorologiques</td>
</tr>
<tr>
<td>6</td>
<td>MRI-CGCM3</td>
<td>1.125 x 1.122</td>
<td>15 x 12</td>
<td>Atmosphere and Ocean Research Institute (The University of Tokyo)</td>
</tr>
<tr>
<td>7</td>
<td>CNRM-CM5</td>
<td>1.406 x 1.401</td>
<td>12 x 12</td>
<td>Met Office Hadley Centre</td>
</tr>
<tr>
<td>8</td>
<td>MIROC5</td>
<td>1.406 x 1.401</td>
<td>12 x 10</td>
<td>Institute for Numerical Mathematics</td>
</tr>
<tr>
<td>9</td>
<td>HadGEM2-AO</td>
<td>1.875 x 1.250</td>
<td>9 x 11</td>
<td>Institut Pierre-Simon Laplace</td>
</tr>
<tr>
<td>10</td>
<td>HadGEM2-CC</td>
<td>1.875 x 1.250</td>
<td>9 x 11</td>
<td>Centro Euro-Mediterraneo per I Cambiamenti Climatici</td>
</tr>
<tr>
<td>11</td>
<td>HadGEM2-ES</td>
<td>1.875 x 1.250</td>
<td>9 x 11</td>
<td>Max Planck Institute for Meteorology (MPI-M)</td>
</tr>
<tr>
<td>12</td>
<td>INM-CM4</td>
<td>2.000 x 1.500</td>
<td>8 x 10</td>
<td>LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences</td>
</tr>
<tr>
<td>13</td>
<td>IPSL-CM5A-MR</td>
<td>1.875 x 1.865</td>
<td>7 x 11</td>
<td>Norwegian Climate Centre</td>
</tr>
<tr>
<td>14</td>
<td>CMCC-CMS</td>
<td>1.875 x 1.865</td>
<td>9 x 7</td>
<td>Geophysical Fluid Dynamics Laboratory</td>
</tr>
<tr>
<td>15</td>
<td>MPI-ESM-LR</td>
<td>1.875 x 1.865</td>
<td>9 x 7</td>
<td>Institute Pierre-Simon Laplace</td>
</tr>
<tr>
<td>16</td>
<td>MPI-ESM-MR</td>
<td>1.875 x 1.865</td>
<td>9 x 7</td>
<td>Beijing Climate Center, China Meteorological Administration</td>
</tr>
<tr>
<td>17</td>
<td>FGOALS-s2</td>
<td>2.813 x 1.659</td>
<td>6 x 9</td>
<td>Canadian Centre for Climate Modelling and Analysis</td>
</tr>
<tr>
<td>18</td>
<td>NorESM1-M</td>
<td>2.500 x 1.895</td>
<td>7 x 8</td>
<td>Japan Agency for Marine-Earth Science and Technology</td>
</tr>
<tr>
<td>19</td>
<td>GFDL-ESM2G</td>
<td>2.500 x 2.023</td>
<td>6 x 7</td>
<td>Norwegian Climate Centre</td>
</tr>
<tr>
<td>20</td>
<td>GFDL-ESM2M</td>
<td>2.500 x 2.023</td>
<td>6 x 7</td>
<td>Geophysical Fluid Dynamics Laboratory</td>
</tr>
<tr>
<td>21</td>
<td>IPSL-CM5A-LR</td>
<td>3.750 x 1.895</td>
<td>5 x 8</td>
<td>Institute Pierre-Simon Laplace</td>
</tr>
<tr>
<td>22</td>
<td>IPSL-CM5B-LR</td>
<td>3.750 x 1.895</td>
<td>5 x 8</td>
<td>Beijing Climate Center, China Meteorological Administration</td>
</tr>
<tr>
<td>23</td>
<td>BCC-CSM1-1</td>
<td>2.813 x 2.791</td>
<td>6 x 5</td>
<td>Canadian Centre for Climate Modelling and Analysis</td>
</tr>
<tr>
<td>24</td>
<td>CanESM2</td>
<td>2.813 x 2.791</td>
<td>6 x 5</td>
<td>Japan Agency for Marine-Earth Science and Technology</td>
</tr>
<tr>
<td>25</td>
<td>MIROC-ESM-CHEM</td>
<td>2.813 x 2.791</td>
<td>6 x 5</td>
<td>Japan Agency for Marine-Earth Science and Technology</td>
</tr>
<tr>
<td>26</td>
<td>MIROC-ESM</td>
<td>2.813 x 2.791</td>
<td>6 x 5</td>
<td>Japan Agency for Marine-Earth Science and Technology</td>
</tr>
</tbody>
</table>
point is inversely weighted. Then, the bias correction is performed using the quantile delta algorithm shown in Equation (1) using empirical CDFs formulated with daily climate data within a moving window to reflect the seasonality of the area. Eum and Cannon [24] tested different half-widths of moving window, for example, 15, 30, 90, and 180 days, to investigate the impacts of moving window selection on extreme climate indices. The study showed that a 15-day moving window reflected better seasonality on the climate index for South Korea. Therefore, this study also employed the same moving window (15 d) for the quantile mapping method. For example, when downscaling for January 1, the density function is formed by observational and GCM data from December 15 to January 16, and this is applied to Equation (1) to bias-correct. In this study, daily BCSD was applied and will be referred to as SDQM.

\[
x_{m,p}^{-1}(t) = F_{m,h}^{-1}\left[F_{o,h}\left(x_{m,p}(t)\right)\right],
\]

where \(x_{m,p}(t)\) and \(x_{m,h}(t)\) represent the values before and after the bias correction at time \(t\), respectively, \(F_{m,h}(t)\) represents the cumulative density function of the past period generated by the global model, and \(F_{o,h}^{-1}\) represents the inverse function of the cumulative density function of the observed data. For Equation (1), \(p\) is the projection, \(h\) is the past period, \(m\) is the global model, and \(o\) is the observation.

2.3.2. Long-Term Trend Preserving Downscaling Method. Extreme values outside of a range of historical data need to be extrapolated in SDQM. Eum and Cannon [24] estimated bias-corrected values using the Gumbel distribution which has been used to evaluate extreme flood events for South Korea due to simplicity in estimating parameters. This study also used the same method to extrapolate values outside of the historical range. For climate data with GCM-driven long-term (increasing or decreasing) trends, such as temperature, more extreme events may occur, and accordingly more frequent extrapolation has to be implemented, which may induce a substantial distortion of GCM-driven climate signals by the variance inflation [24, 30, 31]. Burger et al. [21] proposed the detrended quantile mapping (DQM) method.
that removes a long-term trend in climate projections to minimize the frequency of extrapolation. While DQM can directly consider the long-term trend of the monthly average, it cannot consider the long-term trend of the extreme values. Cannon et al. [22] proposed quantile delta mapping (QDM) designed to preserve absolute or relative changes in all of quantiles. As in [24], this study applied SD-QDM that combined the daily BCSD and QDM to produce downscaled climate projections over South Korea. More details on SD-QDM can be found in [24]. The CMIP5 historical run was simulated until 2005, and future climate scenarios were simulated from 2006 to 2100 forced by RCPs. Therefore, this study set the reference period from 1976 to 2005. For the future period, SD-QDM was applied for a total of 30 yr from 15 yr before to 14 yr after a certain year to consider gradual changes in quantiles between the reference and future periods. For example, when applying QDM for 2006, the reference period was from 1976 to 2005, and the future period was from 1991 to 2020.

2.4. Frequency Analysis. Generally, if a certain precipitation is equaled or exceeded once during an average T year, it is said to have a return period T. The inverse of the return period T is an exceedance probability (P) of the event occurring in a certain year:

\[ T = \frac{1}{P} \]  \hspace{1cm} (2)

The GEV distribution function is generally used to estimate the nonexceedance probability of extreme events because the upper tail of the GEV distribution is suitable to represent the extreme events. The GEV distribution has been used to describe the extreme probability in observed or GCM simulated hydrometeorological variables [32–34], because there is much evidence that the distributions of hydrologic variables have heavy tails. Although it can be difficult to determine from only a single site unless the record is relatively long, the distribution of annual maximum precipitation amount appears consistently to have a heavy tail [35–37]. Because GEV has shape parameters and is very useful for expressing heavy tail, we used the GEV distribution in this study. The cumulative distribution function, which estimates the nonexceedance probability of the GEV distribution, is given by Equation (3) and its solution is estimated using (4) [38]:

\[
F(x) = \begin{cases} 
\exp\left[-\left(1 - \frac{x - \xi}{\alpha}\right)^{1/\kappa}\right], & \kappa \neq 0, \\
\exp\left[-\exp\left(-\frac{x - \xi}{\alpha}\right)\right], & \kappa = 0,
\end{cases} \]  \hspace{1cm} (3)

\[
x = \begin{cases} 
\xi + \frac{\alpha}{\kappa} \left[1 - \left[-\log(P)\right]^\kappa\right], & \kappa \neq 0, \\
\xi - \alpha \log\left[-\log(P)\right], & \kappa = 0,
\end{cases} \]  \hspace{1cm} (4)

where \(\xi, \alpha,\) and \(\kappa\) are parameters related to location, scale, and shape, respectively. The GEV distribution can be divided into type I, type II, and type III distributions according to the sign of \(\kappa\). Among them, type I is called Gumbel and type III is called Weibull distribution. In Equations (3) and (4) the range of the variable \(x\) depends on \(\kappa\), which is \(\xi + a/\kappa \leq x < \infty\) for \(\kappa < 0\), \(-\infty < x < \infty\) for \(\kappa = 0\), and \(-\infty < x \leq \xi + a/\kappa\) for \(\kappa > 0\) [38]. The GEV distribution varies in the thickness of the upper tail depending on the \(\kappa\). In other words, \(\kappa\) is getting smaller when the tail area of distribution function enlarges, which means that the occurrence probability of the extreme value increases. Also, most of annual maximum 24-hour precipitations are located in the interval where the \(\kappa\) are negative [39]. For \(\kappa < 0\), the distribution has a thicker right-hand tail. We used the GEV type II distribution.

The estimation methods of the parameters of the GEV distribution include the method of moments, the method of maximum likelihood estimates, the method of probability weighted moments, and the method of L-moments. The method of moments is simple to calculate, but the higher the moments, the more inaccurate estimates are obtained. The maximum likelihood method is effective when the number of sample data is large enough, but the solution process is complicated and sometimes the solution cannot be obtained because it does not converge. Since the probability weighted moment method and the L-moment method are based on the same theory, the same result is obtained. They are not sensitive to the number of sample data because they use the order statistics of the observation data. In addition, even with distorted data, relatively stable results can be obtained [39]. In this study, the method of L-moment was applied to estimate the parameters of the GEV distribution. 20-year return value of annual maximum daily precipitation, which is referred to as 20-year precipitation in this study, is selected for target of this study because length of each projection period is 30 years so that we need extrapolation for events with return periods exceeding 30 years and Klein Tank et al. [40] suggested 20-year event for evaluating the intensity and frequency of rare events that lie far in the tails of the probability distribution of weather variables.

3. Results

3.1. Future Projection. The spatial distributions of the 20-year precipitation averaged over 26 climate projections are shown in Figure 3 to identify regional variation of extreme precipitation during the reference and future periods. Spatial downscaling methods applied in Figure 3 were SDQDM, SD-QDM, and SD-QDM. The average of 20-year precipitation for the 26 CMIP5 GCMs changed gradually from the reference period to the Future1, Future2, and Future3 periods. Therefore, Figure 3 only includes the reference period as a start point, the Future3 period as an end point, and the difference between these two periods. At the northeastern mountainous region and southern coastal regions, large extreme precipitation was projected due to their regional characteristics. These regions receive more precipitation by the effects of mountains, urbanization, and ocean climates [41].

In order to quantitatively examine the difference in results by the method of downscaling shown in Figure 3, the spatially averaged precipitation of South Korea was calculated for each downscaling method (Table 2). The table
show that the amount of precipitation downscaled with SD-QDM in the reference and each future period is generally larger than for the other methods. Comparing the mean and median of all the downscaling methods, including SD-QDM, the mean was greater than the median. Therefore, the right tail of the probability density function was thick. Overall, the results in Table 2 mean that 20-year precipitation in the reference period can occur more frequently in the future. Regarding the difference between the statistical methods, the amount of precipitation downscaled with SD-QDM was larger than other methods by better preserving GCM-driven relative change as shown in Figure 3(i).

The coefficient of variation (CV) was calculated to compare the distribution of 20-year precipitation derived from 26 GCMs (Figure 4). The variance of GCMs in the reference climate was small and differences among sites were relatively small (see Figure 4(a), 4(d), and 4(g)). There was a slight nonstationarity in the spatial distribution of the CV. The area of large CV was broader in the Future2 and the Future3 than Future1, indicating that the uncertainty in climate projections may considerably contribute to the distribution of 20-year precipitation in the future. The CV of southeastern (Future1), northeastern (Future2), and southeastern (Future3) region was large. Because the coefficients of variation in the reference

<table>
<thead>
<tr>
<th>20-year return value of annual maximum daily precipitation (mm·day⁻¹)</th>
<th>Reference</th>
<th>Future1</th>
<th>Future2</th>
<th>Future3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDQM</td>
<td>280.4</td>
<td>280.0</td>
<td>307.2</td>
<td>316.2</td>
</tr>
<tr>
<td>SD-DQM</td>
<td>307.2</td>
<td>300.7</td>
<td>316.2</td>
<td>331.0</td>
</tr>
<tr>
<td>SD-QDM</td>
<td>331.0</td>
<td>328.2</td>
<td>344.2</td>
<td>330.0</td>
</tr>
<tr>
<td>Med.</td>
<td>275.2</td>
<td>280.5</td>
<td>296.3</td>
<td>303.8</td>
</tr>
<tr>
<td></td>
<td>303.7</td>
<td>326.5</td>
<td>327.0</td>
<td>327.6</td>
</tr>
<tr>
<td></td>
<td>296.3</td>
<td>327.2</td>
<td>327.0</td>
<td>327.2</td>
</tr>
<tr>
<td></td>
<td>303.8</td>
<td>321.7</td>
<td>327.2</td>
<td>321.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>335.2</td>
</tr>
</tbody>
</table>

Figure 3: Average of 20-year return value of annual maximum daily precipitation for CMIP5 26 GCMs by SDQM ((a), (b), and (c)), SD-DQM ((d), (e), and (f)) and SD-QDM ((g), (h), and (i)) for the reference ((a), (d), and (g)), Future3 period ((b), (e), and (h)), and the difference between reference and Future3 period in percentage ((c), (f), and (i)).
period were all small and similar spatially, so the difference map (Figure 4(c), 4(f), and 4(i)) followed the results of Future 3 period (Figure 4(b), 4(e), and 4(h)).

The uncertainty was investigated by calculating the CV of climate change scenarios according to the downscaling methods. Table 3 shows that the coefficient of variation in future climate is larger than in the reference climate which may be mainly due to internal variability. In the future climate, the variation according to downscaling methods was not clear. As shown in Figure 4, although the difference in the magnitude of the CV between the methods is not clear, large values of CV become widespread with time (Table 3).

3.2. Probability Density Function. The averages of 20-year precipitation increased over time, and the region where the CV was increasing in Figure 4 was larger during the further future. This trend was also confirmed by analyzing the changes in the probability distribution. Figure 5 shows the parameters and return periods of the GEV distribution for the extreme precipitation of the 26 climate models during the reference and future periods. Each subfigure in Figure 5 represents the parameter of GEV distribution of extreme precipitation downscaled with SDQM, SD-DQM and SD-QDM, respectively, and a change projection of 20-year precipitation in the reference period.
Figure 5: Box-plot of (a) location, (b) scale, (c) shape parameter of GEV distribution for CMIP5 precipitation, and (d) return period of future for 20-year precipitation of reference climate.

Table 4: Return periods of Future1, Future2, and Future3 using 20-year precipitation of reference climate as shown in Figure 5(d).

<table>
<thead>
<tr>
<th></th>
<th>Future1</th>
<th></th>
<th>Future2</th>
<th></th>
<th>Future3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QM</td>
<td>DQM</td>
<td>QDM</td>
<td>QM</td>
<td>DQM</td>
<td>QDM</td>
</tr>
<tr>
<td>Avg.</td>
<td>16.93</td>
<td>17.39</td>
<td>17.47</td>
<td>14.18</td>
<td>14.85</td>
<td>14.80</td>
</tr>
</tbody>
</table>
Figure 6: GEV probability density functions considering all downscaling methods for (a) reference, (b) Future1, (c) Future2, (d) Future3 period, (e) all together, and (f) zoomed Figure 6(e) for extreme values.
Location and scale parameters increased monotonously as shown in Figure 5. They were increasing in future climate compared to reference climate, but there was no big difference between Future2 and Future3. There was no difference in shape parameters over the periods. In recent studies on the nonstationary probability distribution model, the shape parameter has become smaller overall, indicating that the right tail of the GEV probability density function becomes thicker and the occurrence of extreme precipitation becomes more frequent in the future [42]. The median of the return period estimated by the inverse of the GEV distribution is expected to be decrease from the reference 20-year to the Future1: 16.56 yr; Future2: 14.09 yr; and Future3: 12.82 yr (Table 4), which means that 20-year precipitation of the reference climate would be relatively frequent in the future. However, it should be noted that this result is only the result of using RCP 4.5. This study used a single scenario to investigate the changes in future prospects closely. However, since we cannot be certain of which of scenarios will be realized, the actual uncertainty is larger than that shown in Figure 6, particularly in the later future.

Changes in GEV-PDFs of reference and future climate were analyzed in Figure 6. The black lines and gray bands are the mean and confidence intervals (5–95%) of the PDFs of the reference climate. The confidence interval corresponds to the upper 95% and 5% of the 26 climate models. The green solid line and band mean the PDFs for Future1, the blue solid line and band for Future2, and the red solid line and band for Future3 (Figure 6(a)–6(d)). Figures 6(e) and 6(f) illustrate the change in GEV distribution in the future climate relative to the reference climate, and the PDFs shifted to the right and the right tail thickened over time. In addition, we found that the PDFs of the future periods are located out of the 10% confidence interval of the PDF for the reference period, which presents a significant difference of PDFs between the reference and future periods. The result indicates that the design standard under the reference climate is not managed to cope with climate change, and accordingly the revision of the design standard is required to improve sustainability in infrastructures.

4. Conclusion and Summary

This study investigated changes of extreme precipitation over time using the 26 CMIP5 climate models under RCP 4.5, which were statistically downscaled by three methods frequently used in climate change impacts assessment. The ensemble average 20-year return value of precipitation was projected to increase while the coefficient of variation of this return value within the ensemble expanded in the future. In other words, the uncertainty of the models increased over time and the extreme precipitation events may be more severe in the future as a whole. For the case of using the SD-QDM downscaling method, 20-year precipitation in the period 2071–2100 was estimated to increase to 350 mm, 121.5% compared to the reference climate, and especially in the south, east coast and metropolitan areas. Because the recent summer precipitation of South Korea has been dominated by unstable convective activity, typhoon, and low pressure, there was much precipitation in the middle and coast of the Youngdong, the southern coast, the eastern region of Jeju, and the northern region of Gyeonggi-do [43]. Our results are consistent with these trends.

Although the confidence interval of the PDF of GEV widened over time, which means the uncertainty also increased over time. However, due to the increasing trend of location and scale parameter and the decreasing trend of shape parameter, the PDF moved to the right, and the upper tail was expected to be thicker. However, the downscaled extreme precipitation showed considerable variability between the models and between the downscaling methods in this study. This means that simulation of extreme precipitation is dependent on each resolution and parameterization. This leads to the limit in the quantitative projection of extreme precipitation based on climate change scenarios. Nevertheless, the future PDF is located outside of the 10% confidence interval of the reference PDF, so it was confirmed that the revisit of the design standard was required. There is limitation to not provide acceptable methodology for design standard revision. Sen et al. [44] provided methodology for design standard revision. In the future, we will examine the performance of engineering structure based on including the climate change factor in the risk calculation formulation.
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