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1. Introduction

Quantitative precipitation estimation (QPE) using remote sensing data has been widely used to investigate the spatial characteristics of precipitation events [1, 2]. This method can be used to obtain rainfall estimation at ungauged locations, cloud characteristics, and areal rainfall depth [3–6]. The spatial resolution of rain radar data is the finest of all these. While the spatial resolution of satellite images is greater than approximately 10 km, the spatial resolution of rain radar data is approximately 1 km [7–9]. Because of the spatial resolution of rain radar data, it is often applied into rainfall-runoff modeling, particularly in terms of flash flood and urban flood modeling [10, 11]. The accurate forecast of these extreme hydrological events can mitigate damages on the hydraulic infrastructure and prevent the crisis of water-related disaster on human life. The accurate QPE of radar data is the key for the accurate forecast of extreme hydrological events.

Reflectivity and rainfall rate (ZR) relationship-based models have been used broadly for QPE models of rain radar data [12–14]. Because ZR relationship can be changed based on the characteristics of the rainfall event and the radar instrument used, various methodologies are applied to build ZR relationship-based QPE models and correct their estimations [15–18]. However, the ZR relationship-based model still has high uncertainty in a rainfall estimation [19–21].

Machine learning (ML) algorithms have been widely employed to create functional relationships for natural phenomena and data processing. Many ML algorithms were developed and employed to model a function in fields such as meteorology, hydrology, and agriculture. Applications of ML algorithms can provide accurate models of natural phenomena [22–25] and thus can be good candidates for...
QPE of rain radar data. Recently, random forest (RF), stochastic gradient boosted model (GBM), and extreme learning machine (ELM) have been actively employed as ML algorithms [26–28]. These advanced ML algorithms, which have been tested recently, would increase our capacity to build QPE model. Chiang et al. [29], proposed a QPE model using a recurrent neural network and three-dimensional radar data. They reported that the ML-based model produced more accurate estimations than the ZR relation-based model. Yu et al. [30] attempted to develop quantitative precipitation forecast (QPF) models of rain radar data using RF and support vector regression. Their proposed methodology focused on QPF models for typhoons in Taiwan and performed well.

To the best of our knowledge, advanced ML algorithms, e.g., RF, GBM, and ELM, have not been employed for QPE of rain radar data in South Korea. This should be resolved because applying ML algorithms may provide more accurate rainfall estimation of rain radar data than the conventional ZR relation-based model. Therefore, this study investigated the applicability of the ML algorithms for QPE using Gwangdeoksan radar station, South Korea, as a case study in order to enhance performance of QPE in radar data. RF, GBM, and ELM are the ML algorithms used; their applicability is investigated using four rainfall events, and their performances for the QPE model are compared. This study can provide fundamental information on the development of QPE model using ML algorithms in South Korea. Particularly, the characteristics of ML algorithm for QPE model of radar data can be briefly investigated in the study. This result can enhance our capacity to understanding ML algorithms in the QPE of radar data. In addition, the most plausible candidate among the employed QPE models will be selected for ML-based QPE model of radar data in South Korea. The selected QPE model can lead to improvements in accuracy of QPE, particularly in extreme rainfall events that cause extreme hydrological events. The improvement in accuracy of QPE may help to mitigate impacts from extreme hydrological events on the destruction of property and human life.

This paper is organized as follows. In Section 2, the characteristics of the radar and ground gauge rainfall data are presented. Section 3 presents a description of the methods employed, e.g., ZR relationship and ML algorithms. The application methodology for the case studies is presented in Section 4. In Section 5, the results of tested QPE models for all events and each event are presented. Finally, the conclusions are presented in Section 6.

2. Data

2.1. Radar and Ground Rainfall Gauge. Gwangdeoksan weather radar station, which has a dual-polarization weather radar with an S-band, is located on the border of Gyeonggi-do and Gangwon-do provinces close to Seoul (latitude 38°7′2.5″, longitude 127°26′1″, and elevation 1064 m), the capital of the Republic of Korea. The observation range of the Gwangdeoksan radar is 240 km, which is enough to cover the northern part of South Korea. Radar data within the effective observation range, 100 km, are applied to QPE. Considering the high elevation of this radar station, the relationship between the radar and ground rainfall gauge data is increased with the application of PPI0. PPI (plan-position indicator) is an intensity-modulated display on which echo signals are shown in plan view with range and azimuth angle displayed in polar coordinates. PPI0 is volume scanned data when the azimuth angle is 0 which represents a condition that can be observed by minimizing blocking in a flat state. Data with a spatial resolution of 1 km × 1 km and stored at 10-minute interval are applied to estimate radar rainfall.

The three main polarization parameters of the radar, i.e., reflectivity, differential reflectivity, and specific differential phases, are applied to QPE in this study. Radar reflectivity refers to the ratio between the transmitted and received energies. The differential reflectivity is the ratio between horizontal and vertical radar reflectivity; it can provide information on the sizes and shapes of raindrops. Specific differential phases are the rate of change of the range in pulse phases, because these are not affected by attenuation, partial beam blockage, or radar miscalibration; they are an attractive parameter to use in QPE [31].

Rainfall rate data from ground gauge stations in Seoul and Gyeonggi-do province within the radar umbrella are analyzed in this study. All stations obtain rainfall data every minute, but the QPE in this study uses rainfall rate data at 10-min intervals. This is to compare the radar data and to minimize the fluctuation of ground gauge data. Figure 1 shows the ground gauges densely distributed across the Korean peninsula; of these, 20 gauges within the radar effective range are selected. The number of 20 stations is located in near Seoul and had severe storm damage in the past. The location of Gwangdeoksan radar and the selected rainfall gauges are described in the zoomed area in Figure 1, and information on each station is given in Table 1. The used data can be downloaded from the data base of Korea Ministration Administration (KMA) at data.kma.go.kr.
typhoons, such as in events #1 and #3. The largest variance was observed in event #1. This heavy rainfall during the rainy season is representative of the summer monsoon climate in South Korea.

3. Methods

3.1. ZR Relationship. Radar rainfall can be defined by the relationship between radar parameters and rainfall gauge data. A variety of synthetic algorithms have been proposed to estimate quantitative radar rainfall based on the polarization parameters applied [32, 33]. The basic form of the equation, which is well-known as ZR relationship, is given as follows:

\[ R = \theta_0 x_1 + \ldots + \theta_d x_d, \quad (d = 1, 2, \ldots, n), \]  

where \( R \) is the ground gauge rainfall rate (mm/h), \( x_1, \ldots, x_d \) are radar polarization parameters such as reflectivity, differential reflectivity, and specific differential phase, and \( \theta_0, \ldots, \theta_d \) are the parameters of the ZR relationship. The main radar polarization parameters are defined as the following equations:

\[ Z = 10 \log(Z_H), \]
\[ DR = 10 \log\left(\frac{Z_H}{Z_V}\right), \]
\[ KD = \left| \frac{\varnothing_{DP}(r_2) - \varnothing_{DP}(r_1)}{r_2 - r_1} \right|, \]

where \( Z \) is the radar reflectivity, (changed from mm\(^6\)m\(^{-3}\) to dBZ); \( Z_H \) and \( Z_V \) are horizontal and vertical reflectivity; DR is differential reflectivity (dB); KD is specific differential phase (deg km\(^{-1}\)); and \( \varnothing_{DP} \) and \( r \) are phases of the radar beam pulse and given range, respectively. Because the ZR relationship stands on the physical phenomena, the results
of ZR relationship can be used to interpret characteristics of precipitation events, unlike the ML algorithms. The ML algorithms used in this study are the predictive models. Though they can be used to predict rain rate, extracting physical meaning from the results is difficult. For example, the parameters of ZR relationship can be used to identify type of cloud, type of precipitation, and type of storm events. In the case of the ML algorithms, prediction models for each variable of interest such as type of cloud, type of precipitation, and type of storm events have to be individually built.

3.2. Machine Learning (ML) Algorithms

3.2.1. Random Forest. RF has been widely applied in regression and forecasting problems [34–37]. It was proposed by Breiman [38] and uses bagging (called bootstrapping in statistics) to build a number of decision trees with a controlled variance. Each decision tree in the RF is grown using randomly selected samples. Subsequently, the nodes in each tree use randomly selected features (called input variables). The RF has two major steps: (1) randomness and (2) ensemble learning. The randomness in the RF comes from random sampling of the entire data set, and the selection of features with which every classification and regression tree (CART) is built. The data set is randomly sampled with replacement to create a subset with which to train one CART. At each node, optimal split rule is determined by using the one of the randomly selected features from the employed features.

The ensemble learning method in the RF means that all individual decision trees in a collection of decision trees (called an ensemble) contribute to a final prediction. A training subset is created after the random selection step. The CART without pruning is used to construct a single decision tree. To grow K trees in the ensemble, this process (resampling a subset and training an individual tree) is repeated K times. The final predicted value comes from averaging the results of all the individual trees. The ranger library in r package is used to construct the RF model in the current study [39].

3.2.2. Stochastic Gradient Boosted Model. GBM is a method widely used in classification and regression problems; it was proposed by Friedman [40]. Decision stumps or regression trees are used widely as weak classifiers in the GBM [40–42]. In the GBM, weak learners are trained to decrease loss functions, e.g., mean square errors. Residuals in the former weak learners are used to train the current weak learners. Therefore, the value of the loss function in the current weak learners decreases. The bagging method is employed to reduce correlation between weak learners, and each weak learner is trained with subsets sampled without replacement from the entire data set. The final prediction is obtained by combining predictions by a set of weak learners.

The GBM and RF adapted ensemble learning with a decision tree model (the weak learner). Both models produce
one prediction based on a combination of predictions from a set of weak learners. Though the methods seem to be similar, they are based on different concepts. The major difference between the GBM and RF is that the tree in the GBM is fit on the residual of a subset of the former trees while the RF trains a set of weak learners using a number of subsets. Therefore, the GBM can reduce bias of prediction while the RF method can reduce variance of prediction. Therefore, the RF can be trained in parallel computing, whereas the GBM cannot. The gbm library in r package (https://github.com/gbm-developers/gbm) is used to construct a GBM in the current study.

3.2.3. Regularized Extreme Learning Machine. ELM was originally developed and then extended to generalized single-hidden layer feed-forward networks in which the hidden layer need not to be neuron alike. ELM is a single-layer network in which the weights and biases between input and hidden layers are randomly generated [43]. Unlike traditional iterative learning algorithms, the randomly initiated input weights and biases of ELM remain fixed without need to iteratively tuned, and the output weights are determined analytically. Hence, the model can be trained in a single iteration which significantly reduces the training time of ELM and makes ELM efficient for online and real-time applications. The ELM can be formulized using the following equations:

\[ Y = H\beta, \]

where \( Y, \beta, \) and \( H \) are the outputs, weight matrix between hidden and output layers, and the output vector of the hidden layer (called nonlinear feature mapping), respectively; and

\[ H = f_a(XW + B), \]

where \( f_a(\cdot) \), \( W, B, \) and \( x \) are the activation function, weight matrix between the input to hidden layer, bias, and inputs, respectively. In the current study, the sigmoid function \( (f_a(x) = 1/(1 + \exp(-x))) \) is used as the activation function in the ELM. Since the weights \( (W) \) and biases \( (B) \) are randomly generated and the activation function \( (f_a(\cdot)) \) is known in the ELM, \( H \) represents the deterministic variables from a data set. Thus, only \( \beta \) needs to be estimated in the ELM.

In the ELM, finding an appropriate weight set is to avoid overfitting. Tuning weights in the ELM can be considered a fitting linear regression model using the ordinary least square method. Ridge regression was employed to attenuate multicollinearity in the data set by adding the norm of the parameters to the parameter estimations in the regression model [44]. The ELM model also adapted this strategy for weight tuning. The ELM attempts to perform better generalization by achieving the smallest training error and the smallest output weight norm. This minimization problem can take the form of ridge regression or regularized least squares as follows [45]:

\[
\min \frac{1}{2}\|\beta\|^2 + \frac{C}{2}\|H\beta - Y\|^2,
\]

where the first term of the objective function is \( l_2 \), the norm regularization term that controls the complexity of the model; the second term is the training error associated with the learned model; and \( C > 0 \) is a tuning parameter. The ELM gradient equation can be solved analytically, and the closed-form solution can be written as follows:

\[
\hat{\beta} = \left( H^T H + \frac{1}{C}I \right)^{-1} H^T Y,
\]

where I is an identity matrix. The ELM models used in this study are the regularized ELM model.

4. Application Methodology

To examine the applicability of the three ML algorithms, their input variables and hyperparameters should be defined. Z, DR, and KD in the polarization radar data have been widely employed as input variables for the QPE model. Therefore, these variables are used as input variable candidates in the ML algorithms. The tested models with input variable combinations are presented in Table 3.

Three ML algorithms use variables from both lag-zero (L0) and lag-one (L1) radar data for input variable while lag-zero and lag-one radar data, respectively, are used to construct ZR relationships. Since radar data measure the amount of cloud in the air, there is a short time difference between radar data and ground gauge observation. The time difference depends on the precipitation event conditions such as wind speed, cloud movements, and types of cloud. As the ZR relationship cannot account for time lag in its formula, QPE models based on the ZR relationship are constructed using different time-lag data and their appropriateness are investigated.

The ML algorithms can use both lag-zero and lag-one radar data simultaneously. In addition, the number of variables from the radar data (three) is much smaller than the number of data points (greater than thousands). A larger number of input variables might improve the predictability of the ML algorithms employed. Additionally, since this input variable setting can take the time lag in modeling into account automatically, additional processes such as the ZR relationship are unnecessary in ML-based models.

To evaluate the performances of the models constructed, the data set should be grouped into training and test data sets. The data from stations #112, #201, #400, #546, and #571 are used as randomly selected test data. The data at the other stations are used for the training data set. For the case of all events, the numbers of training and test data are 3652 and 1209, respectively. The numbers of training data for event 1 to 4 are 1079, 319, 1173, and 1081, respectively. The numbers of test data for event 1 to 4 are 318, 107, 441 and 343, respectively. To build a regression model using ML algorithms, their hyperparameters should be tuned. The number of the trees is the most sensitive hyperparameter for the RF and GBM [30]; hence, the number of trees for the RF and GBM are optimized. The tuning parameter and the number of
Table 3: Tested models for quantitative precipitation estimation from radar data.

<table>
<thead>
<tr>
<th>Model</th>
<th>Input variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZR-L1</td>
<td>Z, DR, KD</td>
</tr>
<tr>
<td>ZR-L0</td>
<td>Z, DR, KD</td>
</tr>
<tr>
<td>RF</td>
<td>RF1, RF2, RF3, RF4, RF5</td>
</tr>
<tr>
<td>GBM</td>
<td>GBM1, GBM2, GBM3, GBM4, GBM5</td>
</tr>
<tr>
<td>ELM</td>
<td>ELM1, ELM2, ELM3, ELM4, ELM5</td>
</tr>
</tbody>
</table>

hidden nodes are the hyperparameters of the ELM. The relationship between the tuning parameter and the number of hidden nodes presents a trade-off relationship such as the Pareto frontier. Thus, after one parameter is fixed, another will be optimized. In this study, the tuning parameter is fixed ($C = 0.5$), and the number of hidden nodes is optimized.

In the current study, leave-one-out cross-validation (LOOCV) is employed to optimize the hyperparameters of the three ML algorithms. The root-mean-square error (RMSE) between the estimates and observations is calculated for the ML algorithms trained by the data set that does not include any station among all those in the training set. The expected numbers of train and test data are 3227 (approximately 94%) and 233 (approximately 6%), respectively. The fifteen models were trained, and their performances were evaluated using the test data set. The RMSEs without each station are calculated, and average value of these RMSEs is the criterion for measuring appropriateness of the hyperparameters. The results of the LOOCV are presented in Figure 2. The optimal numbers of the tree for the RF and GBM are 380 and 4200, respectively; any numbers greater than these do not lead to significant improvements in increasing the performance of the RF and GBM. The optimal number of hidden nodes for the ELM is 950. These numbers are used for the hyperparameters of ML algorithms.

QPE models are built for five case studies. The first case study uses all data including the four precipitation events. The other case studies built QPE models for each of the precipitation events. The first case study was carried out to evaluate the overall performances of the QPE models constructed. The results of the other case studies may provide detailed examinations of the performance of the different rainfall events. The RMSE, Pearson correlation, mean absolute error (MAE), mean bias (MBias), and relative root-mean-square error (RRMSE) are employed as evaluation criteria. Equation (7) gives the equation of the RMSE:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (E_i - O_i)^2},$$

where $E_i$, $O_i$, and $n$ are $i$th radar estimation, $i$th observed precipitation data point, and the number of data points, respectively. The correlation can be calculated using the following equation:

$$correlation = \frac{\sum_{i=1}^{n}(E_i - \bar{E})(O_i - \bar{O})}{\sqrt{\sum_{i=1}^{n}(E_i - \bar{E})^2 \sum_{i=1}^{n}(O_i - \bar{O})^2}},$$

where $\bar{E}$ and $\bar{O}$ are the means of the radar estimates and observed precipitation data, respectively. MAE, MBias, and RRMSE equations are given in equations (9)–(11), respectively.

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |E_i - O_i|,$$

$$MBias = \frac{1}{n} \sum_{i=1}^{n} (E_i - O_i),$$

$$RRMSE = \frac{RMSE}{\bar{O}} \times 100.$$

### 5. Results

#### 5.1. Overall Performance of the QPE Models

The overall performances of the constructed QPE models are evaluated using rainfall and radar data for all the events. The training and test data sets are constructed from the data set that included all the rainfall events. Evaluation criteria for the constructed QPE models are applied to the test data set. Results of evaluation criteria are presented in Figure 3. The ML-based models lead to lower RMSEs than ZR relationship-based models.

When the number of input variables increases, the RMSE becomes smaller. For the ZR relationship-based models, RMSEs of ZR-L1-based models are smaller than those of ZR-L0-based models. The result means that usage of lag-data may provide more information onto QPE of the employed radar data. Models that include all the available input variables lead to lowest RMSE values. The second lowest RMSE is observed for models that use Z and DR as input variables. Models using DR and KD lead to the largest RMSE. Based on RMSE, the ELM5 (using Z, DR, and KD) is the best model for QPE of the radar data. Correlation results are similar to the results of the RMSE. The ML-based models give larger correlations than ZR relationship-based models. For correlation, the cases using all input variables provide the largest correlation values. Based on MAE, models using Z and DR as input variables lead to the smallest MAE. The best model based on MAE is the ELM2 (using Z and DR). Based on MBias, ZR-L0-based models are the best models, with an MBias close to zero. Estimations by ZR-L1-based models have positive biases except for the ZR4-L1, while those of ML-based models have negative biases. RMSEs of all employed QPE models are larger than 100%. Based on the RRMSEs, the ELM is the best model for QPE of radar data. The second best model is the RF.

Estimation-verse observation plots are presented in Figure 4. Rainfall rate estimations are underestimated for large amounts of rainfall rates (larger than 40 mm/h). These underestimations for large amount of rainfall rate are clearly observed in the results of ZR-L0-based models.
Figure 2: Leave-one-out cross-validation results of hyperparameters for the random forest (the number of trees), stochastic gradient boosted model (the number of trees), and extreme learning machine (the number of hidden nodes) models. The red circles indicate the selected optimal points of the employed hyperparameters based on the root-mean-square error. LOOCV results of (a) RF, (b) GBM, and (c) ELM.

Figure 3: Continued.
Mbias of ZR-L0-based models is close to zero. To meet the value of Mbias estimate, rainfall rate estimations for small and medium amounts of rainfall rates are overestimated. Mbias of ZR-L1-based models have positive values, and estimations are underestimated for large amount of precipitation, which indicates that a large overestimation occurs for a small amount of precipitation. These overestimations also are observed in Figure 4. The ELM5 leads to the best estimation performance in Figure 4. Circles by the ELM5 are located closer to the diagonal line than other models, while ZR3-L1

Figure 3: (a) Root-mean-square error (RMSE), (b) correlation (COR), (c) mean absolute error (MAE), (d) mean bias (Mbias), and (e) relative RMSE (RRMSE) of rainfall rate estimations by the tested quantitative precipitation estimation models for all rainfall events studied.
and GBM5 models seem to provide poor performances. The circle distribution for these models is L-shaped (orthogonal shape) in Figure 4.


Parameters of ZR relationship differ depending on rainfall events characteristics. Hence, to obtain an accurate QPE, the QPE model should be built for every rainfall event. To investigate the applicability and performance of QPE models, all the tested QPE models are built using data from each precipitation event. RMSEs of the tested QPE models for single-rainfall events are presented in Table 4. ML-based models are selected for the best models based on RMSEs. For events #1 and #2, the ELM5 and ELM3 lead to the lowest RMSEs, respectively. Based on RMSEs, RF2 and RF5 lead to the best performance for events.

---

**Figure 4:** Plots of rainfall rate estimation versus observations for the models tested for all precipitation events studied. (a) ZR1-L1 (RMSE: 8.75, R: 0.58). (b) ZR2-L1 (RMSE: 8.87, R: 0.56). (c) ZR3-L1 (RMSE: 8.74, R: 0.58). (d) ZR5-L1 (RMSE: 8.86, R: 0.58). (e) ZR1-L0 (RMSE: 9.33, R: 0.47). (f) ZR2-L0 (RMSE: 9.36, R: 0.46). (g) ZR3-L0 (RMSE: 9.35, R: 0.47). (h) ZR5-L0 (RMSE: 9.37, R: 0.46). (i) RF1 (RMSE: 8.56, R: 0.6). (j) RF2 (RMSE: 8.26, R: 0.63). (k) RF3 (RMSE: 8.36, R: 0.62). (l) RF5 (RMSE: 8.18, R: 0.63). (m) GBM1 (RMSE: 8.38, R: 0.61). (n) GBM2 (RMSE: 8.43, R: 0.61). (o) GBM3 (RMSE: 8.38, R: 0.24). (p) GBM5 (RMSE: 8.43, R: 0.6). (q) ELM1 (RMSE: 8.37, R: 0.64). (r) ELM2 (RMSE: 7.99, R: 0.66). (s) ELM3 (RMSE: 8.33, R: 0.64). (t) ELM5 (RMSE: 7.91, R: 0.67).
### Table 4: Root-mean-square errors (RMSEs) of rainfall rates estimated by quantitative precipitation estimation models for selected rainfall events.

<table>
<thead>
<tr>
<th>Event no.</th>
<th>Model</th>
<th>Input variables</th>
<th>Z</th>
<th>Z, DR</th>
<th>Z, KD</th>
<th>DR, KD</th>
<th>Z, DR, KD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ZR-L1</td>
<td></td>
<td>11.97</td>
<td>11.91</td>
<td>11.98</td>
<td>18.12</td>
<td>11.92</td>
</tr>
<tr>
<td></td>
<td>ZR-L0</td>
<td></td>
<td>14.59</td>
<td>14.62</td>
<td>17.86</td>
<td>14.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td></td>
<td>11.29</td>
<td>11.30</td>
<td>11.01</td>
<td>15.52</td>
<td>11.20</td>
</tr>
<tr>
<td></td>
<td>GBM</td>
<td></td>
<td>11.05</td>
<td>11.05</td>
<td>11.03</td>
<td>16.33</td>
<td>11.06</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td></td>
<td>10.30</td>
<td>10.11</td>
<td>10.21</td>
<td>13.12</td>
<td>10.06</td>
</tr>
<tr>
<td>2</td>
<td>ZR-L1</td>
<td></td>
<td>5.39</td>
<td>5.26</td>
<td>5.40</td>
<td>7.00</td>
<td>5.30</td>
</tr>
<tr>
<td></td>
<td>ZR-L0</td>
<td></td>
<td>6.13</td>
<td>5.99</td>
<td>6.15</td>
<td>7.51</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td></td>
<td>5.25</td>
<td>5.16</td>
<td>5.14</td>
<td>6.34</td>
<td>5.10</td>
</tr>
<tr>
<td></td>
<td>GBM</td>
<td></td>
<td>5.08</td>
<td>5.16</td>
<td>5.07</td>
<td>6.53</td>
<td>5.15</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td></td>
<td>4.93</td>
<td>4.71</td>
<td>4.79</td>
<td>5.99</td>
<td>5.05</td>
</tr>
<tr>
<td>3</td>
<td>ZR-L1</td>
<td></td>
<td>3.33</td>
<td>3.33</td>
<td>3.33</td>
<td>3.57</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>ZR-L0</td>
<td></td>
<td>3.34</td>
<td>3.33</td>
<td>3.34</td>
<td>3.57</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td></td>
<td>3.47</td>
<td>3.17</td>
<td>3.43</td>
<td>3.54</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>GBM</td>
<td></td>
<td>3.33</td>
<td>3.31</td>
<td>3.35</td>
<td>3.48</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td></td>
<td>3.64</td>
<td>3.91</td>
<td>3.75</td>
<td>3.85</td>
<td>3.99</td>
</tr>
<tr>
<td>4</td>
<td>ZR-L1</td>
<td></td>
<td>2.88</td>
<td>2.86</td>
<td>2.88</td>
<td>3.24</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td>ZR-L0</td>
<td></td>
<td>3.05</td>
<td>3.02</td>
<td>3.05</td>
<td>3.26</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td></td>
<td>2.93</td>
<td>2.97</td>
<td>2.89</td>
<td>3.39</td>
<td>2.85</td>
</tr>
<tr>
<td></td>
<td>GBM</td>
<td></td>
<td>2.89</td>
<td>2.86</td>
<td>2.88</td>
<td>3.22</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td>ELM</td>
<td></td>
<td>2.91</td>
<td>2.90</td>
<td>2.90</td>
<td>3.08</td>
<td>2.89</td>
</tr>
</tbody>
</table>

Italicized numbers indicate the smallest RMSEs among those calculated during the same rainfall events.

#3 and #4, respectively. Overall, RMSEs of the models using Z and KD data are lower than those in the models using other input variable sets for event #2. For event #3, RMSEs of the models using Z and DR data are lower than the models using other input variable sets. Differences between RMSEs of ML and ZR relationship-based models are very small in event #4. Although RF5 is selected as the best model in the event #4 based on RMSEs, the difference between RMSEs of RF5 and ZR-L1 is 0.01. Practically, the performances of ZR-L1-based models are the best for event #4 based on RMSEs.

Table 5 presents the correlations of the tested QPE models for single-rainfall events. The correlations of the QPE models for events #1 and #2 are much larger than those for events #3 and #4. While the RMSEs of events #1 and #2 are larger than events #3 and #4, their correlations are higher than those of events #3 and #4. Results indicate that the QPE models lead to good estimation performance for heavy rainfall events. The largest correlation values are observed in ML-based models. ELM2 and ELM3 lead to the largest correlations for events #1 and #2, respectively. RF2 and RF5 provide the largest correlations for events #3 and #4, respectively. Results of MAE are similar to the results of RMSE. Based on MAE, ZR-L1, ZR-L0, GBM-, and ELM-based models lead to the best performance for events #1 to #4, respectively. Detailed MAE and MBias results are not contained in the current manuscript.

Table 6 presents the RRMSEs of the tested QPE models for single-rainfall events. The correlations of the QPE models for events #3 and #4 are smaller than those for events #1 and #2, unlike the results of RMSE and correlation. The smallest RMSEs for events #1 and #2 (heavy rainfall events) are 71.8% and 68.1%, respectively. For events #3 and #4 (light rainfall events), the smallest RMSEs are 60.6% and 63.0%,
respectively. Overall difference between the smallest RRMSEs of heavy and light rainfall events are approximately 10%. The difference between the smallest RMSE of heavy and light rainfall events is approximately 4.3 mm/hr. Because 4.3 mm/hr is larger than the smallest RMSE of event #3, the RMSE difference is relatively smaller than RMSE difference. The result indicates that the QPE models provide similar performances for heavy and light rainfall events based on RRMSE measures.

To evaluate the tested QPE models for single-rainfall events, rainfall rate estimation versus observation plots for event #1 and #4 is presented in Figures 5 and 6, respectively. The tested models excluding ZR-L0-based models lead to good estimation performances for event #1. Of the tested models, ELM5 gives the best estimation performance. Some circles are aligned to approximately 80 mm/h based on observations in Figure 5. This is a recurrent issue in QPE of rain radar data. When the observed rainfall rates are the same but the observed parameters of radar data are different, this phenomenon occurs. This result indicates that all tested QPE models cannot solve this issue. For event #4 in Figure 6, all the tested QPE models lead to poor performances of rainfall rate estimation. In the observed small magnitude of rainfall rates, the QPE models tend to overestimate rainfall rates. On the other hand, the QPE models provide an underestimation for the observed large magnitude of rainfall rates. Five lines are observed at approximately 3 mm/h, 6 mm/h, 9 mm/h, 12 mm/h, and 15 mm/h based on observations in all the subfigures presented in Figure 6. The observed rainfall depths for these small rainfall rates are 0.5 mm, 1 mm, 1.5 mm, 2 mm, and 2.5 mm, and their duration is 10 minutes. Because event #4 is light, a large number of small rainfall rates are observed. The phenomena wherein parameters of radar are different for the same amount of observed rainfall rate occur frequently. Due to this phenomenon, the tested QPE models show poor performances in event #4.

Radar rainfall rate fields for events #1 and #4 are illustrated to investigate the difference between ZR relation-and ML-based models in Figures 7 and 8. Figure 7 presents radar rainfall rate fields of event #1 at 20:10, 28th August 2018. The range of rainfall rates is from 0 to 100 mm/h for event #1. The ML-based QPE models provide larger magnitudes of rainfall rates for very small magnitudes of rainfall rates based on estimates by ZR2-L1. For heavy magnitudes of rainfall rates, estimates of all QPE models are similar. The GBM leads to the largest magnitude of rainfall rate estimation in Figure 7. Rainfall rate estimates on ground gauge stations for the ZR2-L1 are larger than those of ML-based models. Due to the high magnitude of rainfall rate at these points, the ZR2-L1 overestimates rainfall rate in Figure 3. In areas where there are no ground gauge stations, the ZR2-L1 estimates smaller rainfall rates than other models. Figure 8 presents radar rainfall rate fields of event #4 at 12:40, 8th November 2018. Rainfall rates range from 0 to 15 mm/h for event #4. Overall results of rainfall rate estimates by the tested models are similar to the results shown in Figure 7. The ELM leads to the largest magnitude of rainfall rate estimation.

6. Discussion

The comparison results of the ZR relationship- and ML-based models show that the application of ML algorithms can lead to an improvement in the QPE of radar data in the tested rainfall events. This result supports the notion that the ML algorithm could be used in the development of QPE models of radar data in South Korea. Increasing the number of variables for the input variables of the ZR relationship-based models results in very small improvements. In some events, this increment does not improve performances of QPE models. It can be inferred that Z is the most critical variable for the ZR relationship-based model. Additionally, the application of other variables is often an inefficient way to build the ZR relationship-based model.

The performances of the ML-based models improve when Z and additional variables such as DR and KD are applied as input variables. In particular, a combination of Z and DR for input variables of the ML-based models leads to a good QPE performance. Studies have reported that this combination leads to the best performance among combinations of Z, DR, and KD for the ZR relationship-based model [46, 47]. In many cases, application of DR, except for combinations of DR and KD, lead to a large improvement in the QPE using the ML-based model, unlike the ZR relationship-based model. The results imply that the ML-based models could consider other variables in QPE. Because the ML-based model can extract a large amount of information from the input variables and use this information in QPE of rain radar data, performances of the ML-based models may be better than those of ZR relationship-based models. Based on results of RMSE for individual events, the RF model with three variables provided the smallest RMSEs in events #2 and #4. Otherwise, RMSEs of other RF models were smaller than those of the RF model with three variables. In addition, there is a very small difference (0.06 mm/hr) between RMSEs of RF models with three variables and with Z and KD. The RF model with Z and KD is the best model when taking into consideration of parsimony for event #2. Hence, the RF model with three variables can be considered for suboptimal events #1, #2, and #3.

Computation times to build QPE models differ depending on the ML algorithms employed. RF has the shortest computation time, and its computation time with the data sets of all events is approximately 1 minute. The computation times of the GBM and ELM are approximately 7 minutes and 3 minutes, respectively. As the measuring interval of rainfall data is 10 minutes, the computation time should be shorter than 5 minutes. The RF- and ELM-based models proposed in the current study can be applied for QPE, but the GBM has to be modified before application.

Based on the results of this study, a comparison of the performances of the employed algorithms can be carried out. The ELM leads to the best performance for the case that includes all the events. For single events, the best algorithms are different. The ELM provides a good performance for heavy rainfall events, while the RF is considered a good algorithm for light rainfall events. The difference in performance between the RF and ELM is small in the light
rainfall events. Hence, the best ML algorithm for case studies performed in the current study is the ELM. Each ML algorithm tested in this study uses popular setting. The comparison results of the ML algorithm for QPE models can be altered by adopted setting and used data. For example, in this study, the CART is used for the decision tree in the RF. Other decision tree models can be used in the RF such as inference dichotomiser 3 and chi-squared automatic iteration detection. RF with other decision tree models can outperform to the ELM model for QPE in South Korea. Thus, the results in the current study should be restricted to these data sets and the ML algorithms with adopted setting. Variation of neural network models like artificial neural, recurrent neural, and deep neural networks may have a high applicability building QPE models of radar data in South Korea, because the ELM is developed based on a neural network. Additionally, enhancing the precision of rainfall gauges may lead to improvements in the performance of
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Figure 5: Plots of rainfall rate estimations versus observations of tested models for precipitation event #1. (a) ZR1-L1 (RMSE: 11.97, R²: 0.75). (b) ZR2-L1 (RMSE: 11.91, R²: 0.75). (c) ZR3-L1 (RMSE: 11.98, R²: 0.75). (d) ZR5-L1 (RMSE: 11.92, R²: 0.75). (e) ZR1-L0 (RMSE: 14.59, R²: 0.6). (f) ZR2-L0 (RMSE: 14.62, R²: 0.6). (g) ZR3-L0 (RMSE: 14.62, R²: 0.6). (h) ZR5-L0 (RMSE: 14.66, R²: 0.6). (i) RF1 (RMSE: 11.29, R²: 0.79). (j) RF2 (RMSE: 11.3, R²: 0.79). (k) RF3 (RMSE: 11.01, R²: 0.8). (l) RF5 (RMSE: 11.2, R²: 0.8). (m) GBM1 (RMSE: 11.05, R²: 0.8). (n) GBM2 (RMSE: 11.05, R²: 0.8). (o) GBM3 (RMSE: 11.03, R²: 0.42). (p) GBM5 (RMSE: 11.06, R²: 0.8). (q) ELM1 (RMSE: 10.3, R²: 0.83). (r) ELM2 (RMSE: 10.11, R²: 0.84). (s) ELM3 (RMSE: 10.21, R²: 0.83). (t) ELM5 (RMSE: 10.06, R²: 0.84).
QPE models for light rainfall events. Precision for some of the employed rainfall gauges is 3 mm/hr. Although this precision is good enough to measure rainfall rates for long duration or heavy rainfall events, it should be higher for estimating rainfall rates of light rainfall events. For example, when parameters of radar data for two points are different but their observed rainfall rates are the same, the QPE model has to fail estimations of rainfall rates at two points. If the precision of the rainfall gauge increases, the observed rainfall rates may be different and could result in a more accurate constructed QPE model. As shown in Figure 6, three lines can be observed in all the subfigures. Values of ground gauge for first, second, and third lines are 3, 6, and 9 mm/hr. These three lines indicate that the observed rainfall rates at ground gauge station are the same when the parameters of radar data are different. If precisions of these gauge stations become
better, these lines may be disappeared and the data points in the lines are dissipated. This dispersion of data points, caused by the high precision of measuring instrument, may lead to improvement of the performance of QPE models for light rainfall event.

The tested QPE models lead to good performances for heavy rainfall events but not for light rainfall events. This characteristic of QPE with rain radar data is also observed in this study. ML-based QPE models outperform ZR relationship-based models for events #3 and #4, albeit insignificantly. As mentioned above, the ML-based QPE models show good performances by efficiently extracting information from given radar data. If additional variables can be applied in QPE models, the performance of the QPE

Figure 7: Radar rainfall rate fields for four selected quantitative precipitation estimation models (ZR2–L1, RF3, GBM3, and ELM5) for event #1 (August 28, 2018; 20:10). (a) ZR. (b) RF. (c) GB. (d) EL.
model may improve, particularly for light rainfall events. Thus, various sets of input variables that are frequently used in conventional QPE algorithms should be tested for ML-based QPE models to improve the performance of QPE models for light rainfall events.

7. Conclusions
The applicability of three ML algorithms in QPE models is investigated using case studies of polarization radar data of four rainfall events from Gwangdeoksan radar station, Gyeonggi-do,
South Korea. Various combinations of input variable sets are also tested for QPE models. Conventional ZR relation-based models are also constructed and compared to ML-based models. In the current study, we reach the following conclusions:

1. ML algorithms can be applied to build a QPE model of polarization radar data. Overall, the ML-based QPE models outperform or are equal to ZR relationship-based models. ML algorithms can extract information from radar data more efficiently than the ZR relationship, which leads to an improvement in QPE of the radar data.

2. Application of the ML algorithms for QPE models improves rainfall rate estimations for heavy events in South Korea by far. The performances of the ML-based QPE model are significantly improved based on performances of ZR relationship-based models for heavy rainfall events. This improvement will be helpful in modeling floods and forecasting flash floods.

3. ELM algorithm may be the best ML algorithm among the tested ML algorithm with the adopted setting for QPE models of radar data in South Korea. Overall, the ELM outperforms other tested QPE models in QPE of radar data employed in the current study. Based on evaluation results of single-rainfall events, the ELM also leads to the best performance in two heavy rainfall events. Although the ELM is not the best QPE model for the two light rainfall events, the performances of QPE models using ELM are comparable to other QPE models.

In the current study, four rainfall events in 2018 were employed to evaluate the applicability of ML algorithms for the QPE model of polarization radar data as the radar instrument in Gwangdeoksan radar was updated. Future rainfall events should be included in data sets to further investigate the applicability and characteristics of ML algorithms in the QPE of polarization radar data in South Korea. In addition, the applicability of ML algorithms for QPF should be examined. Because ML algorithms show high applicability in QPE, they make good candidates for modeling functions between radar data and QPF.
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