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In this study, a convection nowcasting method based on machine learning was proposed. First, the historical data were back-calculated using the pyramid optical flow method. Next, the generated optical flow field information of each pixel and the Red-Green-Blue (RGB) image information were input into the Convolutional Long Short-Term Memory (ConvLSTM) algorithm for training purposes. During the extrapolation process, dynamic characteristics such as the rotation, convergence, and divergence in the optical flow field were also used as predictors to form an optimal nowcasting model. The test analysis demonstrated that the algorithm combined the image feature extraction ability of the convolutional neural network (CNN) and the sequential learning ability of the long short-term memory network (LSTM) model to establish an end-to-end deep learning network, which could deeply extract high-order features of radar echoes such as structural texture, spatial correlation, and temporal evolution compared with the traditional algorithm. Based on learning through the above features, this algorithm can forecast the generation and dissipation trends of convective cells to some extent. The addition of the optical flow information can more accurately simulate nonlinear trends such as the rotation, or merging, or separation of radar echoes. The trajectories of radar echoes obtained through nowcasting are closer to their actual movements, which prolongs the valid forecasting period and improves forecast accuracy.

1. Introduction

Convection nowcasting refers to the short-term forecasting of the convective weather system and the catastrophic convective weather they may produce, up to 0–6 hours beyond the current observation time. At present, convection nowcasting based on radar data mainly involves thunderstorm identification, tracking, and automated extrapolation techniques [1], e.g., the centroid tracking method [2–4], the tracking radar echo by correlation (tREC) method [5–7], and the optical flow method [8–13].

The centroid tracking method can only be used for convective precipitation systems, while the TREC method can also track the layered cloud precipitation system. When faced with a fast-changing strong convective precipitation system, the TREC failure rate increased significantly [13]. Optical flow is a dense field of displacement vectors which defines the transition of each pixel in a region. It is computed using the brightness constraint, which assumes brightness constancy of corresponding pixels in consecutive frames. Thus, optical flow is commonly used as a feature in motion-based segmentation and tracking applications [10]. These advantages can solve the shortcomings of both the centroid tracking and TREC methods to some extent. However, the success of optical flow based methods is limited because it does not consider the physical meaning of radar echo development. As such, it is challenging to predict short-term local convection with rapid generation or extinction [14, 15].

The traditional optical flow method is only applicable to small movements of image features, although the pyramid delaminating technique can improve the calculation accuracy and convergence speed of this technique [16–18]. According to [19], even though the pyramid optical flow method has advantages in forecasting the convective radar echoes, it can only track echo characteristics that already exist in an image and cannot predict either the generation or dissipation of echoes. In addition, since atmospheric motion often exhibits highly nonlinear and random disturbance
behavior, the optical flow method is insufficient over a short valid forecasting period (0–6 h).

Traditional image recognition processing requires manually setting specific features such as the shape, length-width ratio, and area of a connected region in order to extract the desired information; occasionally all of the pixels in an image are used as the basic information for classifier training and classification. The former cannot guarantee the successful extraction of relevant or significant features, while the latter tends to introduce a great deal of redundant information.

Inspired by the cognitive mechanism of biological natural vision, Hubel and Wiesel [20] found that a unique network structure can effectively reduce the complexity of neural network structure and proposed the concept of the convolutional neural network (CNN). The CNN effectively solved the forecasting problem of the traditional fully connected network algorithm via local connectivity, parameter sharing, and downsampling. Specifically, with local connections, each neuron is not connected to every neuron in the upper layer, effectively reducing the amount of parameters during training. Each group of connections shares the parameter of convolutional kernel, which reduces the amount of training required and accelerates the training speed. The pooling method used for downsampling greatly reduces the feature dimensions and amount of calculation and avoids overfitting. Compared with other neural networks, the CNN shows superior performance in automatically extracting the salient features of an image [21–23]. Liu et al. [24] used the CNN technology to extract extreme weather events (tropical cyclones, atmospheric rivers, and frontal activities) from climate datasets and obtained meaningful results.

Another neural network method is the recurrent neural network (RNN), which is applicable to data with time series features [25–27]. During the actual training process, gradient disappearance and explosion occurred sometimes. To solve these problems, a more complex RNN named long short-term memory network (LSTM) was proposed in [28]. Using LSTM, the medium- and long-term data information of a time series can be well-preserved. It is advantageous to train and model meteorological data with time series characteristics and to conduct forecast research using the LSTM. Akram and El [29] used 15 years of hourly weather data to train the multilayer LSTM model and to forecast meteorological conditions out to 24 and 72 hours. They found that the LSTM can forecast general weather variables with a better accuracy.

The CNN and LSTM are suitable for extracting spatial features and processing time series, respectively. A technique for integrating the two is worth exploring, in order to learn and train datasets with spatial and temporal features more efficiently. Since short-term nowcasting based on radar echoes is a forecasting problem that involves sequences of both spatial and temporal features, Shi et al. [14] proposed the ConvLSTM algorithm, based on both the CNN and LSTM. In the ConvLSTM, on the basis of the traditional LSTM, the convolutional structure was added to each LSTM unit. Compared with the traditional LSTM, this hybrid network has a greater ability to extract the spatial features of radar echoes. By using three-dimensional radar data, Kim et al. [30] applied ConvLSTM to predict the rainfall amount, and the results show that the ConvLSTM is better than FC-LSTM and linear regression.

Although the ConvLSTM algorithm performs well in convection nowcasting based on the training and learning of evolutionary patterns of the radar echoes using historical data, it lacks of dynamic field data (such as U,V wind field) in the input predictors that may be one of the potential factors to the generation or dissipation of echoes. In this paper, we simulate the nearly ideal background wind field (U,V) obtained from radar data using the optical flow method. Two components of background wind field (U,V) and three channels of Red-Blue-Green images of radar echoes are taken as 5 forecasting factors of ConvLSTM. As the results shown below, it will confirm that the new model performs better than the optical flow method. The present paper is organized as follows. In Section 2, a brief description of the machine learning system and the materials and methods are provided. Results of two cases are presented in Section 3, followed by a summary and conclusion in Section 4.

2. Data and Methodology

In this study, Henan Province in China is selected as the area of interest and the radar data from 2016 to 2017 are used. Based on the Red, Green, and Blue (RGB) image information of the radar images, the improved machine learning algorithm was used to study the nowcasting technique of convective echoes, by which we provide a technical support for nowcasting and early warning of severe convective weather.

2.1. Data Processing. The monitoring data collected by 8 radars (Figure 1) located in Zhengzhou City, Luoyang City, Puyang City, Sanmenxia City, Pingdingshan City, Shangqiu City, Nanyang City, and Zhumadian City in Henan Province were selected. After nonmeteorological clutter had been filtered, beam blockage compensated, and frequency attenuation corrected [31–33], the nearest-neighbor and vertical linear interpolations were applied in the radial and azimuthal directions [34, 35] in order to transform polar coordinates into grid points. Thereafter, the exponential weight function method was utilized to process the radar data from different scanning modes, different bands, and different generation times into data in a 3D Cartesian coordinate system of unified observation time and resolution, resulting in a CAPPI composite map consisting of 31 contour planes on the same base map. The vertical extension height is 18 km and the vertical grid spacing (Δz) is 0.25 km below a height of 3 km and stretches to 0.5 km up to 9 km, after which Δz remains constant at 1 km. The horizontal spacing and time resolution are, respectively, 0.01° and 6 min. The maximum of 31 levels of CAPPI is then mapped to the same layer to obtain the combined reflectivity, which is used as the input radar images to optical flow and ConvLSTM.
In order to make the model more generalized, data of nonsevere and severe weather were both included in the training dataset to learn the evolution characteristics of echoes under various weather conditions. This experiment selected volumetric data of the radars composite from May 2016 to April 2017 for each two consecutive hours. A total of 50,000 samples were used as data sets, 80% of which were used as training sets and 20% as test sets. The first 5 radar images (30 minutes) of radar echo image at each initial time were used as input data and the next 20 images (2 hours) as output. Due to the low proportion of strong convective weather in the sample set, the sample equalization (i.e., resample and data-augmentation technologies) was processed to make the proportion of samples in each batch more balanced. Then, about 5,000 samples selected from May to August 2017 were used as test sets to evaluate the forecasting ability of the model, and 7 strong weather events (Table 1) were selected from the test sets as case studies. Only radar echoes greater than 10 dBZ were considered for the evaluation of echo prediction bias, while echoes greater than 35 dBZ were considered for prediction accuracy and positional deviation.

2.2. Nowcasting Based on Machine Learning. In convection nowcasting, the pyramid delaminating technique [18] was used to classify and preprocess the mosaic radar data. During the process, the dense optical flow method was applied to calculate and track the evolution of each pixel in the network data in order to obtain the dense optical flow field. Feature points were selected from the strong convective cells, and the pyramid delaminating technique was utilized to reduce the dimensions in order to obtain the top-level wind field information satisfying the assumptions of the optical flow method. Through hierarchical iteration from the top to the bottom layers of the pyramid, the sparse optical flow field of the feature points of the severe convective cells in the network data was obtained and then the dense optical flow field was corrected. Finally, a corrected optical flow field, the background horizontal wind field \((U,V)\), was generated.

The CNN structure in the ConvLSTM includes a convolutional layer, a downsampling layer, and a fully connected layer, among which the convolutional and downsampling layers may have a multilayer structure (deep convolutional). The convolutional and downsampling layers were not connected one by one. The next sampling layer could be connected after multiple convolutional layers in order to extract features of the output image in each dimension. With the output feature of the convolutional layer as the input, the fully connected layer acted as a classifier. Compared with the traditional recurrent neutral network (RNN), LSTM introduces three kinds of gate structures (forget gate layer, input gate layer, and output gate layer) to protect and control information. The first thing that LSTM has to solve is to decide which information to pass through this neuron, which is done by the forget gate layer. The input gate layer determines how much information needs to be saved to the current state at the current moment. After the selective memory and update steps, the output gate layer determines the information passed to the next neuron. The convolution kernel only needed to establish full-connection sampling for the local area of the image to extract the underlying information, including local information such as edges and corner points. Through the weight-sharing mechanism, a convolution kernel that had been trained based on a particular characteristic could complete the resampling of similar characteristics for the entire image [36]. Following convolution training, the image features were used as the information to be input into the LSTM. This information was protected and controlled through point-by-point multiplication, as well as the sigmoid activation function [28] of gate structure of the LSTM, so as to finally obtain the extrapolation nowcasting results of the radar reflectivity factor within 0–2 h.

Figure 2 shows the short-term nowcasting process based on pyramid optical flow and ConvLSTM machine learning. The main steps are summarized as follows:

Step 1. Optical flow field computation: the sparse and dense optical flow fields were obtained after preprocessing the mosaic radar data using the pyramid optical flow method. The dense optical flow field was calculated and tracked from every pixel of the radar data, while the sparse optical flow field was only obtained from pixels of the strong convective cells. Therefore, we correct the dense optical flow field with the sparse optical flow field to obtain a more accurate background wind field \((U,V)\).

Step 2. Model configuration: we developed a ConvLSTM that has 3 ConvLSTM2D layers with 40 units in each layer. The ConvLSTM2D layer is an extension of the FC-LSTM layer, which replaced fully connected structures to convolutional structures in both the forget gate and input gate of LSTM.

Step 3. Model training: the input data of ConvLSTM, which is extracted from 5 radar images in the past 30
2. Measures of Model Skill. In this study, the value of 35 dBZ is taken as the test threshold. To quantitatively describe the position, intensity, and valid period of the forecasted radar echoes, the resulting echoes were compared to the observed grid point by grid point. Considering the impact of the wind field, each grid point of the forecast field and its adjacent $3 \times 3$ grid point area were compared in the actual assessment. Both magnitudes, bias and forecast accuracy, were tested; ratio bias (BIAS), root-mean-square error (RMSE), and error of mean (EM) were used as magnitude bias indicators, and probability of detection (POD), false alarm ratio (FAR), critical success index (CSI), and correlation coefficient (CC) were used as forecast accuracy indicators. The specific equations are as follows:

- **Probability of Detection (POD)**
  \[ POD = \frac{TP}{TP + FN} \]

- **False Alarm Ratio (FAR)**
  \[ FAR = \frac{FP}{FP + TN} \]

- **Critical Success Index (CSI)**
  \[ CSI = \frac{TP}{TP + FP + FN} \]

- **Correlation Coefficient (CC)**
  \[ CC = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}} \]

- **Ratio Bias (BIAS)**
  \[ BIAS = \frac{TP - FN}{TP + FN} \]

- **Root-Mean-Square Error (RMSE)**
  \[ RMSE = \sqrt{\frac{1}{n} \sum (x_i - y_i)^2} \]

- **Error of Mean (EM)**
  \[ EM = \frac{1}{n} \sum |x_i - y_i| \]
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POD = \frac{NA}{NA + NC}

FAR = \frac{NB}{NB + NC}

CSI = \frac{NA}{NA + NB + NC}.

\text{CC} = \frac{\sum_{i,j}^{n}(g_{i,j} - \bar{g}_i)(r_{i,j} - \bar{r}_i)}{\sqrt{\sum_{i,j}^{n}(g_{i,j} - \bar{g}_i)^2} \sqrt{\sum_{i,j}^{n}(r_{i,j} - \bar{r}_i)^2}}.

(1)

The explanations of verification index (NA, NB, and NC) are listed in Table 2. If the actual grid point value and the forecasted grid point value were both greater than the threshold value, then the grid point was considered to be a successful forecast (NA). If the actual grid point value was greater than the threshold, while the forecasted grid point value was less than the threshold, then the point was considered to be a missed forecast (NC). If the actual grid point value was less than the threshold, while the forecasted grid point value was greater than the threshold, then the point was considered to be a false forecast (NB).

2.4. Computational Platform. A C++ and Python mixed programming of optical flow method and ConvLSTM model was performed on a computer with 2 Intel Xeon E5-2650V3 CPUs (12 cores) and 2 NVIDIA GEFORCE GTX TITAN X GPUs, and the running efficiency of both algorithms is satisfied. For instance, the preprocessesing of 8 radars’ data cost approximately 45 seconds. The calculation time of optical flow for each single radar composite image every 6 minutes is within 10 seconds. Although training the ConvLSTM model needs a relatively long time for about 30 hours, the extrapolation time for 2 hours took only 120 seconds after training. Thus, both two nowcasting algorithms in this paper can complete a single computation in 5 minutes.

3. Results

Seven severe convective weather events from May to August 2017 were selected for testing and analyzing nowcasting results based on the model in this study. The selected cases are listed in Table 1. A more in-depth analysis was done with the events on July 14 and August 1.

3.1. Comprehensive Assessment. Figures 3 and 4 show the test results of optical flow and ConvLSTM for the 2 forecasts starting at 1100UTC July 14 2017, and 0400UTC August 1 2017, respectively. Figures 3(a)–3(c) show the comparison of average forecast bias of radar echoes greater than 10 dBZ within 2 h between optical flow and ConvLSTM. For ConvLSTM, the BIAS was maintained near 1, the absolute value of the EM was within 0.5, and the RMSE was kept within 7 dBZ, whereas the RMSE of optical flow was 1-2 dBZ higher than ConvLSTM on average. The similar results can also be seen from Figures 4(a) and 4(c), indicating a more accuracy in the extrapolation of radar echo location and strength in ConvLSTM. According to the average forecast bias of strong echoes greater than 35 dBZ in Figures 3(b) and 3(d), the forecast accuracy of two algorithms both decreased as the valid forecasting period increased. The POD, CSI, and CC of ConvLSTM show a change range of 0.73 to 0.28, 0.65 to 0.21, and 0.96 to 0.61, respectively, while the same indicators of optical flow show a range of 0.58 to 0.14, 0.52 to 0.13, and 0.91 to 0.43, respectively. From the comparison of Figures 4(c) and 4(d), the result of optical flow method shows a faster descent curve of POD, CSI, and CC than ConvLSTM as well. The results indicate that the average forecast bias of strong echoes of ConvLSTM was less than optical flow within the 2 h valid forecasting period.

Based on the 7 selected weather phenomena listed in Table 1, more than 20 forecast-initiation events were chosen for each process, resulting in a total of more than 150 forecast-initiation events. The TREC, optical flow, and ConvLSTM machine learning proposed in this study were used to conduct 0–2 h extrapolation forecasts on the selected forecast-initiation events. According to the average test results (Table 3), compared with the TREC extrapolation method, both the optical flow method and the ConvLSTM extrapolation method proposed in this study achieved qualitative improvements in forecast accuracy and correlation, as well as precision of forecast position and intensity. The average accuracy improved by more than 30%, illustrating the advantage of the nonlinear extrapolation method. The ConvLSTM method with pyramid optical flow field information further improved forecast accuracy compared with the optical flow method, reflecting the learning ability of the machine learning method.

3.2. Case Analysis

3.2.1. Case 1. Influenced by cyclonic vortex shear, there were thunderstorms in the northern and central parts of Henan Province on July 14-15, 2017, accompanied by strong convective weather such as lightning, strong wind, and heavy rainfall. During this event, echoes developed rapidly, lasted for an extended period, and exhibited a wide range of influence. However, the convective system was scattered and new echoes were constantly being generated, making it difficult to conduct an early-warning forecast of short-term heavy rainfall and thunderstorms.

Figures 5(a) and 5(c) show the convective echoes intensity and movement from 1100UTC–1300UTC. The convective echoes generally moved eastward, although the
The speed of echo movement varied from region to region. The echoes in the central and southern areas moved relatively faster, whereas the echoes in the northern region propagated more slowly. The convective clouds in the northern region were generated at 1100 UTC and tended to decay by 1254 UTC, while the clouds in the south area evolved from stratified mixed clouds into strong convective clouds during this period. It can be seen from Figures 5(b) and 5(d) that based on the composited radar echo data of the 2.5 km height layer of the front and rear frames, the horizontal moving speed of the radar echo obtained using the pyramid optical flow technique has certain indication significance for the radar intensity change trend. The cloud system in the north had a low inversion wind speed and was divergent, whereas in the south, the northwest wind had a high speed and the wind field was characterized by obvious convergence, which was consistent with the variation pattern of the echoes, that is, moving quickly and being generated in the south while moving slowly and dissipating in the north.

The timing when numerous convective echoes initiated (i.e., 1100 UTC July 14) was selected as the onset time for the 0–2 h extrapolation forecast. Figure 6 shows the echo forecast based on optical flow and machine learning. The forecasting start time was 1100 UTC July 14, 2017, and the valid periods of the forecast were the next 30, 60, 90, and 120 minutes. Comparison of the distribution of ConvLSTM forecasted echoes and the corresponding real-time radar echoes shows that the forecasted position and shape of the echoes over the 2 hour forecast period were in good agreement with the actual weather conditions. The forecasted echoes in southern Henan Province developed faster.

**Figure 3:** Forecast bias and forecast score for 2 hours starting at 1100 UTC July 14, 2017: (a, b) the results of the ConvLSTM method; (c, d) the results of the optical flow method.
to the east with the increase of deviation degree and the valid forecasting period; the maximum amount of deviation can be controlled to a range of 0.03–0.05 (about 3–5 km). Based on the echo intensity, the characteristics indicating the evolution of the stratiform cloud system into the convective cloud system failed to be predicted, although they were reflected in the dissipation process of convective cells in the north, and there were similar forecasts of the evolution of

Table 3: Results of the comprehensive assessment.

<table>
<thead>
<tr>
<th>Forecast method</th>
<th>Valid period of forecast (min)</th>
<th>POD</th>
<th>CSI</th>
<th>CC</th>
<th>Forecast centroid deviation (km)</th>
<th>RMSE (dBZ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC</td>
<td>60</td>
<td>0.291</td>
<td>0.254</td>
<td>0.489</td>
<td>18.1</td>
<td>21.5</td>
</tr>
<tr>
<td>Optical flow method</td>
<td></td>
<td>0.482</td>
<td>0.428</td>
<td>0.728</td>
<td>12.8</td>
<td>15.3</td>
</tr>
<tr>
<td>Machine learning method</td>
<td></td>
<td>0.544</td>
<td>0.465</td>
<td>0.821</td>
<td>11.3</td>
<td>12.9</td>
</tr>
<tr>
<td>TREC</td>
<td>120</td>
<td>0.182</td>
<td>0.114</td>
<td>0.320</td>
<td>27.5</td>
<td>28.4</td>
</tr>
<tr>
<td>Optical flow method</td>
<td></td>
<td>0.216</td>
<td>0.195</td>
<td>0.466</td>
<td>17.8</td>
<td>20.3</td>
</tr>
<tr>
<td>Machine learning method</td>
<td></td>
<td>0.383</td>
<td>0.287</td>
<td>0.513</td>
<td>17.1</td>
<td>15.8</td>
</tr>
</tbody>
</table>

Figure 4: Forecast bias and forecast score for the 2 hours starting at 0400UTC August 1 2017: (a, b) the results of the ConvLSTM method; (c, d) the results of the optical flow method.
Figure 5: Evolutionary characteristics of the composite reflectivity (a, c) and wind field (b, d) at 1100UTC and 1254UTC July 14 2017.

Figure 6: Continued.
3.2.2. Case 2. Affected by the westward movement of the inverted trough of Typhoon Haitang, on August 1, a spiral-shaped strong convective system moving from east to west developed in Henan Province. Of strong intensity and long duration, this system brought a wide range of heavy rainfall to the eastern part of Henan Province, with a heavy rainstorm occurring in the northeastern area. As shown in Figure 7, the spiral cloud band of the typhoon was moving into Henan Province while failing to predict its weakening. However, the traditional optical flow method failed to predict the weakening of echoes in northern Henan Province while failing to predict its weakening. For this case, the traditional optical flow method only predicts the strong echo in southern and central Henan Province. During the development of this cloud system, in addition to the echo forms changing significantly, there was also the generation and dissipation of convective cells, occurrences that were reflected in the extrapolation algorithm proposed in this study. This also illustrates the improvement of this method compared with the traditional extrapolation method. With machine learning and the pyramid optical flow method, the convergence and divergence characteristics of the wind field can be accurately described, indirectly reflecting upward and downward air motions. Therefore, not only can this method accurately forecast the position and shape of radar echoes, but it can also forecast the generation and dissipation of local convection.

At 0400 UTC, when the convective system became mature, the 0–2 h extrapolation forecast started. Figure 8 shows the distribution of the forecasted radar echoes and the corresponding actual radar echoes for the next 30, 60, 90, and 120 min, starting at 0400 UTC August 1, 2017. Due to the concentrated nature of the convective system during this period, the forecasted shape and position of the echoes of ConvLSTM method in the 2 h forecast window were highly consistent with the actual radar echoes. The shape and movement trends of the convective cloud clusters in the stratiform cloud system were also accurately captured. In particular, the strong echoes rotating into the eastern part of the system could be predicted. However, the traditional optical flow method failed to predict the weakening of echoes in southern and central Henan Province, and the strength of forecasted strong radar echo in northern Henan Province.
Figure 7: Evolutionary features of the composite reflectivity (a, c) and the wind field (b, d) at 0400UTC and 0554UTC August 1 2017.

Figure 8: Continued.
Province was also weaker compared with observation. The above results indicate that the learning ability of the algorithm proposed in this paper has significant advantages over the traditional extrapolation algorithm. The central portion of the forecasted echoes gradually dissipated, and the southern section became separated, which agreed with the evolution of the actual radar echoes. However, the dissipation and separation speeds of the forecasted echoes were slower than those of the observed radar elements. Therefore, even with the optical flow field information added to the machine learning training set, the ability of the proposed method to separate, combine, and forecast convective systems still has a room for significant improvement.

4. Conclusions

Our experimental results demonstrated that the global optical flow field generated by pyramid delaminating technique can better reflect the movements of radar echoes, including nonlinear motions such as rotation, convergence, and divergence of local radar elements. By adding the background horizontal wind field (U,V) and Red-Green-Blue (RGB) image information to the ConvLSTM extrapolation nowcasting model, the forecast accuracy of echo position and intensity was further improved and the generation, dissipation, and merging of convective cells were also better identified.

Compared with the TREC method in business application, the machine learning method achieved qualitative improvements in forecast accuracy and correlation, as well as precision of forecast position and intensity. Moreover, the machine learning method also effectively eliminates the false merging of convective cells and improves the accuracy of convective cell recognition. Compared with the traditional optical flow method, the extrapolation of machine learning method is closer to the actual trajectory of radar echoes, especially in the case of cyclonic systems, for which the rotation vectors and curve movement trajectories can be generated.

As for scattered convective weather, the valid forecasting period of ConvLSTM for fast-developing convective cells is relatively short, ranging from 30–60 min. When it comes to systematic convective weather covering a broad expanse, with long system duration and complete echo structure, the ConvLSTM machine learning method has a greater learning capacity and higher forecasting accuracy than the traditional method [4, 37, 38].
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