Comparison of the Atmospheric 200 hPa Jet’s Analyses between Proper Orthogonal Decomposition and Advanced Dynamic Mode Decomposition Method
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In this paper, a frequently employed technique named the sparsity-promoting dynamic mode decomposition (SPDMD) is proposed to analyze the velocity fields of atmospheric motion. The dynamic mode decomposition method (DMD) is an effective technique to extract dynamic information from flow fields that is generated from direct experiment measurements or numerical simulation and has been broadly employed to study the dynamics of the flow, to achieve a reduced-order model (ROM) of the complex high dimensional flow field, and even to predict the evolution of the flow in a short time in the future. However, for standard DMD, it is hard to determine which modes are the most physically relevant, unlike the proper orthogonal decomposition (POD) method which ranks the decomposed modes according to their energy content. The advanced modal decomposition method SPDMD is a variant of the standard DMD, which is capable of determining the modes that can be used to achieve a high-quality approximation of the given field. It is novel to introduce the SPDMD to analyze the atmospheric flow field. In this study, SPDMD is applied to extract essential dynamic information from the 200 hPa jet flow, and the decomposed results are compared with the POD method. To further demonstrate the extraction effect of POD/SPDMD methods on the 200 hPa jet flow characteristics, the POD/SPDMD reduced-order models are constructed, respectively. The results show that both modal decomposition methods successfully extract the underlying coherent structures from the 200 hPa jet flow. And the DMD method provides additional information on the modal properties, such as temporal frequency and growth rate of each mode which can be used to identify the stability of the modes. It is also found that a fewer order of modes determined by the SPDMD method can capture nearly the same dynamic information of the jet flow as the POD method. Furthermore, from the quantitative comparisons between the POD and SPDMD reduced-order models, the latter provides a higher precision than the former, especially when the number of modes is small.

1. Introduction

With the rapid development of computer technology and continuous improvement of global observing system’s performance in recent decades, many new reanalysis datasets (also known as meteorological big data) from advanced operational and research centers are built, upgraded, and opened to the meteorology community. Nowadays, it is still a great challenge to gain maximum valuable information and find new motion mechanisms from reanalysis datasets using a new method or powerful algorithm, although many scientists have made much progress. It is very important to accurately describe and understand the structural changes and instability mechanisms of the complex atmospheric motion in both
operational numerical weather predictions and scientific researches [1]. However, in the instability analysis methods developed, when analyzing the stability of the atmospheric fluid motion, it is necessary to greatly simplify the Navier–Stokes equations of atmospheric motion or to calculate the inverse and eigenvalues of large matrices; it is well known that the process of calculations is complex and costly [2]. While reanalysis datasets are available, they can help us to get rid of this current dilemma. So, the objective of the study can be changed from the Navier–Stokes equations to high-resolution meteorological fields such as temperature, velocity, vorticity, etc., because of their accuracy and near realness. To gain a deeper understanding of the complex atmospheric fluid motion, modal decomposition methods can be utilized; among several methods, the Proper Orthogonal Decomposition (POD) and the Dynamic Mode Decomposition (DMD) have been widely used to study the dynamic mechanism of the flows in different applications [3, 4], except for the analysis of atmospheric reanalysis datasets.

The POD was introduced to the fluid dynamics community first by Lumley [5] as a mathematical technique to extract energetically and dynamically important features of the fluid flows that cannot be easily understood through direct inspection. The method itself also known as empirical eigenfunction decomposition (EOF) is applied to meteorological data [6]. In POD, the flow field is decomposed into spatial orthogonal basis functions (or modes), where the modes are arranged in terms of their energy content and truncated as required [7]. The POD method is easy to implement, and there is an explicit ranking criterion for the decomposed modes; thus, such technique has been extensively applied in numerous studies. For instance, several authors used the POD to extract coherent structures from the turbulent flows and oceanography [8–10]. Cazemier et al. [11] analyzed the flow in a cavity based on the POD. Perrin et al. [12] used POD to obtain phase averaged turbulence properties for flow past a cylinder. The orthogonal property of POD modes is useful for reconstructing the flow field which also has been shown in [13, 14]. However, the POD method is at its heart a second-order statistical method; value phase information is ignored, and the modes do not contain the dynamics encoded in the datasets. These problems can be overcome by the DMD method, which was recently developed by Schmid and Sesterhenn [15] as the basis of a Koopman spectral analysis of a dynamic system promoted by Mezić [16] and Rowley et al. [17] and has provided a compact and instructive manner for understanding the dynamic information of flow.

In DMD, the flow field is decomposed into a set of modes whose dynamics are governed by their corresponding eigenvalues, and the isolated eigenvalues define the temporal frequency and growth/decay rate of each mode [18]. DMD makes almost no assumptions about the underlying system; it is an equation-free and data-driven method and isolates dynamic mode with a particular frequency unlike the POD mode with mixed frequencies. Much of the recent work involving DMD has focused on its application in fluid mechanics. Schmid and Sesterhenn [15] applied the DMD method on both numerical and experimental data, in which the plane channel flow and a jet passing two cylinders are investigated. Rowley et al. [17] performed a DMD analysis on the jet in the crossflow, and two dominant shedding frequencies are found. Muld et al. [19] applied POD and DMD to extract the most dominant flow structures of a simulated flow in the wake of a high-speed train model. Other works combined the two decomposition methods shown by Schmid et al. [20] and Goza and Colonius [21]. In many situations, it can be difficult to determine which modes are the most dynamic relevant to the flow field in the standard DMD, as there is no explicit criterion to rank eigenvalue importance, unlike the POD modes are arranged according to their energy content. For example, spatial non-orthogonality of the DMD modes may introduce a poor quality of approximation of experimentally or numerically generated snapshots when only a subset of modes with the largest amplitude is retained [23]. And there are different rank criteria of DMD modes that have been produced [23, 24] and some improved variants of standard DMD have been proposed including optimized DMD [25] and gradient-based DMD [26] to solve the problem. To strike a balance between the quality of approximation (in the least-squares sense) and the number of modes that are used to approximate the given fields, in this paper, we focus on the advanced modal decomposition method SPDMD, first proposed by Jovanovic et al. [27]. SPDMD method attempts to keep a balance between the accuracy of the approximation and the number of modes used to reconstruct the flow fields, which is achieved by using a least-squares deviation norm (between the matrix of snapshots and the reconstructed data sequence using the DMD modes) augmented with a $l_1$-norm regularization term to specify the emphasis on the sparsity of the reduced-order model. The application of the SPDMD method to the analysis of the atmospheric motion flow field, especially the analysis of the weather system of a stratospheric jet, has not been reported publicly. In this paper, the SPDMD method is proposed to implement the instability analysis of the stratospheric 200 hPa jet using reanalysis datasets, which can gain many dynamical stable/unstable modes and to determine the modes that have the most profound influence on the jet flow. And the SPDMD reduced-order model is constructed based on the selected dynamical modes. Thus, the analysis of the whole flow field shows how to characterize the evolutions of several modes.

The remainder of this article is organized as follows. In Section 2, we recalled the principles governing the POD, DMD, and SPDMD methods and introduced the implementation of the POD and SPDMD algorithms for the stratospheric 200 hPa jet. The results and discussions of POD and SPDMD mode decomposition and reconstructions for the stratospheric 200 hPa jet are presented in Section 3. The paper ends with the conclusions in Section 4.

2. Materials and Methods

2.1. Proper Orthogonal Decomposition. Herein, a short review of the POD method is provided, whose details can be found in [28]. Considering the following dynamical system,

$$\frac{dx}{dt} = f(x, t; \eta), \quad (1)$$

Herein, a short re-
where \( x(t) \in \mathbb{R}^m \) is a vector representing the state of our dynamical system at time \( t \), \( \eta \) contains parameters of the system and \( f(\cdot) \) represents the dynamics. Generally, the dynamic system is often nonlinear, and the dimension of state \( x \) is typically quite large (\( m \gg 1 \)). In practice, we adopt a corresponding discrete-time system representation induced from the continuous-time dynamics of equation (1), as we are ultimately interested in analyzing the discrete-time data:

\[ x_{i+1} = F(x_i), \quad (2) \]

where map \( F \) advances the states forward every \( \Delta t \) in time according to the dynamical system, and the subscript \( i \) denotes the time index (\( i \in \mathbb{N} \)), so that \( x_i = x(i\Delta t) \).

In applications of POD to fluid flow, we start with the vector field \( \mathbf{x}(t) \) with its time-averaged value \( \overline{x}(t) \) removed, then collect a sequence of snapshots from the fluctuating component of the vector field \( \mathbf{x}'(t) \), and stack them into a matrix whose columns represent the individual data samples:

\[ \mathbf{X}' = [\mathbf{x}_1', \mathbf{x}_2', \ldots, \mathbf{x}_n'] \in \mathbb{R}^{m \times n}, \quad (3) \]

in which the snapshots are collected at times \( t_i \) from \( i = 1, 2, 3, \ldots, n \) for a total of \( n \) measurement times.

The POD method aims to seek the optimal set of basis functions that can best represent the given flow field data, which can be obtained by solving the following eigenvalue problem:

\[ C\varphi_j = \lambda_j\varphi_j, \quad (4) \]

where \( C \) is the covariance matrix of vector \( \mathbf{x}_i' \), which expresses the difference between any two snapshots:

\[ C = \sum_{i}^{n} \mathbf{x}'(t_i)\mathbf{x}'^T(t_i) = \mathbf{X}'\mathbf{X}'^T \in \mathbb{R}^{m \times m}. \quad (5) \]

The solution of equation (4) gives the orthogonal eigenfunctions \( \varphi_j \), called the POD modes, and the corresponding eigenvalues \( \lambda_j \) are real and describe the energy content of the coherent structure represented by the eigenfunctions \( \varphi_j \). The flow field snapshots can be represented as the linear combination of the POD modes \( \varphi_j \) with their corresponding expansion coefficients \( a_j \), where \( a_j \) can be obtained by projecting the snapshot onto the POD modes,

\[ a_j = \Phi^T\mathbf{x}_j', \quad j = 1, 2, 3, \ldots, n, \quad (6) \]

in which \( \Phi = [\varphi_1, \varphi_2, \ldots, \varphi_n] \).

Generally, only a subset of the POD modes retained to express the flow; the energy of these modes can be presented by \( E_{\text{POD}} \), defined as [29]

\[ E_{\text{POD}} = \frac{\sum_{j=1}^{r} \lambda_j}{\sum_{j=1}^{n} \lambda_j}, \quad (7) \]

where the total energy is normalized such that \( \sum_{j=1}^{n} \lambda_j = 1 \), and \( r \) is the number of the retained POD modes. In practice application, the truncated POD modes with energies that sum to 99% of the total energy are a plausible truncation.

With the determination of the relative important POD modes, the flow field can be represented in a reduced dimensionality:

\[ \mathbf{x}_j' \approx \Phi a_j, \quad j = 1, 2, 3, \ldots, r. \quad (8) \]

For practical applications, the decomposition can be carried out using the classical method or the snapshot method. In matrix form, the POD can be realized by the standard singular value decomposition (SVD) which is a robust approach to determine the POD modes [30]. In this paper, we use the SVD to implement the POD decomposition; the specific details are introduced below.

2.2. Computation of the Proper Orthogonal Decomposition

2.2.1. Preprocessing. In the field of atmospheric/marine science, whether the forecast field data generated by the high-resolution numerical forecasting model or the analysis field produced by the global variational data assimilation system, they are distributed in the regular space grid at regular intervals. And they only describe the state of atmospheric motion at a certain moment, that is, strictly speaking, an instantaneous state field (actually, the state changes little before and after the moment) which is equivalent to store using the camera after taking pictures of the atmospheric motion state. Therefore, it can be named as the atmospheric motion snapshot analogy to the concept of flow snapshot in fluid mechanics. Thus, in this paper, we use the modal decomposition methods to analyze the snapshots of atmospheric motion over some time.

Here, we collect data from a two-dimensional stratospheric jet flow velocity field \((u, v)\) and construct snapshot matrix \( \mathbf{X} \) in preparation to perform the modal decomposition analysis. The matrix \( \mathbf{X} \) is constructed by the velocity components \((u, v)\) of each measurement point of the \( M \) instantaneous stratospheric jet flow fields; each column of \( \mathbf{X} \) contains all the velocity data at each time instance; hence, the matrix \( \mathbf{X} \) is defined as follows:

\[ \mathbf{X} = \begin{pmatrix} u_1^1 & u_1^2 & \ldots & u_1^N \\ \vdots & \vdots & \ddots & \vdots \\ u_M^1 & u_M^2 & \ldots & u_M^N \\ v_1^1 & v_1^2 & \ldots & v_1^N \\ \vdots & \vdots & \ddots & \vdots \\ v_M^1 & v_M^2 & \ldots & v_M^N \end{pmatrix}, \quad (9) \]

where the apex \((1, 2, 3, \ldots, N)\) indicates the time number and the term \((1, 2, 3, \ldots, M)\) is the number of measurement points.

2.2.2. Implementation of POD. The key idea of the POD is to reduce the data dimensions by projecting high-dimensional data to a low-dimensional space while preserving the variation in the original variables as much as possible. It can be seen as an application of singular value decomposition
(SVD) in a finite-dimensional space, and a brief review of the algorithm is shown as follows.

1. Consider the given snapshot matrix \( X \in \mathbb{R}^{M \times N} \). Firstly, compute the mean flow \( \mathbf{X} = (1/N) \sum_{i=1}^{N} \mathbf{x}_i \) and the mean-subtracted snapshot matrix \( \mathbf{X}' = \mathbf{X} - \mathbf{X} \).

2. The snapshots matrix \( \mathbf{X}' \) can be decomposed with SVD as

\[
\mathbf{X}' = \Phi \Sigma \Psi^*,
\]

where \( \Phi \in \mathbb{R}^{M \times N}, \Sigma \in \mathbb{R}^{N \times N} \) and \( \Psi \in \mathbb{R}^{N \times N} \), matrix \( \Sigma \) holds the singular values \( \sigma_j \) (\( j = 1, 2, \ldots, N \)) along its diagonal, that define how much “energy” contained in this mode, and the asterisk denotes the its diagonal, that define how much “energy” contained in this mode, and the asterisk denotes the corresponding eigenvalue and provide time-evolving information of the flow field contained in the matrix \( \Psi \).

3. In practical applications, one usually retains \( r_{\text{POD}} \) several modes that capture 99% of the snapshots energy to achieve a high quality of model reduction, such that

\[
E_{\text{POD}} = \frac{\sum_{j=1}^{r_{\text{POD}}} \sigma_j^2}{\sum_{j=1}^{N} \sigma_j^2} \approx 99%.
\]

4. With the determination of the most important POD modes, the jet flow field can be represented only using the truncated modes, as follows:

\[
\mathbf{X} \approx \mathbf{X} + \sum_{j=1}^{r_{\text{POD}}} \mathbf{D}_j \sigma_j.
\]

To obtain the matrix \( \mathbf{D}_j \), we multiply the corresponding columns of \( \Phi \) and \( \Psi \) with an outer product. In MATLAB notation, the computation of \( \mathbf{D}_j \) is the following:

\[
\mathbf{D}_j = \Phi(:,j)\Psi(:,j)^T.
\]

2.3. Sparsity-Promoting DMD. In this section, we first give a brief overview of the Koopman operator theory, which is the basis for DMD analysis, and then describe the basic procedure for the standard DMD and sparsity-promoting DMD method; the latter one leads to an optimal selection of the original DMD modes.

First, we also consider the discrete-time dynamical system mentioned in Section 2.1, in equation (2)

\[
x_{i+1} = f(x_i).
\]

The Koopman operator \( K \) proposed by Koopman in 1931 is an infinite-dimensional linear operator that operates on any scalar-valued function \( g \) in the following manner:

\[
Kg(x) = g(F(x)).
\]

The Koopman operator steps forward in time an observable. Note that \( K \) is a linear operator; it is supposed that the operator \( K \) can be decomposed into eigenvalues \( \mu_j \) and corresponding eigenfunctions \( \phi_j \), which satisfy

\[
K\phi_j = \mu_j \phi_j, \quad j = 1, 2, 3, \ldots
\]

According to Rowley et al. [17], we consider a vector-valued function \( \mathbf{g} \) that lies within the span of eigenfunctions of Koopman operator, and \( \mathbf{g} \) can be expanded in terms of these eigenfunctions as

\[
\mathbf{g}(x) = \sum_{j=1}^{\infty} \phi_j(x) u_j.
\]

Thus, the function \( \mathbf{g}(x) \) was expanded as a linear combination of the eigenfunctions \( \phi_j \) of \( K \), where \( u_j \) are the vector coefficients which are referred to as Koopman modes of the map \( F \), corresponding to the observable \( \mathbf{g} \).

Under the action of Koopman operator, the evolution of vector function \( \mathbf{g}(x) \) can be expressed as follows:

Under the action of Koopman operator, the evolution of vector function \( \mathbf{g}(x) \) can be expressed as follows:

\[
\mathbf{g}(x_i) = K^i \mathbf{g}(x_0) = \sum_{j=1}^{\infty} \mu_j^i \phi_j(x_0) u_j.
\]

Thus, the eigenvalue \( \mu_j \) characterizes the temporal behavior of the Koopman modes \( u_j \), while the phase of \( \mu_j \) determines its frequency, and the magnitude determines the growth rate. These are very important information for the stability analyses of the modes, as when the growth rate is positive, the corresponding mode is unstable, while when the growth rate is negative, the corresponding mode is stable, and the mode is neutrally stable when the growth rate is just zero. Note that, as described in [16], for a system evolving on an attractor, the Koopman eigenvalues always lie on the unit circle.

In DMD architecture, consider finite measurements at times \( t_i \) of the dynamic system in equation (2):

\[
y_i = g(x_i), \quad i = 1, 2, 3, \ldots, N.
\]

In practice application, the state can be directly measured; thus, \( y_i = x_i \) and the DMD method [15] assumes that there is a locally best-fit linear operator \( A \) to step forward in time the snapshots

\[
x_{i+1} = Ax_i.
\]

It is easy to prove that the eigenvalues of the operator \( A \) are also ones of the Koopman operator, and the Koopman modes coincide with the eigenvectors of \( A \); thus, DMD
method can be used for estimating an approximation of the decomposition in equation (16).

Arrange the $N$ snapshots into two data matrices, as follows:

$$X_1^{N-1} = \begin{bmatrix} x_1 & x_2 & x_3 & \ldots & x_{N-1} \end{bmatrix},$$  \hspace{1cm} (19a)

$$X_2^N = \begin{bmatrix} x_2 & x_3 & \ldots & x_N \end{bmatrix}. \hspace{1cm} (19b)$$

The locally linear approximation in equation (18) may be written in terms of these data matrices as

$$X_2^N \approx AX_1^{N-1}. \hspace{1cm} (20)$$

The matrix $A$ can be given as

$$A = X_2^N (X_1^{N-1})^\dagger, \hspace{1cm} (21)$$

where $\dagger$ represents the Moore–Penrose pseudoinverse. As already highlighted, the dimensions of the snapshots $x_i$ are large ($m \gg 1$); thus, the matrix $A$ is difficult to represent or analyze directly.

For this reason, DMD circumvents the eigendecomposition of $A$ by considering a rank-reduced representation in terms of a POD-projected matrix $\tilde{A}$ based on singular value decomposition (SVD) of $X_1^{N-1}$:

$$X_1^{N-1} = USV^*, \hspace{1cm} (22)$$

where $U \in \mathbb{C}^{m \times r}$, $\Sigma \in \mathbb{C}^{r \times r}$, and $V \in \mathbb{C}^{N \times r}$. The left singular vectors $U$ are the POD modes, matrix $\Sigma$ is a diagonal matrix with the singular values $\{\sigma_1, \sigma_2, \ldots, \sigma_r\}$ that define how much "energy" contained in this mode, and $r$ is the rank of $X_1^{N-1}$.

Thus, the matrix $A$ can be obtained as

$$A = X_2^N V \Sigma^{-1} U^*. \hspace{1cm} (23)$$

By projecting the high-dimensional matrix $A$ onto POD, modes can obtain the representation of $\tilde{A}$ as

$$\tilde{A} = U^* A U = U^* X_2^N V \Sigma^{-1}. \hspace{1cm} (24)$$

The matrix $\tilde{A}$ defines a low-dimensional linear model of the dynamical system on POD coordinates, in which

$$\tilde{x}_{i+1} = \tilde{A} \tilde{x}_i, \hspace{1cm} (25)$$

and the high-dimensional state $x_i$ can be reconstructed as $x_i = U \tilde{x}_i$.

The matrix $\tilde{A}$ is a similar transformation of $A$, so that the matrix $\tilde{A}$ contains the main eigenvalues of $A$; compute the eigendecomposition of $\tilde{A}$ as

$$\tilde{A} W = W \Lambda, \hspace{1cm} (26)$$

where columns of $W$ are eigenvectors and $\Lambda$ is a diagonal matrix containing the corresponding eigenvalues $\mu_j$.

Therefore, the snapshot at a time $t_i$ can be estimated as

$$x_i = UW \Lambda^{-1} W^{-1} U^* x_1 = \sum_{j=1}^r \mu_j^{-1} \alpha_j \nu_j, \hspace{1cm} (27)$$

in which $\nu_j = UW$ are the DMD modes and $\alpha_j$ is the amplitude of the $j$th DMD mode that represents the $j$th modal contribution of the initial condition defined as $\alpha = W^{-1} \tilde{x}_1 = W^{-1} U^* x_1$.

Rewrite equation (27) in matrix form as

$$\begin{bmatrix} \alpha_1 & 0 & \ldots & 0 \\ 0 & \alpha_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \alpha_r \end{bmatrix} = \begin{bmatrix} 1 & \mu_1 & \ldots & \mu_1^{N-1} \\ 1 & \mu_2 & \ldots & \mu_2^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \mu_r & \ldots & \mu_r^{N-1} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 0 \\ \vdots \end{bmatrix}, \hspace{1cm} (28)$$

in which the temporal evolution information of the DMD modes is contained in the Vandermonde matrix $V$ and $D_x = \text{diag}(\alpha)$.

As there are no explicit ways for DMD to select modes, unlike the POD modes which are selected based on the rank of energy from the singular values. The sparsity-promoting DMD method is proposed by Jovanovic et al. which induces a sparse structure of the DMD modes by augmenting the $l_1$-norm of the vector $\alpha$ through the above equation. That is, it is expressed as the following optimization problem:

$$\min_{\alpha} \| X_1^{N-1} - uD_x V \|_F^2 + \gamma \sum_{j} \| \alpha_j \|_1, \hspace{1cm} (29)$$

in which $\gamma$ is a positive regularization parameter that reflects the emphasis on the sparsity of the amplitudes vector $\alpha$, larger values of $\gamma$ emphasize on the number of nonzero elements in the vector $\alpha$, and $\| \cdot \|_F$ is the Frobenius norm. And the values of $\gamma$ are selected in such a way that $\gamma_{\text{min}}$ induces a dense vector $\alpha$ (with 191 nonzero elements), and $\gamma_{\text{max}}$ induces $\alpha$ with a single nonzero element.

After the sparse structure of $\alpha$ is fixed, the problem becomes to determine only the nonzero amplitudes as the solution from the optimization problem in equation (29) with the constraint $E^T \alpha = 0$, where the matrix $E$ contains the sparsity structure of $\alpha$. As $\alpha = [0 \ \alpha_2 \ \alpha_3]^T$, the matrix $E$ is given by $E = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}^T$.

A powerful and well-suited algorithm named Alternating Direction Method of Multipliers (ADMM) for solving the optimization problems of equation (29) can be found in [27].
2.4. Computation of the Sparsity-Promoting DMD. The sparsity-promoting DMD is a variant of the standard DMD method; here, the main steps of the SPDMD algorithm are summarized as follows:

(1) First, a matrix $X_1^{N-1}$ is formed with the first $N - 1$ columns and matrix $X_2^{N}$ contains the last $N - 1$ columns of the snapshot matrix $X$ shown in equation (9) And then perform the standard DMD for the matrices to obtain DMD solution $A$ and eigenvector matrix $W$ and corresponding eigenvalue matrix $\Lambda$ (and also $U$, $V$, and $Z$).

(2) The SPDMD aims to solve the optimization problem in equation (29). We apply the alternating direction method of multipliers (ADMM) to solve this convex problem. ADMM is a state-of-the-art algorithm for solving large-scale and distributed optimization problems [31]. And there are four steps for the application of the ADMM.

Step 1. Replace the vector of amplitude $\alpha$ in the $l_1$-regularization with a new variable $\beta$; the optimization problem in equation (29) is transformed into the following constrained optimization problem:

$$\begin{align*}
\min_{\alpha, \beta} \quad & J(\alpha) + \rho h(\beta) \\
\text{subject to} \quad & \alpha - \beta = 0,
\end{align*}$$

where $J(\alpha) = \min_{\alpha} X_1^{N-1} - \nu D_\alpha V_2^{\ast}$ and $h(\beta) = \sum_j |\beta_j|_1$. $\beta$ is an auxiliary variable; for any feasible $\alpha$ and $\beta$, the optimization problems in equations (29) and (30) are equivalent.

Step 2. To solve the problem, the augmented Lagrangian is introduced to transform the constraints in equation (30) to the objective function, as follows:

$$L_p(\alpha, \beta, \lambda) = J(\alpha) + \rho h(\beta) + \frac{1}{2} (\theta^\ast (\alpha - \beta)$$

$$+ (\alpha - \beta)^\ast \theta + \rho \|\alpha - \beta\|_2^2),$$

where $\theta$ is the vector of Lagrange multipliers and $\rho$ is a positive parameter that introduces a quadratic penalty on the deviation between $\alpha$ and $\beta$, and $\|\cdot\|_2$ is the Euclidean norm of a given vector.

Step 3. ADMM algorithm is an iterative algorithm that combines the Dual Ascent and Multiplier method. It includes a $\alpha$-minimization step, a $\beta$-minimization step, and a Lagrange multiplier update step; the details are shown as follows:

$$\begin{align*}
\alpha^{k+1} &= \arg \min_{\alpha} L_p(\alpha, \beta^k, \theta^k), \\
\beta^{k+1} &= \arg \min_{\beta} L_p(\alpha^{k+1}, \beta, \theta^k),
\end{align*}$$

in which the $\alpha$-minimization step amounts to solving an unconstrained regularized quadratic program and that the $\beta$-minimization step amounts to an opportune use of the soft thresholding operator.

\(\alpha\)-Minimization step: completion of squares concerning $\alpha$ in the augmented Lagrangian $L_p$ can be used to show that the $\alpha$-minimization step (33c) is equivalent to

$$\min_{\alpha} J(\alpha) + \rho \frac{1}{2} \alpha - u^k_2,$$

in which $k$ is the step number of iterations. The solution is determined [27] by

$$\alpha^{k+1} = \left( P + \left( \frac{\rho}{2} I \right)^{\ast} \right)^{\ast} \left( q + \frac{\rho}{2} u^k \right),$$

and the solution is determined by

$$\beta_j^{k+1} = S_\kappa(v^k_j),$$

where $S_\kappa(\cdot)$ denotes the soft thresholding operator:

$$S_\kappa(v^k_j) = \begin{cases} v_j^k - \kappa, & v_j^k > \kappa, \\
0, & v_j^k \in [-\kappa, \kappa], \\
v_j^k - \kappa, & v_j^k < -\kappa.
\end{cases}$$

Step 4. Start with an initial point $(\alpha_0, \beta_0)$ and iterate until the required error is $\epsilon_{\text{prim}}$ and $\epsilon_{\text{dual}}$ then stop:

$$\begin{align*}
\alpha^{k+1} - \beta_0^{k+1} &\leq \epsilon_{\text{prim}}, \\
\beta^{k+1} - \beta_0^{k+1} &\leq \epsilon_{\text{dual}}.
\end{align*}$$
3. Results and Discussion

The data used in this paper is the ERA5 daily reanalysis dataset, the horizontal resolution of the data is $0.25^\circ \times 0.25^\circ$, and the time resolution is 1 hour [33, 34]. The SPDMD method is firstly applied to decompose a stratospheric 200 hPa jet dataset that includes 192 snapshots from 00:00 on September 24, 2009, to 24:00 on the 31st, and the analysis area is in the pan-Asian region (the range of latitude and longitude: $20^\circ \sim 70^\circ$N, $40^\circ \sim 130^\circ$E). Simultaneously, the decomposed results of the SPDMD method are compared with the ones from the POD method.

3.1. Analysis of the Stratospheric 200 hPa Jet. Before applying the POD and SPDMD to the reanalysis dataset, it seems instructive to treat the raw data to make ourselves familiar with the features of its output modes. For this reason, four snapshots of the original stratospheric 200 hPa jet are depicted to give a first impression of the flow field. In Figure 1, the arrows show the vector field and the background color contours visualize the vertical vorticity component. As Figure 1 depicted, the spatial distribution of the flow field at four different times all present a fluctuating flow structure, dominated by zonal western wind, and this feature extends uniformly in the east-west direction along $20^\circ \sim 40^\circ$N. At high latitude, there exist some large-scale vortex structures with different shapes at different times. In this paper, the SPDMD method is introduced into the analysis of atmospheric jet aiming to improve the understanding of the dynamic characteristics buried in the complex atmospheric motion.

The POD and SPDMD methods are applied to decompose the snapshots of the stratospheric 200 hPa jet. Figure 2(a) shows the percentage of energy in each POD and SPDMD mode, and the corresponding cumulative energy distribution is shown in Figure 2(b). As shown in Figure 2(a), most of the velocity fluctuation energy in POD is contained in the first few modes and shows a rather weak decay after the first few modes initial drop. As the first POD mode contains the most velocity fluctuation energy, reaching 44.15%, and the fluctuation energies of the second and third modes are rapidly reduced to 18.67% and 14.18%, respectively, and the energies of the fourth and fifth modes are both around 5.0%. In SPDMD, the energy is more evenly distributed [35], and as the number of modes increases, the energy of the mode decreases rate is slower than that in POD. The first two modes of energy are about 9.34% and 4.38%, respectively, just a little more than the other modes. As the number of modes increases, the energy of the mode decreases gradually and then remains at a low energy level. Correspondingly, as depicted in Figure 2(b), the convergence speed of the percent of the cumulative energy considerably slows down as more modes are included. In practice, to construct a reduced-order model for the given flow field, POD reserves around 26 number of modes that capture nearly 99% of the total energy, while nearly 151 number of modes in SPDMD are needed to reconstruct the same energy. Thus, considering the energy content across the modes, POD is preferable. Nevertheless, POD modes ranked in the order of energy content and not in the order of the dynamical importance as SPDMD; this may ignore some important modes that are dynamically relevant but contain low energy [22].

The first eight POD spatial modes of the 200 hPa jet are shown in Figure 3 (mode is normalized). As can be seen in Figure 3, the arrows show the vector field, and the background color contours visualize the vertical vorticity component. As Figure 3(a) depicted, the spatial distribution of the first POD mode is dominated by the large cyclone and anticyclonic circulation along the longitude direction. It is the most important coherent structure underlying the jet flow captured by the POD method, as the first POD mode contains the most fluctuation energy of the jet flow. The second and third POD modes have similar magnitude velocity fluctuation energy, and there is a strong resemblance of the spatial distribution between the two modes, with the nearly same sizes and locations of the vortices’ structures. The fifth and sixth modes that capture only about 8% of the total fluctuation energy highlight small-scale structures in space compared with the first four POD modes, and the spatial structures of the seventh and eighth modes are dominated by more vortices with smaller-scale structures as they have fewer fluctuation energy. The POD method can decompose the 200 hPa jet flow into different modes with different spatial scales; the first few modes capture the most velocity fluctuation energy with large-scale features, while the following modes with low-level energy content are dominated by small-scale characteristics. Different modes represent the motion components of different spatial scales of the jet flow, and the superposition of these modes can represent the main characteristics of the jet flow. It is worth noting that there is no strict correspondence between the spatial scales of the POD modes and the large-, medium-, and small-scales in atmospheric science; the latter corresponds to specific weather systems of different spatial scales, while the different modes represent the components of the flow field at different spatial scales.

Figure 4(a) shows the frequency dependence of the absolute value of the amplitudes of DMD modes. As shown in Figure 4(a), a pronounced peak at the frequency is zero can be observed and the absolute value of amplitudes decreases as the increase of their respective frequencies on the whole. It is hard to identify subset modes that have an important impact on the dynamic of the jet flow field just based on the amplitudes of the DMD modes. As shown in Figure 4(b), most of the modes concentrated near-zero growth rate indicating the corresponding modes are stable, while there exist modes with large amplitudes originating from eigenvalues with strongly damped growth rates.

In SPDMD, as our emphasis on sparsity increases, a smaller number of modes with nonzero amplitudes are obtained, and the fidelity of the reduced-order model decreases, as quantified in Figure 5 using the performance loss norm defined in [27] as follows:

$$E_{\text{loss}} = 100 \times \frac{\| \sum_{n=1}^{N} - \nu D_{\alpha} V \| \text{F} \}^{0.5}}{\| \sum_{n=0}^{N-1} \|^{0.5}}$$

(39)
As illustrated in Figure 5, the SPDMD algorithm succeeds in isolating few modes, which have a significant influence on one performance loss as the level of sparsity increases, and the performance loss quickly decays with the level of sparsity. With nearly 11 DMD modes, the SPDMD algorithm can achieve a reasonable compromise between the quality of approximation and the size of the reduced-order model for the 200 hPa jet snapshots which introduces performance degradation just about 10.2%.

Figure 6(a) shows the full eigenvalues resulting from the 200 hPa jet flow field snapshots in which the subset eigenvalues selected by the SPDMD algorithm marked with the red-filled circles. The magnitude of $\mu_j$ relative to the unit circle indicates the stability of the corresponding DMD
Figure 3: The first eight POD modes extracted from the 200 hPa jet (a–h correspond to the 1–8th modes; wind velocity visualized by vector plots and the background color contours visualize the vertical vorticity component).
The absolute value of the DMD amplitudes $\alpha_i$ distribution versus (a) the frequency and (b) the real part of the corresponding DMD eigenvalues $\mu_i$ for the 200 hPa jet. (c) A zoomed version of (b).

Figure 5: Performance loss with the number of retained DMD modes resulting from SPDMD for the 200 hPa jet.

spatial mode $\upsilon_j$, where modes whose eigenvalues lie exactly on the unit circle are neutrally stable, in the unit circle are stable, falling outside the unit circle are unstable [36]. As shown in Figure 6(a), most of the eigenvalues tend to distribute on the vicinity of the unit circle in the complex pane of $|\mu_i| = 1$ indicating that the corresponding modes are stable; few eigenvalues locate outside the unit circle corresponding to unstable modes. These stable modes signify a corresponding weather process that is steady or gradually decays in time; in contrast, the unstable modes with positive growth rates correspond to the structure of atmospheric flow field that will gradually strengthen in the future, which play a leading role in the development of weather systems, while their specific impact needs further research. The eigenvalues falling within the unit circle are corresponding to strongly damped modes that may be associated with large amplitudes as shown in Figure 4(b); however, these modes only influence early stages’ evolution of the jet flow, while the SPDMD algorithm focuses on a subset of DMD modes that have a profound influence on the full time of the jet flow. Figure 6(b) shows the magnified view of the relevant part of the unit pane, in which the numbers 1–5 are five modes (their complex conjugates are not shown) selected by the SPDMD algorithm that has the most important impact for the underlying dynamics of the 200 hPa jet flow data sequence. The first mode with zero frequency signifies the mean flow; other modes with low frequencies are near the unit circle.

We make a change of units by taking the logarithm of $\mu_j$ and normalize it by $\Delta t$, $\omega_j = \log(\mu_j)/(2\pi\Delta t)$ so that now the imaginary component of $\omega_j$ is the frequency of oscillation in units of cycles per second (Hz) [36]. Table 1 lists the growth rates and frequencies of the five modes shown in Figure 6(b). The first mode signifies the main structure of the jet flow with zero frequency and a small growth rate. The modes 2 to 5 are conjugate, and the second mode is unstable with a positive growth rate, which plays a leading role in the development of the flow field. The rest of the modes are stable modes, with gradually increasing frequencies as the number increased.

The real part of the DMD modes identified in Figure 6(b) is shown in Figure 7 (mode is normalized), in which the arrows show the vector field and the background color contours visualize the vertical vorticity component, and the imaginary part (not shown) is shifted 90°. As shown in Figure 7, the five DMD modes reveal the multiscale structure features of the 200 hPa jet flow. The first DMD mode with zero frequency shows the structure reminiscent of the mean flow or the temporally averaged flow field as depicted in Figure 7(a), the spatial structure of the first DMD mode is dominated by zonal western wind, and there exists large-scale vortex structure at high latitude. The spatial structure distribution of the second DMD mode characterized by localized vortices in the background of the zonal western wind, and the second mode is unstable; thus, the structure of this mode will strengthen in the future, which has an important impact on the evolution of the jet flow. It would be worth noticing that the direction of rotation of the vortex in the model does not represent that in the real flow field, as the spatial structure of the model is only the motion law extracted by the DMD method from the 200 hPa jet flow [37]. The spatial structure distribution of the third DMD mode is very similar to the fourth POD mode (see Figure 3(d)); there are some common features between the two graphs at nearly the same locations, and the same relationship also exists between the fourth DMD and the eighth POD mode, which indicates that the two
decomposition methods can extract the dominant coherent structures from the jet flow, while the DMD method has clear advantages over the POD, as DMD separates the dominant modes with a single frequency and the SPDMD method selects modes based on their dynamical importance for the whole time evolution of the jet flow while the POD modes are arranged just by their energy content. In the atmospheric/marine science, it is easier to interpret the physical meaning contained in each mode which has a single frequency, and researchers focus more on the dynamical information underlying the flow field to identify the most important features that have an important impact on the development of the atmospheric/marine motion process. As shown in Figure 7(c), the third DMD mode has smaller vortex structures than the first two DMD modes which indicates a motion with higher frequency. The fifth mode spatial distribution is messier, and the scale of the vortex is increasingly smaller consistent with its higher associated frequency as depicted in Figure 7(d). Therefore, applying the SPDMD method to atmospheric/marine motion analysis is helpful to further understand the multiscale characteristics of atmospheric motion. The SPDMD method can decompose the 200 hPa jet flow into different modes associated with a particular frequency and growth rate which can be used to identify the stability of the model. The low-frequency modes represent the large-scale motion structures, while the high-frequency modes highlight the small-scale features. Similar to the POD method, the multiscale features captured by the different DMD modes represent different spatial scales of the motion components for the jet flow, and a linear combination of these modes can represent the main characteristics of the jet flow [18]. Compared with the POD spatial modes depicted in Figure 3, it can be seen that the SPDMD method selects a smaller number of modes that capture nearly the same dynamic structures of the 200 hPa jet flow as the POD method.

3.2. Reconstruction of the 200hPa Jet. To further demonstrate the extraction effect of POD/SPDMD methods on the 200 hPa jet flow characteristics, we consider constructing the POD/SPDMD reduced-order models, respectively. In POD, to reconstruct 99% of the total fluctuation energy, the POD modes are truncated at $r_{\text{POD}} = 26$. While in SPDMD, there are only ten modes (modes shown in Figure 6, DM$_1$ and DM$_{2,3,4,5}$ with their complex conjugates) attempted. The initial transient flow field at the sampling period $T = 60h, 124h$ is depicted in Figure 8. The POD/SPDMD reconstruction flow fields at $T = 60h, 124h$ are presented in Figures 9 and 10, respectively. The highly similar features between the graphics show that the POD/SPDMD reduced-order models successfully recover the original dynamic process to an impressive degree, which indicates that both approaches are effective in detecting and extracting the relevant dynamic features underlying the 200 hPa jet flow. To quantitatively evaluate the quality of the POD/SPDMD reduced-order models,

![Figure 6: Distribution of eigenvalues of 200 hPa jet: open circles represent full DMD eigenvalues; filled circles that are numbered with 1–5 are the modes isolated by the SPDMD: (a) full spectrum, (b) zoom on the isolated modes.](image)

<table>
<thead>
<tr>
<th>DMD mode</th>
<th>Growth rate</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$8.4299e^{-07}$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$2.3828e^{-07}$</td>
<td>$4.1590e^{-06}$</td>
</tr>
<tr>
<td>3</td>
<td>$-2.0152e^{-06}$</td>
<td>$1.7497e^{-05}$</td>
</tr>
<tr>
<td>4</td>
<td>$-1.3161e^{-06}$</td>
<td>$3.2941e^{-05}$</td>
</tr>
<tr>
<td>5</td>
<td>$-1.6680e^{-06}$</td>
<td>$5.3176e^{-05}$</td>
</tr>
</tbody>
</table>

Table 1: Growth rate and frequency of the five SPDMD modes of the 200 hPa jet flow field.
Figure 7: The five DMD modes identified by the SPDMD from the 200 hPa jet flow (a–e correspond to the 1–5th modes, velocity is visualized by vector plots, and the background color contours visualize the vertical vorticity component).

Figure 8: Initial velocity field of 200 hPa jet flow at (a) $T = 60$ h, (b) $T = 124$ h (velocity visualized by vector plots and the background color contours visualize the vorticity component).
develop by equations (12) and (27), the average relative error is defined as follows:

\[
\text{error} = \frac{1}{N} \sum_{i=1}^{N} \frac{\|X_i - X_{i,\text{ROM/F}}\|}{\|X_i\|},
\]

where \(X_i\) represent a vector of the original snapshots matrix at the time \(i\) and \(X_{i,\text{ROM/F}}\) is an approximation from the POD/SPDMD reduced-order models at the same time; the results are listed in Table 2.

As shown in Table 2, compared with the POD method, the results of the SPDMD method show that it has a smaller average relative error when the number of modes is small.

### Table 2: The average relative error of the POD/SPDMD reduced-order model.

<table>
<thead>
<tr>
<th>Number of modes</th>
<th>Error of ROM_{DMD}</th>
<th>Error of ROM_{POD}</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 modes</td>
<td>0.0971</td>
<td>0.1100</td>
</tr>
<tr>
<td>17 modes</td>
<td>0.0671</td>
<td>0.0843</td>
</tr>
<tr>
<td>25 modes</td>
<td>0.0593</td>
<td>0.0640</td>
</tr>
<tr>
<td>47 modes</td>
<td>0.0443</td>
<td>0.0383</td>
</tr>
</tbody>
</table>

4. Conclusion

In this paper, an advanced modal decomposition method named sparsity-promoting DMD (SPDMD) has been introduced into atmospheric motion flow-field analysis. And its performance and advantages are demonstrated on sequence snapshots of the stratospheric 200 hPa jet flow firstly and compared with the POD method. The SPDMD method can successfully identify the most important dynamic modes associated with their respective frequencies and growth rates, and the characteristics of each model, including the energy distribution and stability. The different dynamic modes with different spatial scales, which represent the motion components of different spatial scales of the jet flow, and the superposition of these modes can represent the main characteristics of the jet flow. Compared with the traditional modal decomposition method POD, fewer sparsity-promoting DMD modes can capture nearly the same coherent structures and provide a high-quality approximation of the original jet flow field.
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