The Stochastic Resonance Behaviors of a Generalized Harmonic Oscillator Subject to Multiplicative and Periodically Modulated Noises
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The stochastic resonance (SR) characteristics of a generalized Langevin linear system driven by a multiplicative noise and a periodically modulated noise are studied (the two noises are correlated). In this paper, we consider a generalized Langevin equation (GLE) driven by an internal noise with long-memory and long-range dependence, such as fractional Gaussian noise (fGn) and Mittag-Leffler noise (M-Ln). Such a model is appropriate to characterize the chemical and biological solutions as well as to some nanotechnological devices. An exact analytic expression of the output amplitude is obtained. Based on it, some characteristic features of stochastic resonance phenomenon are revealed. On the other hand, by the use of the exact expression, we obtain the phase diagram for the resonant behaviors of the output amplitude versus noise intensity under different values of system parameters. These useful results presented in this paper can give the theoretical basis for practical use and control of the SR phenomenon of this mathematical model in future works.

1. Introduction

The phenomenon of stochastic resonance (SR) characterized the cooperative effect between weak signal and noise in a nonlinear systems, which was originally perceived for explaining the periodicity of ice ages in early 1980s [1, 2]. In the past three decades, the SR phenomenon attracted great attentions and has been documented in a large number of literatures in biology, physics, chemistry and engineering [3–6], such as SR in magnetic systems [7] and tunnel diode [8] and in cancer growth models [9, 10].

Nowadays, there have been considerable developments in SR, and the original understanding of SR is extended. Firstly, in the initial stage of investigation of SR, the nonlinearity system, noise and periodic signal were thought of as three essential ingredients for the presence of SR. However, in 1996, Berdichevsky and Gitterman [11] found that SR phenomenon can occur in the linear system with multiplicative colored noise [12, 13]. It is because the multiplicative noise breaks the symmetry of the potential of the linear system and this gives rise to the SR phenomenon, which has been explained by Valenti et al. in literatures [14, 15]. Valenti et al. investigated the SR phenomenon in population dynamics, where the multiplicative noise source is Gaussian or Lévy type. Moreover, the appearance of SR in a trapping overdamped monostable system was also investigated in literature [16] recently. Secondly, the conventional definition about SR phenomenon is the signal-to-noise ratio (SNR) versus the noise intensity exhibits a peak [17, 18], whereas the generalized SR [19] implies the nonmonotonic behaviors of a certain function of the output signal (such as the first and second moments, the autocorrelation function) on the system parameters. Thirdly, another interesting extension of SR lies in the fact that output amplitude A attains a maximum value by increasing the driving frequency \( \Omega \). Such phenomenon indicates the bona fide SR which was introduced by Gammaitoni et al. appears at some value of \( \Omega \) [20, 21].

The SR phenomenon driven by Gaussian noise has been investigated both theoretically and experimentally. However,
the Gaussian noise is just an ideal model for actual fluctuations and not always appropriate to describe the real noisy environment. For instance, in the nonequilibrium situation, the stochastic processes describing the interactions of a test particle with the environment exhibit a heavy tailed non-Gaussian distribution. Nowadays, Dybiec et al. investigated the resonant behaviors of a stochastic dynamics system with Lévy stable noise and an isotropic α-stable noise with heavy tails and jumps in literatures [22, 23]. Dubkov et al. investigated the Lévy flight superdiffusion as a self-similar Lévy process and derive the fractional Fokker-Planck equation (FFPE) for probability distribution from the Langevin equation with Lévy stable noise [24–26].

Recently, more and more scholars began to pay attention to another important class of non-Gaussian noise, the bounded noise. It should be emphasized that the bounded noise is a more realistic and versatile mathematical model of stochastic fluctuations in applications, and it is widely applied in the domains of statistical physics, biology, and engineering in the last 20 years. Furthermore, the well-known telegraph noise, such as dichotomous noise (DN) and trichotomous noise that are widely used in the studied of SR phenomena, is a special case of bounded noise. The deepening and development of theoretical studies on bounded noise led to the fact that lots of scholars investigated the effect of bounded noise on the stochastic resonant behaviors in the special model in physics, biology, and engineering [27].

Since Richardson’s work in literature [28], a large number of observations related to anomalous diffusion [29–33] have been reported in several scientific fields, for example, brain studies [34, 35], social systems [36], biological cells [37, 38], animal foraging behavior [39], nanoscience [40, 41], and geophysical systems [42]. One of the main aspects of these situations is the correlation functions of the above anomalous diffusion phenomena, which may be related to the non-Markovian characteristic of the stochastic process [43]. The typical characteristic of anomalous diffusion lies in the mean-square displacement (MSD) which satisfies $\langle x(t)\rangle^2 \sim t^\alpha$, where the diffusion exponents $0 < \alpha < 1$ and $\alpha > 1$ indicate subdiffusion and superdiffusion, respectively. When $\alpha = 1$, the normal diffusion is recovered [44].

It is well-known that the normal diffusion can be modeled by a Langevin equation, where a Brownian particle subjected to a viscous drag from the surrounding medium is characterized by a friction force, and it also subjected to a stochastic force that arises from the surrounding environment. The friction constant determines how quickly the system exchanges energy with the surrounding environment. For a realistic description of the surrounding environment, it is difficult to choose a universal value of the friction constant. Indeed, in order to depict the real situation more effectively, a different value of the friction constant should be adopted. Hence, a generalization of the Langevin equation is needed, leading to the so-called generalized Langevin equation (GLE) [45]. The GLE is an equation of motion for a non-Markovian stochastic process where the particle has a memory effect to its velocity.

Nowadays, the GLE driven by a fractional Gaussian noise (fGn) [46] with a power-law friction kernel is extensively used for modeling anomalous diffusion processes. For instance, in the study on dynamics of single-molecule when the electron transfer (ET) was used to probe the conformational fluctuations of single-molecule enzyme, the distance between the ET donor and acceptor can be modeled well through a GLE driven by an fGn [47–54]. Besides, Viñales and Després have introduced a novel noise whose correlation function is proportional to a Mittag-Leffler function, which is called the Mittag-Leffler noise (M-Ln) [55–57]. The correlation function behaves as a power-law for large times but is nonsingular at the origin due to the inclusion of a characteristic time.

The overwhelming majority of previous studies of SR have related to the case where the external noise and the weak periodic force are introduced additively. However, Dykman et al. [58] studied the case where the signal is multiplied to noise; namely, the noise is modulated by a signal. They found that when an asymmetric bistable system is driven by a signal-modulated noise, stochastic resonance appeared, in contrast to the additive noise, new characteristics emerge, and their results were in agreement with experiments. Furthermore, Cao and Wu [59] studied the SR characteristics of a linear system driven by a signal-modulated noise and an additive noise. It seems that a periodically modulated noise is not uncommon and arises, for example, at the output of any amplifier (optics or radio astronomy) whose amplification factor varies periodically with time.

Due to the synergy of generalized friction kernel of a GLE and the periodically modulated noise, the stochastic resonant behaviors of a GLE can be influenced. In contrast to the case that has been investigated before, new dynamic characteristics emerge. Motivated by the above discussions, we would like to explore the stochastic resonance phenomenon in a generalized harmonic oscillator with multiplicative and periodically modulated noises. Moreover, we consider the GLE is driven by a fractional Gaussian noise and a Mittag-Leffler noise, respectively, in this paper. We focus on the various nonmonotonic behaviors of the output amplitude $A$ with the system parameters and the parameters of the internal driven noise.

The physical motivations of this paper are as follows: (1) in view of the importance of stochastic generalized harmonic oscillator (linear oscillator) with memory in physics, chemistry, and biology and due to the periodically modulated noise arising at the output of the amplifier of the optics device and radio astronomy device, to establish a physical model in which the SR can contain the effects of the two factors, the linearity of the system and the periodical modulation of the noise. (2) The second one is to give a theoretical foundation for the study of SR characteristic features of a generalized harmonic oscillator subject to multiplicative, periodically modulated noises and external periodic force. Our study shows that such a model leads to stochastic resonance phenomenon. Meanwhile, an exact analytic expression of the output amplitude is obtained. Based on it, some characteristic features of SR are revealed.

The paper is organized as follows. Section 2 gives the introductions of the generalized Langevin equation, the fractional Gaussian noise, and the Mittag-Leffler noise. Section 3 gives analytic expression of the output amplitude of the
system's steady response. Section 4 presents the simulation results, and gives the discussions. Section 5 gives conclusion.

2. System Model

2.1. The Generalized Langevin Equation. The generalized Langevin equation (GLE) is an equation of motion for the non-Markovian stochastic process where the particle has a memory effect to its velocity. Anomalous diffusion in physical and biological systems can be formulated in the framework of a GLE that reads as Newton's law for a particle of the unit mass \((m=1)\) [11, 47, 60–66]:

\[
\ddot{x}(t) + γ \int_{0}^{t} K(t-u) \dot{x}(u) du + \frac{dU(x)}{dx} = η(t),
\]

where \(x(t)\) is the displacement of the Brownian particle at time \(t\), \(γ > 0\) is the friction constant, \(K(t)\) represents the memory kernel of the frictional force, and \(dU(x)/dx\) is the external force under the potential \(U(x)\). The random force \(η(t)\) is zero-centered and stationary Gaussian that obeys the generalized second fluctuation-dissipation theorem [67]:

\[
⟨η(t)η(s)⟩ = C(t-s) = k_B T \cdot K(t-s),
\]

where \(k_B\) is the Boltzmann constant and \(T\) is the absolute temperature of the environment.

2.2. The Fractional Gaussian Noise. Fractional Gaussian noise (fGn) and fractional Brownian motion (fBm) were originally introduced by Mandelbrot and Van Ness [46] for modeling stochastic fractal processes. The fGn \(ε_H(t) = \{ε_H(t), t > 0\}\) with a constant Hurst parameter \(1/2 < H < 1\) can be used to more accurately characterize the long-range dependent process [the autocorrelation function \(r(k)\) satisfies \(\sum_{k=-∞}^{∞} r(k) = 0\)] than traditional short-range dependent stochastic process [the autocorrelation function \(r(k)\) satisfies \(\sum_{k=-∞}^{∞} r(k) < 0\)]. The short-range dependent stochastic process is, for example, Markov, Poisson or autoregressive moving average (ARMA) process.

Now consider the one-side normalized fBm which is a Gaussian process \(B_H(t) = \{B_H(t), t > 0\}\), which shows the properties below [68]:

\[
\begin{align*}
(1) & \quad B_H(0) = 0; \\
(2) & \quad \langle B_H(t) \rangle = 0, \quad t > 0; \\
(3) & \quad \langle B_H(t) B_H(s) \rangle = \frac{1}{2} \left( |t|^{2H} + |s|^{2H} - |t-s|^{2H} \right), \\
& \quad \text{when } t, s > 0.
\end{align*}
\]

The fGn \(ε_H(t) = \{ε_H(t), t > 0\}\), given by [47–49]

\[
ε_H(t) = \sqrt{2k_B T} \frac{dB_H(t)}{dt}, \quad t > 0,
\]

is a stationary Gaussian process with \(⟨ε_H(t)⟩ = 0\). Therefore, according to (3) and (4) and the L'Hospital's rule, the autocorrelation function \(C(t)\) can be derived as

\[
C(t) = \langle ε_H(0) ε_H(t) \rangle = 2k_B T \left\{ \lim_{s \to 0^+} \left\{ \frac{[B_H(0+s) - B_H(0)][B_H(t+s) - B_H(t)]}{s} \right\} \right\}
\]

\[
= 2k_B T \cdot \left\{ \lim_{s \to 0^+} \left[ \frac{|t+s|^{2H} + |t-s|^{2H} - 2|t|^{2H}}{2s} \right] \right\} = 2k_B T
\]

\[
\cdot \left\{ \lim_{s \to 0^+} \left[ \frac{2H(2H-1)|t+s|^{2H-2} + 2H(2H-1)|t-s|^{2H-2}}{4} \right] \right\} = 2k_B T \cdot H(2H-1)t^{2H-2}, \quad t > 0.
\]

2.3. The Mittag-Leffler Noise. It is well-known that the physical origin of anomalous diffusion is related to the long-time tail correlations. Thus, in order to model anomalous diffusion process, a lot of different power-law correlation functions are employed in (1) and (2).

Viñas and Despósito have introduced a novel noise whose correlation function is proportional to a Mittag-Leffler function, which is called Mittag-Leffler noise [55–57]. The correlation function of Mittag-Leffler noise behaves as a power-law for large times but is nonsingular at the origin due to the inclusion of a characteristic time. The correlation function of Mittag-Leffler noise is given by

\[
C(t) = k_B T \cdot \frac{1}{τ^α} E_α \left( -\frac{|t|}{τ} \right),
\]

where \(τ\) is called characteristic memory time and the memory exponent \(α\) can be taken as \(0 < α < 2\). The \(E_α(\cdot)\) denotes the Mittag-Leffler function that is defined through the series

\[
E_α(y) = \sum_{j=0}^{∞} \frac{y^j}{Γ(αj + 1)},
\]

which behaves as a stretched exponential for short times and as inverse power-law in the long-time regime when \(α ≠ 1\). Meanwhile, when \(α = 1\), the correlation function equation (4) reduces to the exponential form

\[
C(t) = \frac{C_1}{τ} \exp \left( -\frac{|t|}{τ} \right),
\]

which describes a standard Ornstein-Uhlenbeck process.
2.4. The System Model. In this paper, we consider a periodically driven linear system with multiplicative noise and periodically modulated additive noise described by the following generalized Langevin equation:

$$\ddot{x}(t) + \gamma \int_0^t K(t-u) \dot{x}(u) \, du + \left[ \omega_0^2 + \xi_1(t) \right] x(t) = A_1 \sin(\Omega t) + A_2 \sin(\Omega t) \xi_2(t) + \eta(t),$$

where $\omega_0$ is the intrinsic frequency of the harmonic oscillator $U(x) = \omega_0^2 x^2/2$. The fluctuations of $\omega_0^2$ in (9) are modeled as a Markovian dichotomous noise $\xi_1(t)$ [69], which consists of jumps between two values $-a$ and $a$, $a > 0$, with stationary probabilities $P_1(-a) = P_1(a) = 1/2$. The statistical properties of $\xi_1(t)$ are

$$\langle \xi_1(t) \xi_1(s) \rangle = 0,$$

$$\langle \xi_1(t) \rangle = a^2 \exp(-\nu |t-s|),$$

where $a^2$ is the noise intensity and $\nu$ is the correlation rate, with $\tau_0 = 1/\nu$ being the correlation time.

$\xi_2(t)$ is a zero mean signal-modulated noise, with coupling strength $D$ with noise $\xi_1(t)$ [70, 71]; that is,

$$\langle \xi_1(t) \xi_2(s) \rangle = D \delta(t-s).$$

In (9), $A_1$ and $\Omega$ are the amplitude and frequency of the external periodic force $A_1 \sin(\Omega t)$. Meanwhile, $A_2$ and $\Omega$ are the amplitude and frequency of the periodically modulated additive noise $A_2 \sin(\Omega t) \xi_2(t)$, respectively.

In this paper, we assume that the external noise $\xi_1(t), \xi_2(t)$ and the internal noise $\eta(t)$ satisfy $\langle \eta(t) \xi_1(s) \rangle = \langle \eta(t) \xi_2(s) \rangle = 0$ with different origins. In the next section, we will obtain the exact expression of the first moment of the output signal.

3. First Moment

3.1. The Analytical Expression of the Output Amplitude of a GLE. First of all, we should transfer the stochastic equation (9) to the deterministic equation for the average value $\langle x \rangle$. For this purpose, we use the well-known Shapiro-Loginov [72] procedure which yields, for exponentially correlated noise (10),

$$\left\langle \xi_1 \frac{d^n x}{dt^n} \right\rangle = \left( \frac{d}{dt} + \nu \right)^n \langle \xi_1 x \rangle.$$  

Equation (9) depicted the motion of $x(t)$ is bounded by a noisy harmonic force field, by averaging realization of the trajectory of the stochastic equation (9), and, applying the characteristics of the noises $\xi_1(t), \xi_2(t), \eta(t)$, we obtain the equation of the particle’s average displacement $\langle x \rangle$:

$$\frac{d^2 \langle x \rangle}{dt^2} + \gamma \int_0^t K(t-u) \frac{d \langle x(u) \rangle}{du} \, du + \omega_0^2 \langle x \rangle + \langle \xi_1 x \rangle = A_1 \sin(\Omega t).$$

It can be found that (13) shows the synthetic affections of the particle’s average displacement $\langle x \rangle$ and the multiplicative noise coupling term $\langle \xi_1 x \rangle$. In order to deal with the new multiplicative noise coupling term $\langle \xi_1 x \rangle$, we multiply both sides of (9) with $\xi_1(t)$ and then average to construct a closed equations of $\langle x \rangle$ and $\langle \xi_1 x \rangle$:

$$\begin{align*}
\left\langle \xi_1(t) \frac{d^2 x}{dt^2} \right\rangle + \gamma \int_0^t K(t-u) \left\langle \frac{\xi_1(u) \, du}{du} \right\rangle \, du + \omega_0^2 \left\langle \xi_1 x \right\rangle + a^2 (\langle x \rangle) = A_2 D \sin(\Omega t).
\end{align*}$$

Using the Shapiro-Loginov formula (12) and the characteristics of the generalized integration, (14) turns to be

$$\begin{align*}
\left[ \frac{d^2 \langle \xi_1 x \rangle}{dt^2} + 2 \nu \frac{d \langle \xi_1 x \rangle}{dt} + \nu^2 \langle \xi_1 x \rangle \right] + \omega_0^2 \langle \xi_1 x \rangle & + a^2 \langle x \rangle \psi e^{-\nu t} \int_0^t K(t-u) \, du + \nu \langle \xi_1(u) x(u) \rangle e^{\nu t} \, du \\
& = A_2 D \sin(\Omega t).
\end{align*}$$

To summarize, for the linear generalized Langevin equation (9) to be investigated in this paper, it is a stochastic differential equation driven by an internal noise $\eta(t)$. When we want to obtain the particle’s average displacement $\langle x \rangle$ from (9), we average (9) and obtain the traditional classical differential equation (13) for $\langle x \rangle$ and the new multiplicative noise coupling term $\langle \xi_1 x \rangle$. In order to deal with the new multiplicative coupling term $\langle \xi_1 x \rangle$, we do some mathematical calculations and have another ordinary differential equation (15). Finally, we obtain two linear closed equations (13) and (15) for $x_1 = \langle x \rangle$ and $x_2 = \langle \xi_1 x \rangle$.

In order to solve the closed equations (13) and (15), we use the Laplace transform technique $X_i = \LT [x_i(t)] \triangleq \int_0^{\infty} x_i(t) e^{-st} \, dt$, $i = 1, 2$ [73], under the long time limit $t \to \infty$ condition, we obtain the following equations,

$$\begin{align*}
\left[ s^2 + \gamma \tilde{K}(s) + \omega_0^2 \right] X_1(s) + X_2(s) \\
& = \LT \left[ A_1 \sin(\Omega t) \right] \\
a^2 X_1(s) + \left[ (s + \nu)^2 + \omega_0^2 + \gamma (s + \nu) \tilde{K}(s + \nu) \right] X_2(s) \\
& = \LT \left[ A_2 D \sin(\Omega t) \right].
\end{align*}$$

$$\tilde{K}(s) = \LT [K(t)]$$ means performing Laplace transform.

The solutions of (16) can be represented as

$$\begin{align*}
X_1^{(as)}(s) &= \tilde{H}_{11}(s) \cdot \LT \left[ A_1 \sin(\Omega t) \right] + \tilde{H}_{21}(s) \cdot \LT \left[ A_2 D \sin(\Omega t) \right], \\
X_2^{(as)}(s) &= \tilde{H}_{12}(s) \cdot \LT \left[ A_1 \sin(\Omega t) \right] + \tilde{H}_{22}(s) \cdot \LT \left[ A_2 D \sin(\Omega t) \right],
\end{align*}$$

where

$$\begin{align*}
\tilde{H}_{ij}(s) &= \frac{1}{s^2 + \gamma \tilde{K}(s) + \omega_0^2}, \\
\tilde{H}_{11}(s) &= \frac{1}{s^2 + \gamma \tilde{K}(s) + \omega_0^2 + \omega_0^2}, \\
\tilde{H}_{21}(s) &= \frac{s + \nu}{s^2 + \gamma \tilde{K}(s) + \omega_0^2 + \omega_0^2}, \\
\tilde{H}_{22}(s) &= \frac{(s + \nu)^2 + \omega_0^2 + \gamma (s + \nu) \tilde{K}(s + \nu)}{s^2 + \gamma \tilde{K}(s) + \omega_0^2 + \omega_0^2}.
\end{align*}$$
where \( \tilde{H}_{ki}(s) = \text{LT}[H_{ki}(t)], \) \( k, i = 1, 2, \) and \( \tilde{H}_{ki}(s) \) can be obtained from (16). Particularly, we have

\[
\tilde{H}_{11}(s) = \frac{1}{H(s)} \left[ \omega_0^2 + (s + v)^2 + \gamma (s + v) \tilde{K}(s + v) \right],
\]

\[
\tilde{H}_{21}(s) = -\frac{1}{H(s)},
\]

where \( H(s) = [\omega_0^2 + s^2 + \gamma s \cdot \tilde{K}(s)] [\omega_0^2 + (s + v)^2 + \gamma (s + v) \cdot \tilde{K}(s + v)] - a^2. \)

Applying the inverse Laplace transform technique, by the theory of "signals and systems," the product of the Laplace domain functions corresponding to the convolution of the time domain functions, we can obtain the solutions

\[
x_1^{(as)}(t) = H_{11}(t) \ast \left[ A_1 \sin(\Omega t) \right] + H_{21}(t) \ast \left[ A_2 D \sin(\Omega t) \right],
\]

\[
x_2^{(as)}(t) = H_{12}(t) \ast \left[ A_1 \sin(\Omega t) \right] + H_{22}(t) \ast \left[ A_2 D \sin(\Omega t) \right],
\]

where \( \ast \) is the convolution operator.

Equations (13) and (15) with \( x_1 = \langle x \rangle \) and \( x_2 = \langle \xi, x \rangle \) can be regarded as a linear system, and the forces \( A_1 \sin(\Omega t) \) and \( A_2 D \sin(\Omega t) \) can be regarded as the input periodic signals. By the theory of "signals and systems," when we put periodic signals \( A_1 \sin(\Omega t) \) and \( A_2 D \sin(\Omega t) \) into a linear system with system functions \( H_{11}(t) \) and \( H_{21}(t) \), the output signals are still periodic signals; meanwhile, the frequency of the output signals are the same as the frequency of the input signals. We denote the output signals as \( A_{11} \sin(\Omega t + \varphi_{11}) \) and \( A_{21} \sin(\Omega t + \varphi_{21}) \), respectively, which can be shown in Figure 1.

Moreover, the amplitudes \( A_{11} \) and \( A_{21} \) of the output signals are proportion to the amplitudes \( A_1 \) and \( A_2 D \) of the input signals, and the proportion constants are the amplitudes of the frequency response functions \( H_{11}(e^{j\Omega}) \) and \( H_{21}(e^{j\Omega}) \); that is, \( A_{11} = A_1 |H_{11}(e^{j\Omega})| \) and \( A_{21} = A_2 D |H_{21}(e^{j\Omega})| \).

Thus, from (19), we obtain the following expression of particle’s average displacement \( x^{(as)}_i(t) \):

\[
x^{(as)}_1(t) = H_{11}(t) \ast \left[ A_1 \sin(\Omega t) \right] + H_{21}(t) \ast \left[ A_2 D \sin(\Omega t) \right] + \varphi_{21} = \sqrt{A^{21} + A^{22}_1} + 2A_{11} A_{21} \cos(\varphi_{11} + \varphi_{21}) \]

\[
\cdot \sin \left[ \arcsin \left( \frac{A_{11} \sin \varphi_{11} + A_{21} \sin \varphi_{21}}{\sqrt{A^{21}_1 + A^{22}_1 + 2A_{11} A_{21} \cos(\varphi_{11} + \varphi_{21})}} \right) \right],
\]

where \( A_{11}, A_{21} \) and \( \varphi_{11}, \varphi_{21} \) are the amplitude and phase shift of the long-time behaviors of the output signals, respectively.

In addition, we can obtain the expressions of frequency response functions \( H_{11}(e^{j\Omega}) \) and \( H_{21}(e^{j\Omega}) \) through (18). Through the derivation, we can suppose that the expressions of \( H_{11}(e^{j\Omega}) \) and \( H_{21}(e^{j\Omega}) \) can be simplified as follows:

\[
H_{11}(e^{j\Omega}) = \frac{A_1 + B_1 \cdot j}{C_1 + D_1 \cdot j}, \]

\[
H_{21}(e^{j\Omega}) = \frac{A_2 + B_2 \cdot j}{C_2 + D_2 \cdot j},
\]

where \( A_1, B_1, C_1, D_1, \) and \( A_2, B_2, C_2, D_2 \) are real numbers.

Then, the amplitudes of frequency response functions \( H_{11}(e^{j\Omega}) \) and \( H_{21}(e^{j\Omega}) \) are

\[
|H_{11}(e^{j\Omega})| = \sqrt{H_{11}(e^{j\Omega}) H_{11}(e^{-j\Omega})} = \frac{A^2_1 + B^2_1}{C^2_1 + D^2_1},
\]

\[
|H_{21}(e^{j\Omega})| = \sqrt{H_{21}(e^{j\Omega}) H_{21}(e^{-j\Omega})} = \frac{A^2_2 + B^2_2}{C^2_2 + D^2_2},
\]

where \( H^*_i(e^{j\Omega}), \ i = 1, 2, \) is the conjugation of \( H_i(e^{j\Omega}), \ i = 1, 2, \)

Meanwhile, the amplitudes of the output signals are

\[
A_{11} = A_1 |H_{11}(e^{j\Omega})| = A_1 \sqrt{\frac{A^2_1 + B^2_1}{C^2_1 + D^2_1}},
\]

\[
A_{22} = A_2 D |H_{21}(e^{j\Omega})| = A_2 D \sqrt{\frac{A^2_2 + B^2_2}{C^2_2 + D^2_2}}.
\]

In this paper, with the expression of the particle’s average displacement \( x^{(as)}_i(t) \) in (20), we mainly discuss the resonant behaviors of the output amplitude \( A \) which is defined as

\[
A \triangleq \sqrt{A^{21}_1 + A^{22}_1 + 2A_{11} A_{21} \cos(\varphi_{11} + \varphi_{21})}.
\]

It should be emphasized that the following inequality must hold for the sake of the stability of solutions [69]:

\[
0 < a^2 \leq a^2_{cr} = \omega_0^2 \left[ \omega_0^2 + \gamma v^2 + \gamma v \cdot \tilde{K}(v) \right].
\]

In this paper, we assume the stability condition (25) is satisfied.
3.2. The Output Amplitude of a GLE with Fractional Gaussian Noise. When the internal noise \( \eta(t) \) in the generalized Langevin equation (9) is fractional Gaussian noise with correlation function (5), from the fluctuation-dissipation theorem (2), we derive the power-law memory kernel \( K(t) \) presented by Hurst exponent \( H, 0 < H < 1 \):

\[
K(t) = \frac{C(t)}{k_BT} = 2H (2H - 1) t^{2H-2}.
\]

Performing the Laplace transform, we obtain the related \( \overline{K}(s) = \mathcal{L}[K(t)] \):

\[
\overline{K}(s) = \frac{s^{-\alpha}}{1 + (s/\tau)^\alpha}, \quad 0 < \alpha < 2, \quad \tau > 0.
\]

From (18), (20), (24), and (27), we get the output amplitude \( A \) expressed by (24) with

\[
A_{11} = A_1 \sqrt{\frac{f_1^2 + f_2^2}{f_3^2 + f_4^2}},
\]

\[
\varphi_{11} = \arctan \left( \frac{f_2 f_3 - f_1 f_4}{f_1 f_3 + f_2 f_4} \right),
\]

\[
A_{21} = A_2 D \sqrt{\frac{1}{f_3^2 + f_4^2}},
\]

\[
\varphi_{21} = \arctan \left( -\frac{f_4}{f_3} \right),
\]

where

\[
\begin{align*}
f_1 &= \omega_0^2 + b^2 \cos(2\theta) + \gamma b^{2-2H} \\
&\quad \cdot \Gamma(2H+1) \cos[(2-2H)\theta],
\end{align*}
\]

\[
\begin{align*}
f_2 &= b^2 \sin(2\theta) + \gamma b^{2-2H} \\
&\quad \cdot \Gamma(2H+1) \sin[(2-2H)\theta],
\end{align*}
\]

\[
\begin{align*}
f_3 &= M_0 + M_1 \cos(2\theta) + M_2 \cos[(2-2H)\theta] \\
&\quad + M_3 \cos \left( (2H) \frac{\pi}{2} + 2\theta \right) \\
&\quad + M_4 \cos \left( \left( \frac{\pi}{2} + \theta \right) (2-2H) \right) \\
&\quad + M_5 \sin \left( (2H) \frac{\pi}{2} \right),
\end{align*}
\]

\[
\begin{align*}
f_4 &= M_1 \sin(2\theta) + M_2 \sin[(2-2H)\theta] \\
&\quad + M_3 \sin \left( (2H) \frac{\pi}{2} + 2\theta \right) \\
&\quad + M_4 \sin \left( \left( \frac{\pi}{2} + \theta \right) (2-2H) \right) \\
&\quad + M_5 \sin \left( (2H) \frac{\pi}{2} \right),
\end{align*}
\]

\[
b = \sqrt{\nu^2 + \Omega^2},
\]

\[
\theta = \arctan \left( \frac{\Omega}{\nu} \right),
\]

\[
M_0 = \omega_0^4 - \alpha^2 - \Omega^2 \omega_0^2,
\]

\[
M_1 = (\omega_0^2 - \Omega^2) b^2,
\]

\[
M_2 = \gamma (\omega_0^2 - \Omega^2) b^{2-2H} \Gamma(2H+1),
\]

\[
M_3 = \gamma \Omega^{2-2H} b \Gamma(2H+1),
\]

\[
M_4 = \gamma^2 \Omega^{2-2H} b^{2-2H} \Gamma^2(2H+1),
\]

\[
M_5 = \gamma \omega_0^2 \Omega^{2-2H} \Gamma(2H+1).
\]

3.3. The Output Amplitude of a GLE with Mittag-Leffler Noise. When the internal noise \( \eta(t) \) in the generalized Langevin equation (9) is Mittag-Leffler noise with correlation function (6), from the fluctuation-dissipation theorem (2), we derive the Mittag-Leffler memory kernel \( K(t) \) presented by memory time \( \tau \) and memory exponent \( \alpha \):

\[
K(t) = \frac{C(t)}{k_BT} = \frac{1}{\tau^\alpha} E_\alpha \left[ -\left( \frac{|t|}{\tau} \right)^\alpha \right].
\]

Performing the Laplace transform, we obtain the related \( \overline{K}(s) = \mathcal{L}[K(t)] \):

\[
\overline{K}(s) = \frac{s^{-\alpha}}{1 + (s/\tau)^\alpha}, \quad 0 < \alpha < 2, \quad \tau > 0.
\]

From (18), (20), (24), and (32), we get the output amplitude \( A \) expressed by (24) with

\[
A_{11} = A_1 \sqrt{\frac{g_1^2 + g_2^2}{g_3^2 + g_4^2}},
\]

\[
\varphi_{11} = \arctan \left( \frac{g_2 g_3 - g_1 g_4}{g_1 g_3 + g_2 g_4} \right),
\]

\[
A_{21} = A_2 D \sqrt{\frac{1}{g_3^2 + g_4^2}},
\]

\[
\varphi_{21} = \arctan \left( -\frac{g_4}{g_3} \right),
\]

where

\[
\begin{align*}
g_1 &= \omega_0^2 + M_7 \cos(\alpha \theta) + M_2 \cos(2\theta) \\
&\quad + M_2 M_5 \cos[(2 + \alpha)\theta] \\
&\quad + M_4 \omega_0^2 \cos \left( \frac{\pi}{2} \alpha \right) \\
&\quad + M_4 M_7 \cos \left( \left( \frac{\pi}{2} + \theta \right) \alpha \right),
\end{align*}
\]
\[ + M_2 M_4 \cos \left( 2\theta + \frac{\pi}{2} \alpha \right) \]
\[ + M_2 M_4 M_5 \cos \left( (2 + \alpha) \theta + \frac{\pi}{2} \alpha \right) \]
\[ g_2 = M_7 \sin (\alpha \theta) + M_5 \sin (2\theta) \]
\[ + M_2 M_5 \sin \left[ (2 + \alpha) \theta + M_4 \omega_0^2 \sin \left( \frac{\pi}{2} \alpha \right) \right] \]
\[ + M_4 M_7 \sin \left( \frac{\pi}{2} + \theta \right) \alpha \]
\[ + M_2 M_4 \sin \left( 2\theta + \frac{\pi}{2} \alpha \right) \]
\[ + M_2 M_4 M_5 \sin \left[ (2 + \alpha) \theta + \frac{\pi}{2} \alpha \right], \]
\[ h_1 = -1 - M_4 \cos \left( \frac{\pi}{2} \alpha \right) - M_5 \cos (\alpha \theta) \]
\[ - M_4 M_5 \cos \left( \frac{\pi}{2} + \theta \right) \alpha \]
\[ h_2 = -M_4 \sin \left( \frac{\pi}{2} \alpha \right) - M_5 \sin (\alpha \theta) \]
\[ - M_4 M_5 \sin \left( \frac{\pi}{2} + \theta \right) \alpha \]
\[ g_3 = M_9 + M_0 M_2 \cos (2\theta) + M_6 \cos (\alpha \theta) \]
\[ + M_0 M_2 M_5 \cos \left[ (2 + \alpha) \theta \right] \]
\[ + M_{10} \cos \left( \frac{\pi}{2} \alpha \right) + M_{11} \cos \left( 2\theta + \frac{\pi}{2} \alpha \right) \]
\[ + M_{12} \sin \left( \frac{\pi}{2} + \theta \right) \alpha \]
\[ + M_{13} \cos \left[ (2 + \alpha) \theta + \frac{\pi}{2} \alpha \right], \]
\[ g_4 = M_9 M_2 \sin (2\theta) + M_6 \sin (\alpha \theta) \]
\[ + M_0 M_2 M_5 \sin \left[ (2 + \alpha) \theta \right] \]
\[ + M_{10} \sin \left( \frac{\pi}{2} \alpha \right) + M_{11} \sin \left( 2\theta + \frac{\pi}{2} \alpha \right) \]
\[ + M_{12} \sin \left( \frac{\pi}{2} + \theta \right) \alpha \]
\[ + M_{13} \sin \left[ (2 + \alpha) \theta + \frac{\pi}{2} \alpha \right], \]
\[ b = \sqrt{v^2 + \Omega^2}, \]
\[ \theta = \arctan \left( \frac{\Omega}{v} \right), \]
\[ M_0 = \omega_0^2 - \Omega^2, \]
\[ M_1 = \gamma \Omega^2, \]
\[ M_2 = b^2, \]
\[ M_3 = \gamma b^2, \]
\[ M_4 = (\tau \Omega)^a, \]
\[ M_5 = (\tau b)^a, \]
\[ M_6 = M_0 M_4 + M_1, \]
\[ M_7 = M_5 \omega_0^2 + M_5, \]
\[ M_8 = \omega_0^2 M_0 - a^2, \]
\[ M_9 = M_0 M_7 - M_5 a^2, \]
\[ M_{10} = M_4 M_8 + M_4 \omega_0^2, \]
\[ M_{11} = M_2 M_6, \]
\[ M_{12} = M_5 \left( M_4 M_8 + \omega_0^2 M_1 \right) + M_3 M_6, \]
\[ M_{13} = M_2 M_5 M_6, \]
\[ (34) \]

4. Stochastic Resonance Behaviors of a GLE with Multiplicative and Periodically Modulated Noises

In this section, we will perform the numerical simulations on the above analytical expression in (24), with the internal noise \( \eta(t) \) modeled as fractional Gaussian noise and Mittag-Leffler noise in Sections 4.1 and 4.2, respectively. It can be seen, from the analytical expression in (24), the behaviors of \( A \) are fully determined by the combination of the system parameters \( \gamma, \omega_0^2, a^2, v, A_1, A_2, D, \) and \( \Omega \) and the parameters of \( \eta(t) \). Based on it, some characteristic features of stochastic resonance behaviors are revealed.

4.1. The Stochastic Resonance Behaviors of GLE with a Fractional Gaussian Noise. From (25) and (27), we obtain the stability condition of GLE with fractional Gaussian noise \( \eta(t) \):

\[ 0 < a^2 \leq a_{\text{cr,Gn}}^2 \]
\[ = \omega_0^2 \left[ \omega_0^2 + v^2 + \gamma \cdot \Gamma (2H + 1) \cdot v^{2-2H} \right], \]

(35)

with \( 0 < H < 1 \).

It can be seen from the stability condition (35) that the critical noise intensity \( a_{\text{cr,Gn}}^2 \) is determined by \( \omega_0^2, v, \gamma, \) and \( H \). Besides, from (24), the behaviors of output amplitude \( A \) are fully determined by the combination of the parameters \( \gamma, \omega_0^2, a^2, v, A_1, A_2, D, \) and \( \Omega \). Thus, in Figure 2, we depict the phase diagram in the \( D - \Omega \) plane for the emergence of the stochastic resonance behaviors of \( A \) versus \( a^2 \) at \( \omega_0^2 = 1, A_1 = 1, H = 0.55, A_2 = 1, \gamma = 0.3, \) and \( v = 0.01 \).

In the unshaded region [see the domain 0 of level = 0 which corresponds to Figure 2], the output amplitude \( A(a^2) \) varies monotonically as the noise intensity \( a^2 \) varies, which means the SR phenomenon is impossible. Meanwhile, in the shaded regions, it corresponds to the traditional SR
Figure 2: The phase diagram for the stochastic resonance behaviors of the output amplitude $A(a^2)$ at $\omega_0^2 = 1$, $A_1 = 1$, $H = 0.55$, $A_2 = 1$, $\gamma = 0.3$, and $\nu = 0.01$, and the values of Level in Figure 2, reflect the number of SR peaks for different combination of $D$ and $\Omega$.

Figure 3: The output amplitude $A$ versus the noise intensity $a^2$ with various $(D, \Omega)$ be chose through Figure 2, with parameters $\omega_0^2 = 1$, $A_1 = 1$, $A_2 = 1$, $\nu = 0.01$, $H = 0.55$, and $\gamma = 0.3$ and (a) $D = 0.3$ and $\Omega = 0.95$; (b) $D = 0.9$ and $\Omega = 0.2$; (c) $D = 1.3$ and $\Omega = 0.6$.

 phenomenon taking place, and two phases can be discerned in the resonant domain:

(1) The light shaded region (i) corresponds to the single-peak SR phenomenon [see the domain of level = 1 which corresponds to Figure 2].

(2) The dark shaded region (ii) corresponds to the double-peaks SR phenomenon [see the domain of level = 2 which corresponds to Figure 2].

From Figure 2, we can find that when the driving frequency $\Omega$ is large enough [$\Omega > 0.95$] or small enough [$\Omega < 0.01$], it is impossible to induce the SR phenomenon.

In Figure 3, we plot the curves given by (24) and (28) in which the dependence of the output amplitude $A$ on the noise intensity $a^2$ for different values of the system parameters $(D, \Omega)$ can be chosen from Figure 2, to verify the correctness of the results shown in Figure 2. As shown in Figure 3(a), when $D = 0.3$ and $\Omega = 0.95$, which belongs to the unshaded domain in Figure 2, the output amplitude $A(a^2)$ monotonic behavior decreased with the increasing of $a^2$, which means the SR phenomenon does not take place. In Figure 3(b), when $D = 0.9$ and $\Omega = 0.2$, which corresponds to the light grey domain in Figure 2, the curve shows that the output amplitude $A(a^2)$ attains a maximum value at some values of $a^2$; that is, the single-peak SR phenomenon takes place by
increasing $a^2$. Furthermore, one can see from Figure 3(c) that the double-peaks SR phenomenon happens, for the reason that the parameter combination of $D = 1.3$ and $\Omega = 0.6$ belongs to the dark grey domain in Figure 2. It should be emphasized that the double-peaks SR phenomenon happens because of the presence of two types of noise, external and internal noise sources. The double-peaks SR phenomenon can take place in biological systems, such as neuronal systems [74], in which the internal noise is due to signals coming from all other neurons, and external noise is the environmental noise due to its interaction with the neuronal system.

The main contribution of this section is as follows: with the help of phase diagram for the SR phenomenon, we can effectively control the SR phenomenon of this generalized harmonic system in a certain range and further broaden the application scope of the SR phenomenon in physics, biology, and engineering, such as the detection of weak stimuli by spiking neurons in the presence of certain level of noisy background neural activity [75].

4.2. The Stochastic Resonance Behaviors of GLE with a Mittag-Leffler Noise. From (25) and (32), we obtain the stability condition of GLE with a Mittag-Leffler noise $\eta(t)$:

\[ 0 < a^2 \leq a^2_{\text{MLn}} = \omega_0^2 \left[ \omega_0^2 + v^2 + \frac{y \gamma^2}{1 + (\tau v)^{1-\alpha}} \right], \tag{36} \]

with $0 < \alpha < 2, \tau > 0$.

It is found from the stability condition (36) that the critical noise intensity $a^2_{\text{MLn}}$ is determined by $\omega_0^2, v, y, \gamma, \tau$, and $\alpha$. In Figure 4, the phase diagram in the $D - \Omega$ plane for the emergence of SR phenomenon of $A(a^2)$ at $\omega_0^2 = 1, A_1 = 1, \alpha = 0.6, \tau = 0.2, A_2 = 1, y = 0.3,$ and $v = 0.05$ is shown. The same as Figure 2, when parameters $(D, \Omega)$ belong to the unshaded regions (i), the SR phenomenon is impossible; when $(D, \Omega)$ belong to the light grey regions (ii), the single-peak SR phenomenon happens; when $(D, \Omega)$ belong to the dark grey regions (iii), the double-peaks SR phenomenon takes place. Moreover, the sufficiently large driving frequency $\Omega [\Omega > 0.98]$ or small enough $\Omega [\Omega < 0.01]$ cannot induce the system to produce SR phenomenon.

In Figure 5, we also show the curves given by (24) and (33) in which the dependence of the output amplitude $A$ on the noise intensity $a^2$ for different values of the system parameters $(D, \Omega)$ can be chosen from Figure 4, to verify the correctness of the results shown in Figure 4.

As shown in Figure 5(a), when $D = 0.1$ and $\Omega = 0.05$, which belongs to the unshaded domain in Figure 4, the output amplitude $A(a^2)$ monotonic increase occurs with the increasing of $a^2$, which means the SR phenomenon does not take place. In Figure 5(b), when $D = 1.1$ and $\Omega = 0.25$, which corresponds to the light grey domain in Figure 4, the curve shows that the output amplitude $A(a^2)$ attains a maximum value at some values of $a^2$; that is, the single-peak SR phenomenon takes place by increasing $a^2$. Furthermore, one can see from Figure 5(c) that the double-peaks SR phenomenon happens, for the reason that the parameter combination of $D = 0.4$ and $\Omega = 0.7$ belongs to the dark grey domain in Figure 4.

5. Conclusions

To summarize, in this paper we explore the SR phenomenon in a generalized Langevin equation with multiplicative, periodically modulated noises, and external periodic force. Moreover, the system internal noise is modeled as a fractional Gaussian noise and a Mittag-Leffler noise, respectively. Without loss of generality, the fluctuations of system intrinsic frequency are modeled as a multiplicative dichotomous noise. By the use of the stochastic averaging method and the Laplace transform technique, we obtain the exact expression of the output amplitude $A$ given by (24).
We focus on the various nonmonotonic behaviors of the output amplitude $A$ with the system parameters $\gamma, \omega_0^2, \alpha^2, \nu, A_1, A_2, D,$ and $\Omega$ and the parameters of the internal driven noise. With the exact expression of the output amplitude $A$, we find the conventional SR takes place with the increases of the noise intensity $\alpha^2$ for fractional Gaussian noise and Mittag-Leffler noise, respectively. Moreover, we give the phase diagram in $D-\Omega$ plane for the emergence of SR phenomenon of $A(\alpha^2)$ and find the single-peak and double-peaks SR phenomena.

We believe all the results in this paper not only supply the theoretical investigations of the generalized harmonic oscillator subject to multiplicative, periodically modulated noises and external periodic force but also can suggest some experimental anomalous diffusion results in physical and biological applications in the future [76].

**Competing Interests**

The authors declare that there is no conflict of interests regarding the publication of this paper.

**Acknowledgments**

This work was supported by the Key Program of National Natural Science Foundation of China (Grant nos. 11171238 and 11601066) and Natural Science Foundation for the Youth (Grant nos. 11501386 and 11401405).

**References**


