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We are concerned with a type of impulsive fractional differential equations attached with integral boundary conditions and get the existence of at least one positive solution via global bifurcation techniques.

1. Introduction

Fractional differential equations have been extensively studied in recent years (see, for instance, [1–7] and their references). In addition, since Rabinowitz established unilateral global bifurcation theorems, there have been many researches in global bifurcation theory and it has been applied to obtain the existence and multiplicity for solutions of differential equations (see, for instance, [8–16] and their references). However, the previous researches seldom involve both global bifurcation techniques and fractional differential equations. In [16], the following problem was studied.

\[ D_0^\alpha u(t) + rf(t, u(t), u'(t)) = 0, \quad t \in (0, 1), \]
\[ u'(0) = 0, \]
\[ u(1) = \int_0^1 k(t) u(t) \, dt, \]
\[ \Delta u(\xi) = \int_0^\xi g(t) u(t) \, dt, \]
\[ \Delta u'(\xi) = \int_0^\xi h(t) u(t) \, dt, \]

where \( f \in C([0, 1] \times \mathbb{R} \times \mathbb{R}, \mathbb{R}) \) satisfies \( f(t, x, y) \geq 0 \) when \( x \geq 0 \) and \( y \leq 0 \); \( k \in C([0, 1], [0, \infty)) \); \( \xi \in (0, 1) \); \( g, h \in C([0, \xi], (-\infty, 0)) \);
\[ \Delta u(\xi) = \lim_{t \to \xi^-} u(t) - \lim_{t \to \xi^+} u(t); \]
\[ \Delta u'(\xi) = \lim_{t \to \xi^-} u'(t) - \lim_{t \to \xi^+} u'(t). \]

We set \( 1 < \alpha \leq 2 \) throughout this paper.

Through global bifurcation techniques, we get the existence of at least one positive solution of (2) (see Theorem 14). Moreover, for the sake of convenience of use, we give a corollary of Theorem 14 (see Theorem 15).
The rest of this paper is organized as follows. In Section 2, we will present some preliminary knowledge and some conditions for (2) that we need. We will prove some properties of several functions in Section 3 as a preparation of Section 4. In Section 4, we will present our main results and prove them. In Section 5, we present an example as an application of the main results. Finally, an appendix is given to prove a formula which will be used in the proof of the main results.

2. Preliminary

Firstly, we introduce several spaces that this paper needs. In this paper, we set

\[ PC[0,1] = \{ g : g(t) \text{ are continuous on } [0,\xi], (\xi,1) ; \} \]

there exists \( \lim_{t \to \xi^+} g(t) \}

as well as

\[ PC_1[0,1] = \{ g : g, g' \in PC[0,1] \} \]

Secondly, we introduce some knowledge of fractional integral and fractional derivative.

Definition 1 (see [3]). The fractional integral of order \( \beta > 0 \) for a function \( g \) is defined as

\[ I_0^\beta g(t) = \frac{1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1} g(s) ds, \quad t \geq 0. \]

Definition 2 (see [3]). The Riemann-Liouville derivative of fractional order \( \alpha \) for a function \( g \) is defined as

\[ \frac{d}{dt} \frac{d}{dt} I_0^{2-\alpha} g(t), \quad t > 0. \]

Moreover, for \( g \in C^1[0,1] \) and \( \phi \in L[0,1] \), it is well known that

\[ cD^\alpha_0 g(t) = \phi(t) \implies g(t) = I_0^a \phi(t) + C_0 + C_1 t. \]

However, (10) does not necessarily hold if \( g \) does not belong to \( C^1[0,1] \). Since \( u(t) \) and \( u'(t) \) considered in (2) are not continuous at \( t = \xi \), we need some modification on Definition 3. So we generalize Definition 3 in the following way, which will be applied to (2).

Definition 3 (see [3]). The Caputo derivative of fractional order \( \alpha \) for a function is defined as

\[ cD^\alpha_0 g(t) = \frac{d^2}{dt^2} I_0^{1-\alpha} g(t), \quad t > 0. \]

Clearly, (8) is equivalent to

\[ cD^\alpha_0 g(t) = \phi(t) \implies g(t) = I_0^a \phi(t) + C_0 + C_1 t. \]

Moreover, for \( g \in C^1[0,1] \) and \( \phi \in L[0,1] \), it is well known that

\[ cD^\alpha_0 g(t) = \phi(t) \implies g(t) = I_0^a \phi(t) + C_0 + C_1 t. \]

With the above definition, we have a conclusion similar to (10), which will be represented as (13).

Lemma 5. For \( g \in PC^1[0,1] \) and \( \phi \in L[0,1] \), if \( cD^\alpha_0 g(t) = \phi(t) \) for \( t \in (0,1) \), there must be

\[ g(t) = \begin{cases} I_0^\alpha \phi(t) + C_1 + C_2 t, & t \in [0,\xi), \\ I_0^\alpha \phi(t) + C_3 + C_4 t, & t \in (\xi,1]. \end{cases} \]

Proof. Suppose that

\[ cD^\alpha_0 g(t) = \phi(t), \quad t \in (0,1); \]

that is

\[ \frac{d}{dt} \frac{d}{dt} I_0^{1-\alpha} g(t) = \phi(t), \quad t \in (0,1). \]

We know that

\[ g(t) - g_\xi(t) = \begin{cases} I_0^\alpha \phi(t) + d_1 t^{\alpha-1} + d_2 t^{\alpha-2}, & t \in [0,\xi), \\ I_0^\alpha \phi(t) + d_3 t^{\alpha-1} + d_4 t^{\alpha-2} + d_5 (t - \xi)^{\alpha-1} + d_6 (t - \xi)^{\alpha-2}, & t \in (\xi,1]. \end{cases} \]
Then
\[
g'(t) - g'_\xi(t) = \begin{cases} 
I_0^{\alpha-1}\phi(t) + d_1(\alpha-1)t^{\alpha-2} + d_2(\alpha-2)t^{\alpha-3}, & t \in [0, \xi), \\
I_0^{\alpha-1}\phi(t) + d_1(\alpha-1)t^{\alpha-2} + d_2(\alpha-2)t^{\alpha-3} + d_3(\alpha-1)(t-\xi)^{\alpha-2} + d_4(\alpha-2)(t-\xi)^{\alpha-3}, & t \in (\xi, 1].
\end{cases}
\]  
(17)

Since \( g, g_\xi \in PC^1[0,1], \) we know that \( g - g_\xi \in PC^1[0,1]. \) Then by (17) we know that
\[
d_1 = d_2 = d_3 = d_4 = 0.
\]  
(18)

So (13) turns to be
\[
g(t) - g_\xi(t) = I_0^{\alpha}\phi(t), \; t \in [0,1];
\]  
(19)

that is
\[
g(t) = I_0^{\alpha}\phi(t) + g_\xi(t), \; t \in [0,1].
\]  
(20)

Choosing suitable \( C_1, C_2, C_3, C_4, \) we finish the proof. \( \square \)

If we set
\[
C(t) = \begin{cases} 
a + bt, & t \in [0,\xi]; \\
c + dt, & t \in (\xi,1],
\end{cases}
\]  
(21)

where \( a, b, c, \) and \( d \) are constant real numbers, then we will have the following conclusion.

**Lemma 6.** One has
\[
^cD_0^\alpha C(t) = 0, \; t \in [0,1].
\]  
(22)

**Proof.** It is easy to see that \( C(t) - C(t_0) = 0 \) for \( t \in [0,1] \) and then it is clear that
\[
^cD_0^\alpha C(t) = 0, \; t \in [0,1].
\]  
(23)

\( \square \)

**Lemma 7.** For \( p(t) \in PC[0,1], u \in X \) is a solution of
\[
^cD_0^\alpha u(t) + p(t) = 0, \; t \in (0,1),
\]  
\[
u'(0) = 0,
\]  
\[
u(1) = \int_0^1 k(t)u(t)dt,
\]  
\[
^\Delta u(\xi) = \int_0^\xi g(t)u(t)dt,
\]  
\[
^\Delta u'(\xi) = \int_0^\xi h(t)u(t)dt
\]  
(24)

if and only if
\[
u(t) = -\frac{1}{\Gamma(\alpha)}\int_0^t (t-s)^{\alpha-1}p(s)ds + \frac{1}{\Gamma(\alpha)}\int_0^1 (1-s)^{\alpha-1}p(s)ds - \int_0^\xi g(s)u(s)ds - \int_0^\xi h(s)u(s)ds + \int_0^1 k(s)u(s)ds, \; t \in (0,1); \]  
(25a)

\[
u(t) = -\frac{1}{\Gamma(\alpha)}\int_0^t (t-s)^{\alpha-1}p(s)ds + \frac{1}{\Gamma(\alpha)}\int_0^1 (1-s)^{\alpha-1}p(s)ds - (1-t)\int_0^\xi h(s)u(s)ds + \int_0^1 k(s)u(s)ds, \; t \in (\xi, 1].
\]  
(25b)

**Proof.** If \( u \in X \) is a solution of (24), by Lemma 5 we know that
\[
u(t) = \begin{cases} 
-\frac{1}{\Gamma(\alpha)}\int_0^t (t-s)^{\alpha-1}p(s)ds + c_1 + c_2t, & t \in [0,\xi]; \\
-\frac{1}{\Gamma(\alpha)}\int_0^t (t-s)^{\alpha-1}p(s)ds + c_3 + c_4t, & t \in (\xi, 1].
\end{cases}
\]  
(26)

Since \( u'(0) = 0, \) \( \Delta u(\xi) = \int_0^\xi g(t)u(t)dt, \) \( \Delta u'(\xi) = \int_0^\xi h(t)u(t)dt, \) and \( u(1) = \int_0^1 k(t)u(t)dt, \) we know that
\[
c_2 = 0;
\]  
\[
c_1 + \int_0^\xi g(t)u(t)dt = c_5 + c_4\xi;
\]  
\[
c_2 + \int_0^\xi h(t)u(t)dt = c_4;
\]  
\[
-\frac{1}{\Gamma(\alpha)}\int_0^1 (1-s)^{\alpha-1}p(s)ds + c_3 + c_4 = \int_0^1 k(t)u(t)dt.
\]  
(27)
Then
\[ c_1 = \frac{1}{\Gamma(\alpha)} \int_0^1 (1 - s)^{\alpha - 1} p(s) ds - \int_0^1 g(t) u(t) dt \]
\[ - (1 - \xi) \int_0^1 h(t) u(t) dt + \int_0^1 k(t) u(t) dt; \]
\[ c_2 = 0; \]
\[ c_3 = \frac{1}{\Gamma(\alpha)} \int_0^1 (1 - s)^{\alpha - 1} p(s) ds - \int_0^1 h(t) u(t) dt \]
\[ + \int_0^1 k(t) u(t) dt; \]
\[ c_4 = \int_0^1 h(t) u(t) dt; \]
that is, \( u \) satisfies (25a) and (25b).

If (25a) and (25b) hold, by Lemma 6 we know that
\[ c^* D_0^\alpha u(t) = -c^* D_0^\alpha_1 p(t). \] (29)

Since \( p(t) \in PC[0, 1] \), we know that \( \int_0^1 p(s) ds \) are continuous on \([0, 1]\) as well as \( \int_0^1 p(0) = 0 \) and \( \int_0^1 p'(0) = 0 \), so (29) turns to be
\[ c^* D_0^\alpha u(t) = -c^* D_0^\alpha_1 p(t) = -\int_0^t k(s) u(s) ds. \] (30)
All the other conditions of (24) can be verified by direct computations and we omit it here.

Thirdly, we introduce some knowledge of order cone.

**Definition 8.** Let \( X \) be a real Banach space and let \( K \) be a subset of \( X \). Then \( K \) is called an order cone if

(i) \( K \) is closed, nonempty, and \( K \neq \emptyset; \)

(ii) \( a, b \in \mathbb{R}, a, b \geq 0, x, y \in K \Rightarrow ax + by \in K; \)

(iii) \( x \in K \text{ and } -x \in K \Rightarrow x = \emptyset. \)

On this basis, \( u \in K \) is denoted by \( u \geq \emptyset \), while \( u > \emptyset \) means that \( u \in K \) and \( u \neq \emptyset \). Moreover, \( K \) is called to be solid if \( \text{int}(K) \neq \emptyset \); that is, \( K \) has interior points. \( u \Rightarrow \emptyset \) means that \( u \) is an interior point of \( K \).

In this paper, we set
\[ X = \left\{ u : u \in PC^\alpha [0, 1], \lim_{t \to 0^+} \frac{u(t)}{t^{\alpha - 1}} \text{ exist} \right\}. \] (31)

Then \( X \) is a Banach space endowed with the norm
\[ ||u|| = \sup_{s \in [0, 1]} |u(s)| + \sup_{s \in (0, 1]} \frac{|u'(t)|}{t^{\alpha - 1}}. \] (32)

We set the cone
\[ K = \left\{ u \in X : u(t) \geq 0, u'(t) \leq 0 \text{ for } t \in [0, 1] \right\}. \] (33)

Clearly \( K \) is a solid cone in \( X \). By the way, for any \( u > \emptyset \), it is obvious that \( u(0) > 0 \) and \( u'(0) = 0 \), which will be useful lately in this paper.

Fourthly, we introduce two lemmas which are very important in this paper.

**Lemma 9** (see [17, Corollary 15.12]). We set
\[ S_c = \{ (\mu, u) \in \mathbb{R} \times X : (\mu, u) \text{ is a solution of } u \] (34)
\[ = \mu (Lu + Nu) \text{ with } \mu > 0, u > \emptyset \}. \]

If \((H_1)\) and \((H_2)\) are satisfied, then \((r(L)^{-1}, \emptyset)\) is a bifurcation point of \( u = \mu(Lu + Nu) \) and \( S_c \) contains an unbounded solution component \( C_c (r(L)^{-1}) \) which passes through \((r(L)^{-1}, \emptyset)\).

If additionally \((H_3)\) is satisfied, then \((\mu, u) \in C_c (r(L)^{-1}) \) and \( \mu \neq r(L)^{-1} \) always imply that \( \mu > 0 \) and \( u > \emptyset \).

The conditions that Lemma 9 needs are stated as below.

\((H_1)\) The operators \( L, N : X \to X \) are compact on the real Banach space \( X \). \( L + N \) is positive: that is, \((L + N) \emptyset \geq \emptyset \) when \( u \geq \emptyset \). \( L \) is linear and \( \|N\|/\|u\| \to 0 \) as \( \|u\| \to 0 \). Moreover, \( X \) has an order cone \( K \) with \( X = K - K \).

\((H_2)\) The spectral radius \( r(L) \) of \( L \) is positive.

\((H_3)\) \( L \) is strongly positive: that is, \( Lu \gg \emptyset \) for \( u > \emptyset \).

**Lemma 10** (see [18, Theorem 19.3]). Let \( X \) be a Banach space and let \( K \subset X \) be a solid cone. \( L : X \to X \) is linear, compact, and strongly positive. Then we have the following:

(a) \( r(L) > 0 \), \( r(L) \) is a simple eigenvalue with an eigenvector \( \emptyset \gg \emptyset \) and there is no other eigenvalue with positive eigenvector.

(b) For \( y > \emptyset \), \( \lambda \leq r(L) \), the equation \( \lambda u - Lu = y \) has no solution in \( K \).

(c) Let \( S : X \to X \) be a linear operator. If \( Sx - Lx \geq \emptyset \) on \( K \), then \( r(s) \geq r(L) \), while \( r(s) > r(L) \) if \( Sx - Lx \gg \emptyset \) for \( x > \emptyset \).

At last, we present here some conditions that we need in this paper.

\((C_1)\) At least one of the following two conditions is satisfied:

(1) \( k(s) \) does not identically vanish on any subinterval of \([0, 1]\).
(2) \( k(0) > 0 \).

\((C_2)\) There exist \( a_0, a_\infty \in C([0, 1], [0, +\infty)) \) and \( b_0, b_\infty \in C([0, 1], (-\infty, 0]) \) such that
\[ \lim_{x, y \to 0} f(s, x, y) - a_0(s) x - b_0(s) y = 0, \]
\[ \lim_{x \to 0, y \to 0} f(s, x, y) - a_\infty(s) x - b_\infty(s) y = 0 \] (35)
for all \( s \in [0, 1] \) uniformly. What is more, \( a_i(0) > 0 \), \( i = 0, \infty \).
There exists a function $\varphi \in C([0,1],[0,\infty))$ such that
\[
f(s,x,y) \geq \varphi(s)x
\] (36)
for all $(s,x,y) \in [0,1] \times [0,\infty) \times (-\infty,0]$. In addition, $\varphi(0) > 0$.

3. Property of $H,L_0,L_\infty,(I-G)^{-1}L_0$ and $(I-G)^{-1}L_\infty$

In this paper, we set
\[
(Hu)(t) = -\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s,u(s),u'(s)) ds + \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} f(s,u(s),u'(s)) ds, \quad t \in [0,1];
\]
\[
(Gu)(t) = \begin{cases} 
- \int_0^\xi g(s) u(s) ds - (1 - \xi) \int_0^\xi h(s) u(s) ds + \int_0^1 k(s) u(s) ds, & t \in [0,\xi]; \\
- (1-t) \int_0^\xi h(s) u(s) ds + \int_0^1 k(s) u(s) ds, & t \in (\xi,1];
\end{cases}
\]
\[
(L_0u)(t) = -\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \left[a_0(s) u(s) + b_0(s) u'(s)\right] ds + \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} \left[a_0(s) u(s) + b_0(s) u'(s)\right] ds,
\]
\[
(L_\infty u)(t) = -\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \left[a_\infty(s) u(s) + b_\infty(s) u'(s)\right] ds + \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} \left[a_\infty(s) u(s) + b_\infty(s) u'(s)\right] ds,
\] (37)

Lemma 11. $H : X \to X$ is positive and compact.

Proof. Firstly, we will prove that $Hu \in X$ for all $u \in X$. With all the other properties of $X$ easily verified, we only show here that $(Hu)'(t)/t^{\alpha-1}$ converges, while $t \to 0$.

We know that
\[
(Hu)'(t)
\]
\[
= -\frac{1}{\Gamma(\alpha - 1)} \int_0^t (t-s)^{\alpha-2} f(s,u(s),u'(s)) ds.
\] (38)

So,
\[
\lim_{t \to 0} \frac{(Hu)'(t)}{t^{\alpha-1}} = -\frac{1}{\Gamma(\alpha-1)} \lim_{t \to 0} \frac{\int_0^t (t-s)^{\alpha-2} f(s,u(s),u'(s)) ds}{t^{\alpha-1}} = -\frac{f(0,u(0),0)}{\Gamma(\alpha)},
\] (39)

Secondly, we show that $H$ is positive.

In fact, for $u \geq \theta$, observing the expression of $Hu$, it is easy to see that $(Hu)(t) \geq 0$ and $(Hu)'(t) \leq 0$ for $t \in [0,1]$.

Thirdly, we will prove that $H$ is compact. To this end, we only need to show that $|(Hu)(t) : u \in D)$ and $|(Hu)'(t)/t^{\alpha-1} : u \in D)$ are uniformly bounded and equicontinuous on $(0,1]$ for any bounded subset of $X$ named $D$. We only prove the later one since the proof of another one is easier.

Since $D$ is bounded, we can choose a constant number $M > 0$ such that $|u| \leq M$ for all $u \in D$, which implies that $|u(t)| \leq M$ and $|u'(t)/t^{\alpha-1}| \leq M$ and hence $|u(t)| \leq M$. Then there exists a constant number $\bar{M}$ such that $f(s,u(s),u'(s)) \leq \bar{M}$ for all $s \in [0,1], u \in D$. So we have
\[
\frac{|(Hu)'(t)|}{t^{\alpha-1}} \leq \frac{1}{\Gamma(\alpha-1)} \int_0^t (t-s)^{\alpha-2} f(s,u(s),u'(s)) ds \leq \frac{\bar{M}}{\Gamma(\alpha-1)} \int_0^t (t-s)^{\alpha-2} ds = \frac{\bar{M}}{\Gamma(\alpha)},
\] (40)

which means that $|(Hu)'(t)/t^{\alpha-1} : u \in D)$ is equicontinuous on $(0,1]$.

Next, we will prove that $|(Hu)'(t)/t^{\alpha-1} : u \in D)$ is equicontinuous on $(0,1]$. We know that
\[
\frac{|(Hu)'(t_1) - (Hu)'(t_2)|}{t_1^{\alpha-1}} \leq \frac{1}{\Gamma(\alpha-1)} \int_0^{t_1} (t_1-s)^{\alpha-2} f(s,u(s),u'(s)) ds
\]
\[
= -\frac{f(0,u(0),0)}{\Gamma(\alpha)},
\] (41)

Secondly, we show that $H$ is positive.
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By the uniform continuity of $f$ on $[0, 1] \times [-M, M]$ and (41), we know that, for any $\delta_1 > 0$, there exists $\varepsilon > 0$, such that for $t_1, t_2 \in (0, \delta_1]$ implies

$$\left\|\frac{(Hu)^{(t_1)}}{t_1^{(\alpha-1)}} - \frac{(Hu)^{(t_2)}}{t_2^{(\alpha-1)}}\right\| \leq \varepsilon. \quad (42)$$

Moreover, when $\delta_1/2 \leq t_1 < t_2 \leq 1$, we have that

$$\frac{(Hu)^{(t_2)}}{t_2^{(\alpha-1)}} - \frac{(Hu)^{(t_1)}}{t_1^{(\alpha-1)}} = \int_{t_1}^{t_2} (t_2 - s)^{\alpha-2} f(s, u(s), u'(s)) \, ds.$$

By (44), we know that $\frac{(Hu)^{(t_1)}}{t_1^{(\alpha-1)}} - \frac{(Hu)^{(t_2)}}{t_2^{(\alpha-1)}} \leq \frac{2M}{\Gamma(\alpha)} \int_{t_1}^{t_2} \frac{(t_2 - s)^{\alpha-2} - (t_1 - s)^{\alpha-2}}{t_2^{\alpha-1}} \, ds.$

So

$$|t_2 - t_1| < \left(\frac{\Gamma(\alpha) \delta_1^{-1} \varepsilon}{2^2 M}\right)^{1/(\alpha-1)}$$

will lead to

$$\left|\frac{(Hu)^{(t_2)}}{t_2^{(\alpha-1)}} - \frac{(Hu)^{(t_1)}}{t_1^{(\alpha-1)}}\right| \leq \varepsilon, \quad (44)$$

$t_1, t_2 \in \left[\frac{\delta_1}{2}, 1\right].$

We set $\delta = \min[\delta_1/2, (\Gamma(\alpha) \delta_1^{-1} \varepsilon/2^2 M)^{1/(\alpha-1)}]$; by (42) and (44), we know that $\frac{(Hu)^{(t_1)}}{t_1^{(\alpha-1)}} - \frac{(Hu)^{(t_2)}}{t_2^{(\alpha-1)}} \leq \varepsilon$ for all $u \in D$ and $t_1, t_2 \in (0, 1)$ satisfy $|t_2 - t_1| < \delta.$

**Lemma 12.** $L_0, L_{\infty} : X \rightarrow X$ are linear, compact, and positive.

**Proof.** Similar to Lemma 11, we can verify that $L_0, L_{\infty} : X \rightarrow X$ are compact and positive. Moreover, they are obviously linear operators.

**Lemma 13.** If $(C_\alpha)$ holds and $\|G\| < 1$, then $(I - G)^{-1} L_0$ and $(I - G)^{-1} L_{\infty}$ are linear, compact, and strongly positive.

**Proof.** It is obvious that $G : X \rightarrow X$ is a positive linear operator. So if $\|G\| < 1$, $I - G$ will have a positive linear bounded inverse operator:

$$(I - G)^{-1} = I + G + G^2 + \cdots. \quad (45)$$

Since $L_0$ and $L_{\infty}$ are compact, we know that $(I - G)^{-1} L_0$ and $(I - G)^{-1} L_{\infty}$ are linear, compact, and strongly positive.
Since \( y > \theta \), we know that \( y'(t) \leq 0 \) for \( 0 \in [0,1] \), so by \((C_1)\) and \((48)\), we will know that

\[
y(t) \geq y(1) = (Gy)(1) + (L_0x)(1) = \int_0^1 k(s) y(s) \, ds > 0. \tag{49}
\]

On the other hand, for \( t \in (0,1] \), by \((C_2)\) and \( u(0) > 0 \), we will know that

\[
y'(t) = (Gy)'(t) + (L_0x)'(t) \leq (L_0x)'(t)
\]

\[
= \frac{1}{\Gamma(\alpha - 1)} \int_0^t (t-s)^{\alpha-2} \left[ a_0(s) u(s) + b_0(s) u'(s) \right] \, ds \leq - \frac{1}{\Gamma(\alpha - 1)} \int_0^t (t-s)^{\alpha-2} a_0(s) u(s) \, ds < 0. \tag{50}
\]

What is more, similar to \((39)\), we have

\[
\lim_{t \to 0^+} \frac{y'(t)}{t^{\alpha-1}} = - \frac{1}{\Gamma(\alpha - 1)} \lim_{t \to 0^+} \frac{1}{t^{\alpha-1}} \int_0^t (t-s)^{\alpha-2} \left[ a_0(s) u(s) + b_0(s) u'(s) \right] \, ds
\]

\[
= - \frac{a_0(0) u(0)}{\Gamma(\alpha)} < 0. \tag{51}
\]

By \((50)\) and \((51)\) and the piecewise continuity of \( y'(t) \) on \( [0,1] \), we know that there must exist a positive number \( r \) such that

\[
\sup_{t \in [0,1]} \frac{y'(t)}{t^{\alpha-1}} < -r. \tag{52}
\]

Equations \((49)\) and \((52)\) exactly mean that \( y \gg \theta \). \( \square \)

### 4. Main Results and the Proof

**Theorem 14.** Suppose that \((C_1)-(C_3)\) hold and \( \|G\| < 1 \); then there must exist at least one positive solution of \((2)\) if \( 1/r((I-G)^{-1}L_\infty) < a < 1/r((I-G)^{-1}L_\infty) \) or \( 1/r((I-G)^{-1}L_\infty) > a > 1/r((I-G)^{-1}L_0) \).

**Proof.** The proof is divided into three parts.

*Part 1.* Consider the following problem.

\[
c \mathbb{D}_{0+}^\alpha u(t) + \mu a f(t, u(t), u'(t)) = 0, \quad t \in (0,1), \]

\[
u'(0) = 0, \]

\[
u(1) = \int_0^1 k(t) u(t) \, dt, \]

\[
\Delta u(\xi) = \int_0^\xi g(t) u(t) \, dt, \]

\[
\Delta u'(\xi) = \int_0^\xi h(t) u(t) \, dt. \tag{53}
\]

We call \((\mu, u) \in \mathbb{R} \times X\) to be a solution of \((53)\) if it satisfies \((53)\). It is clear that any solution of \((53)\) of the form \((1, u)\) yields a solution \( u \) of \((2)\).

Due to Lemma 7, \((\mu, u) \in \mathbb{R} \times X\) is a solution of \((53)\) if and only if

\[
u = \mu H u + G u, \tag{54}
\]

that is,

\[
u = \mu (I-G)^{-1} H u. \tag{55}
\]

If we set

\[
N_0 u = H u - L_0 u, \tag{56}
\]

then \( u \) is a solution of \((53)\) if and only if

\[
u = \mu a [(I-G)^{-1} L_0 u + (I-G)^{-1} N_0 u]. \tag{57}
\]

*Part 2.* By Lemmas 11–13, we have confirmed that \((I-G)^{-1} H, (I-G)^{-1} L_0, (I-G)^{-1} N_0\) are compact, \((I-G)^{-1} H\) is positive, and \((I-G)^{-1} L_0\) is strongly positive. Now we only need to verify that

\[
\lim_{\|u\| \to 0} \frac{\|(I-G)^{-1} N_0 u\|}{\|u\|} = 0. \tag{58}
\]

\( \forall \epsilon > 0 \), by \((C_2)\), there must exist a number \( \delta > 0 \) such that \( |x| < \delta \) and \( |y| < \delta \) imply

\[
|f(s, x, y) - a_0(s) x - b_0(s) y| < \frac{\Gamma(\alpha + 1)}{2} \epsilon. \tag{59}
\]

Then, if \( \|u\| < \delta \), there will be

\[
\frac{|(N_0 u)(t)|}{\|u\|} \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \left| f(s, u(s), u'(s)) - a_0(s) u(s) - b_0(s) u'(s) \right| \, ds.
\]
\[ + \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} \left[ f\left(s, u(s), u'(s)\right) - a_0(s) u(s) - b_0(s) u'(s) \right] \|u\| ds \leq \frac{1}{\Gamma(\alpha)} \]
\[ \cdot \int_0^t (t-s)^{\alpha-1} \frac{f\left(s, u(s), u'(s)\right) - a_0(s) u(s) - b_0(s) u'(s)}{\|u(s) + u'(s)\|} ds \leq \frac{1}{\Gamma(\alpha)} \]
\[ \cdot \int_0^1 (1-s)^{\alpha-1} \frac{f\left(s, u(s), u'(s)\right) - a_0(s) u(s) - b_0(s) u'(s)}{|u(s) + u'(s)|} ds \leq \frac{ae}{2} \int_0^t (t-s)^{\alpha-1} ds + \frac{ae}{2} \int_0^1 (1-s)^{\alpha-1} ds = \frac{ae}{2} \]
\[ + \frac{\varepsilon}{2} \leq \varepsilon. \]

(60)

Moreover, we know that

\[ \frac{(N_0 u)'(t)}{t^{\alpha-1} \|u\|} = \frac{1}{\Gamma(\alpha-1)} \left[ \int_0^t (t-s)^{\alpha-2} \frac{f\left(s, u(s), u'(s)\right) - a_0(s) u(s) - b_0(s) u'(s)}{t^{\alpha-1} \|u\|} ds \right] \]
\[ \leq \frac{1}{\Gamma(\alpha-1)} \int_0^t (t-s)^{\alpha-2} \frac{f\left(s, u(s), u'(s)\right) - a_0(s) u(s) - b_0(s) u'(s)}{t^{\alpha-1} \|u(s) + u'(s)\|} ds \]
\[ \leq \frac{1}{\Gamma(\alpha-1)} \int_0^t (t-s)^{\alpha-2} \frac{f\left(s, u(s), u'(s)\right) - a_0(s) u(s) - b_0(s) u'(s)}{|u(s) + u'(s)|} ds \]
\[ \leq \frac{1}{\Gamma(\alpha-1)} \frac{\Gamma(\alpha+1)}{2} \varepsilon \int_0^t (t-s)^{\alpha-2} ds = \frac{1}{\Gamma(\alpha-1)} \frac{\Gamma(\alpha+1)}{2} \varepsilon \frac{1}{\alpha-1} = \frac{ae}{2} \leq \varepsilon. \]

(61)

By (60) and (61), we will know that

\[ \lim_{\|u\| \to 0} \|N_0 u\| = 0. \]

(62)

Equation (62) together with the boundedness of \((I-G)^{-1}\) will lead to

\[ \lim_{\|u\| \to 0} \| (I-G)^{-1} N_0 u \| \to 0. \]

(63)

Part 3. Applying Lemmas 9 and 10, we can draw a conclusion as below.

For (57), from \((1/\ar((I-G)^{-1} L_0), \theta)\) there emanates an unbounded continua of positive solutions \(C_+ \subset D_+\), where

\[ D_+ = \{(\mu, u) \in \mathbb{R} \times X : u = \mu a (I-G)^{-1} Hu\} \]
\[ \mu > 0, \ u > \theta \}

(64)

Furthermore, \((\mu, u) \in C_+ \) and \(\mu \neq 1/\ar((I-G)^{-1} L_0)\) always imply that \(u > \theta\).

To verify the existence of at least one positive solution of (2), we only need to show that \(C_+\) crosses the hyperplane \(\{1\} \times X\) in \(\mathbb{R} \times X\). To this end, it will be enough to show that \(C_+\) joins \((1/\ar((I-G)^{-1} L_0), \theta)\) to \((1/\ar((I-G)^{-1} L_\infty), +\infty)\). Suppose that \((\mu_\varepsilon, u_\varepsilon) \in C_+\) satisfy \(\mu_\varepsilon + \|u_\varepsilon\| \to \infty\). To begin with, we will show that \(\mu_\varepsilon\) is bounded. Defining \(L_{\varphi}\) as

\[ (L_{\varphi} u)(t) = -\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \varphi(s) u(s) ds \]
\[ + \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} \varphi(s) u(s) ds, \]

(65)

similar to Lemma 13, we can verify that \((I-G)^{-1} L_{\varphi} : K \to K\) is linear, compact, and strongly positive. Then,
due to Lemma 10(b), we see that there is a contradiction for sufficiently large $n$ in the following inequality:

$$ u_n = \mu_n a (I - G)^{-1} H u_n \geq \mu_n a (I - G)^{-1} L g u_n. \quad (66) $$

Then, $\{\mu_n\}$ is bounded and hence $\lim_{n \to \infty} \|u_n\| \to \infty$.

We choose a subsequence of $\{\mu_n\}$ converging to $\mu_\ast$. Without loss of generality, we relabel the subsequence to be $\{\mu_n\}$ just for convenience.

Now we set

$$ N_{\infty} u = H u - L_{\infty} u; \quad (67) $$

then

$$ v_n = \frac{u_n}{\|u_n\|} = \frac{\mu_n a (I - G)^{-1} L_{\infty} u_n + \mu_n a (I - G)^{-1} N_{\infty} u_n}{\|u_n\|} \quad (68) $$

$$ = \frac{\mu_n a (I - G)^{-1} L_{\infty} v_n + \mu_n a (I - G)^{-1} N_{\infty} u_n}{\|u_n\|}. $$

Since $(I - G)^{-1} L_{\infty}$ is compact, we can find a subsequence of $\{(I - G)^{-1} L_{\infty} v_n\}$ named $\{(I - G)^{-1} L_{\infty} v_{n_k}\}$ converging to $v_0 \in X$. Moreover, we know that

$$ \lim_{u \in K, \|u\| \to \infty} \frac{(I - G)^{-1} N_{\infty} u}{\|u\|} = \theta \quad (69) $$

(see the proof in the appendix), so

$$ \lim_{k \to \infty} v_{n_k} = \mu_\ast a v_0 = v_\ast. \quad (70) $$

It is obvious that $\theta > 0$ and $\|v_\ast\| = 1$. Let $k \to \infty$ in $v_{n_k} = (I - G)^{-1} L_{\infty} v_n + \mu_n a (I - G)^{-1} N_{\infty} u_n/\|u_n\|$; we know that

$$ v_\ast = \mu_\ast a (I - G)^{-1} L_{\infty} v_\ast. \quad (71) $$

Since $(I - G)^{-1} L_{\infty} : X \to X$ is linear, compact, and strongly positive, by Lemma 10 and (71) we know that

$$ \mu_\ast = \frac{1}{ar((I - G)^{-1} L_{\infty})}. \quad (72) $$

which implies that $C_\ast$ joins $(1/ar((I - G)^{-1} L_{\infty}), \theta)$ to $(1/ar((I - G)^{-1} L_{\infty}), +\infty)$.

As a corollary of Theorem 14, we have the following conclusion.

**Theorem 15.** Suppose that $(C_1)$–$(C_3)$ hold. If

$$ -\int_0^\xi g(s) \, ds - (1 - \xi) \int_0^1 h(s) \, ds + \int_0^1 k(s) \, ds < 1, $$

$$(73)$$

then there must exist at least one positive solution of (2) when $1/r((I - G)^{-1} L_{\infty}) < a < 1/r((I - G)^{-1} L_{\infty})$ or $1/r((I - G)^{-1} L_{\infty}) > a > 1/r((I - G)^{-1} L_{\infty})$.

**Proof.** With all the other conditions of Theorem 14 satisfied, we only need to verify that $\|G\| < 1$. For any $u \in X$ and $t \in [0, \xi]$, we have

$$ |(Gu)(t)| = \left| -\int_0^\xi g(s) u(s) \, ds - (1 - \xi) \int_0^1 h(s) u(s) \, ds + \int_0^1 k(s) u(s) \, ds \right| \leq -\int_0^\xi g(s) |u(s)| \, ds - (1 - \xi) \int_0^\xi h(s) |u(s)| \, ds + \int_0^1 k(s) |u(s)| \, ds \quad (74) $$

$$ \leq -\int_0^\xi g(s) \, ds - (1 - \xi) \int_0^\xi h(s) \, ds + \int_0^1 k(s) \, ds \|u\|. $$

For any $u \in X$ and $t \in (\xi, 1]$, we have

$$ |(Gu)(t)| = \left| -\int_0^\xi g(s) u(s) \, ds - (1 - \xi) \int_0^1 h(s) u(s) \, ds + \int_0^1 k(s) u(s) \, ds \right| \leq -\int_0^\xi g(s) \, ds - (1 - \xi) \int_0^\xi h(s) \, ds + \int_0^1 k(s) \, ds \|u\|. \quad (75) $$

For any $u \in X$ and $t \in [0, \xi]$, we have

$$ (Gu)(t) = 0. \quad (76) $$

For any $u \in X$ and $t \in (\xi, 1]$, we have

$$ \left| \frac{(Gu)(t)}{r^{\alpha - 1}} \right| = \left| \frac{\int_0^\xi h(s) u(s) \, ds}{r^{\alpha - 1}} \right| \leq -\frac{\int_0^\xi h(s) |u(s)| \, ds}{r^{\alpha - 1}} \quad (77) $$

$$ < -\frac{\int_0^\xi h(s) \, ds}{\xi^{\alpha - 1}} \|u\|. $$

By (74)–(77), we know that $\|G\| < 1$. \qed

**5. Example**

**Example 1.** Consider the following problem.

$$ c D_{0+}^{3/2} u(t) + a \left[ 2u(t) + e^{\alpha(t)} \sin u(t) - u'(t) \right] = 0, \quad t \in [0, 1], $$

where $a > 1/r((I - G)^{-1} L_{\infty})$.
\[ u'(0) = 0, \]
\[ u(1) = \int_0^1 (1-t) u(t) \, dt, \]
\[ \Delta u \left( \frac{1}{2} \right) = -\int_0^{1/2} t^2 u(t) \, dt, \]
\[ (E_1) \]

If we set
\[ (L_0 u)(t) = -\frac{1}{\Gamma(3/2)} \int_0^t (t-s)^{\alpha-1} \left[ 3u(s) - u'(s) \right] ds + \frac{1}{\Gamma(3/2)} \int_0^1 (1-s)^{\alpha-1} \left[ 3u(s) - u'(s) \right] ds; \]
\[ (L_\infty u)(t) = -\frac{1}{\Gamma(3/2)} \int_0^t (t-s)^{\alpha-1} \left[ 2u(s) - u'(s) \right] ds + \frac{1}{\Gamma(3/2)} \int_0^1 (1-s)^{\alpha-1} \left[ 2u(s) - u'(s) \right] ds; \]
\[ (Gu)(t) = \begin{cases} 
\int_0^{1/2} s^2 u(s) \, ds + \frac{1}{2} \int_0^{1/2} su(s) \, ds + \int_0^1 (1-s) u(s) \, ds, & t \in \left[ 0, \frac{1}{2} \right]; \\
(1-t) \int_0^{1/2} su(s) \, ds + \int_0^1 (1-s) u(s) \, ds, & t \in \left( \frac{1}{2}, 1 \right]. 
\end{cases} \]

then there must be at least one positive solution of (\(E_1\)) when \(1/r((I-G)^{-1}L_\infty) > a > 1/r((I-G)^{-1}L_0)\). (We can verify that \(r((I-G)^{-1}L_0) \geq r((I-G)^{-1}L_\infty)\) by Lemma 10.)

**Proof.** Let \(a = 3/2, \xi = 1/2, f(s, x, y) = 2x + e^y \sin x - y, g(s) = -s^2, h(s) = -s, k(s) = 1 - s; \) then (\(E_1\)) turns to be (2). Now we set \(a_0(s) = 3, b_0(s) = -1, a_\infty(s) = 2, b_\infty(s) = -1, \varphi(s) = 1\). We can verify that (\(C_1\))-(\(C_3\)) hold. Then by Theorem 15 we know that there must be at least one positive solution of (\(E_1\)) when \(1/r((I-G)^{-1}L_\infty) > a > 1/r((I-G)^{-1}L_0)\). \(\square\)

**Appendix**

At the very first, we recall that
\[ (N_\infty u)(t) = -\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s, u(s), u'(s)) ds + \frac{1}{\Gamma(\alpha)} \int_0^1 (1-s)^{\alpha-1} f(s, u(s), u'(s)) ds; \]
\[ (N_\infty u)'(t) = -\frac{1}{\Gamma(\alpha-1)} \int_0^t (t-s)^{\alpha-2} f(s, u(s), u'(s)) ds + \frac{1}{\Gamma(\alpha-1)} \int_0^1 (1-s)^{\alpha-2} f(s, u(s), u'(s)) ds. \]

For any \(\epsilon > 0\) and \(u \in K\), since
\[ \lim_{x \to 0, y \to 0} \frac{f(s, x, y) - a_\infty(s) x - b_\infty(s) y}{|x| + |y|} = 0 \]
for all \(s \in [0, 1]\) uniformly, similar to (60)-(61) we can find sufficiently large number \(M_1\) such that
\[ \int_0^1 (1-s)^{\alpha-1} f(s, u(s), u'(s)) ds \leq \frac{\epsilon}{2}, \]
\[ \int_0^1 (1-s)^{\alpha-2} f(s, u(s), u'(s)) ds \leq \frac{\epsilon}{2}, \]
where \(L_u = \{ 0 \leq s \leq 1 : |u(s)| + |u'(s)| > M_1 \} \). \(\text{(A.5)}\)

What is more, because \(f(s, x, y) - a_\infty(s) x - b_\infty(s) y\) is bounded on \([(s, x, y) : s \in [0, 1], |x| + |y| \leq M_1]\), we can find sufficiently large \(M_2\) such that
\[ \int_0^1 (t-s)^{\alpha-1} f(s, u(s), u'(s)) ds \leq \frac{\epsilon}{2}, \]
\[ \int_0^1 (t-s)^{\alpha-2} f(s, u(s), u'(s)) ds \leq \frac{\epsilon}{2}, \]
where \(I_u = \{ 0 \leq s \leq 1 : |u(s)| + |u'(s)| > M_1 \} \). \(\text{(A.5)}\)
where

\[ J_u = \left\{ 0 \leq s \leq 1 : |u(s)| + |u'(s)| \leq M_1 \right\}. \tag{A.8} \]

So, by (A.3) and (A.6), we know that, for \( u \in K \) with \( ||u|| \geq M_2 \), there must be

\[
\frac{\left[ N_{\infty} (u) \right](t)}{||u||} \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t-s)^{\alpha-1} \frac{f(s, u(s), u'(s)) - a_{\infty}(s) u(s) - b_{\infty}(s) u'(s)}{||u||} ds
\]

\[ + \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (1-s)^{\alpha-1} \frac{f(s, u(s), u'(s)) - a_{\infty}(s) u(s) - b_{\infty}(s) u'(s)}{||u||} ds \leq \frac{\varepsilon}{2}, \tag{A.6} \]

\[
\frac{\left[ J_u \right](t)}{t^{\alpha-1} ||u||} \leq \frac{1}{\Gamma(\alpha-1)} \int_{0}^{t} (t-s)^{\alpha-2} \frac{f(s, u(s), u'(s)) - a_{\infty}(s) u(s) - b_{\infty}(s) u'(s)}{||u||} ds
\]

\[ + \frac{1}{\Gamma(\alpha-1)} \int_{0}^{t} (1-s)^{\alpha-2} \frac{f(s, u(s), u'(s)) - a_{\infty}(s) u(s) - b_{\infty}(s) u'(s)}{||u||} ds \leq \frac{\varepsilon}{2}, \tag{A.7} \]

On the other hand, by (A.4) and (A.7), we know that, for \( u \in K \) with \( ||u|| \geq M_2 \), there must be

\[
\frac{\left[ N_{\infty} (u) \right]'(t)}{t^{\alpha-1} ||u||} \leq \frac{1}{\Gamma(\alpha-1)} \int_{0}^{t} (t-s)^{\alpha-2} \frac{f(s, u(s), u'(s)) - a_{\infty}(s) u(s) - b_{\infty}(s) u'(s)}{||u||} ds
\]

\[ + \frac{1}{\Gamma(\alpha-1)} \int_{0}^{t} (1-s)^{\alpha-2} \frac{f(s, u(s), u'(s)) - a_{\infty}(s) u(s) - b_{\infty}(s) u'(s)}{||u||} ds \leq \varepsilon. \tag{A.9} \]
By (A.9) and (A.10), we know that
\[
\lim_{u \in K, \|u\| \to \infty} \frac{N_{co} u}{\|u\|} = \theta. \tag{A.11}
\]
Equation (A.11) together with the boundedness of \((I - G)^{-1}\) will lead to
\[
\lim_{u \in K, \|u\| \to \infty} (I - G)^{-1} \frac{N_{co} u}{\|u\|} = \theta. \tag{A.12}
\]
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