The Adaptive-Clustering and Error-Correction Method for Forecasting Cyanobacteria Blooms in Lakes and Reservoirs
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Globally, cyanobacteria blooms frequently occur, and effective prediction of cyanobacteria blooms in lakes and reservoirs could constitute an essential proactive strategy for water-resource protection. However, cyanobacteria blooms are very complicated because of the internal stochastic nature of the system evolution and the external uncertainty of the observation data. In this study, an adaptive-clustering algorithm is introduced to obtain some typical operating intervals. In addition, the number of nearest neighbors used for modeling was optimized by particle swarm optimization. Finally, a fuzzy linear regression method based on error-correction was used to revise the model dynamically near the operating point. We found that the combined method can characterize the evolutionary track of cyanobacteria blooms in lakes and reservoirs. The model constructed in this paper is compared to other cyanobacteria-bloom forecasting methods (e.g., phase space reconstruction and traditional-clustering linear regression), and, then, the average relative error and average absolute error are used to compare the accuracies of these models. The results suggest that the proposed model is superior. As such, the newly developed approach achieves more precise predictions, which can be used to prevent the further deterioration of the water environment.

1. Introduction

Cyanobacteria blooms are the consequence of eutrophication, which can no longer be ignored. It clearly interferes with lake ecosystem functioning (severe loss of aquatic biodiversity) and services such as the provisioning of drinking water and recreation [1]. The formation of cyanobacteria blooms is a multifactor coupled multidimensional coordination complex dynamical system with an intrinsic strong nonlinear dissipative structure [2]. Precise prediction of cyanobacteria blooms can effectively mitigate eutrophication and protect the lake ecosystem. The cyanobacteria blooms have always exhibited high variability and instability, which makes them very difficult to monitor and predict [3].

Cyanobacteria-bloom data are a typical and complex type of chaotic time-series data based on long-term field observation and simulation experiments [4]. Traditionally, global and local prediction algorithms have been used for the classical modeling and prediction of chaotic time series [5, 6]. The global method attempts to approximate the entire time series on all attractors and seeks a function that is valid at every point. Then, we can predict the future values from knowledge of all previous elements of the time series. However, the parameters may be changed when new information is added to the model [7]. The local method only uses the nearest information to the local attractors, and the dynamics of the system are described locally, step by step, in the phase space [8].

Recently, researchers found that the prediction precision can be improved by using some combined techniques. These include artificial neural networks combined with fuzzy theory [9, 10], the unbiased composite kernel LSSVR [11], and K-nearest neighbors with phase space reconstruction [12]. Generally, these methods can obtain better results than traditional individual models, but they are complex, and the parameter selection is affected by personal experience.

The variation of cyanobacteria blooms is of a dynamic and sensitive nature, as ecological environments show different characteristics at different intervals. Local linearization is a useful method for modeling and prediction in this situation, and the choice of the dimension of the regression model is also an important issue. In this paper, we propose...
a validity index to cluster some typical operating intervals on research objects for dynamic state identification. The typical operating intervals are subsets of samples, which are of unequal sizes. The subset based on the division of similarity also has considerable influence on the operating-point range of the modeling process. The optimal number of neighbors participating in the modeling is set by the particle swarm optimization (PSO) algorithm. By using an error-correction method to adjust the function coefficients, the model can approximate the local attractor and improve the prediction accuracy.

In this paper, the following contributions are made:

(i) The clustering algorithm based on the validity index proposed in this paper is used to split the time-series data into unequal intervals and to narrow the field of prediction by finding partial neighbor information of current points in each subset. Using this approach, the prediction speed can be improved. In addition, this validity index is easy to understand and convenient for popularization and application.

(ii) Prediction deviation is used to adjust model parameters online, which means the idea of error-correction is introduced, and the proposed prediction model has the ability to resist external disturbances.

The rest of the paper is organized as follows. In Section 2, the prediction model is introduced. In Section 3, experiments and comparisons of different models are presented. Conclusions are given in Section 4.

2. Model-Based Prediction of Cyanobacteria Blooms in the Short Term

The objective of this paper is to predict the fluctuation of cyanobacteria blooms over a short period. The proposed prediction model involves the following steps: first, using the proposed concise validity index, the time-series dataset is split into typical subsets. The number of clusters is determined by data similarity characteristics, and the maximum value of the validity index corresponds to the optimal clustering number. Then, the error-correction method, PSO, and fuzzy regression algorithm are used to optimize the data-driven model, which is used to predict the cyanobacteria blooms for the next time. The values of multiple nearest neighbors of the subset are used to express the evolutionary trends in the time series, and the error between the predicted value and actual value can be used as feedback to correct the model coefficients dynamically based on fuzzy theory. In this way, the prediction of cyanobacteria blooms can be performed precisely without generating cumulative errors.

2.1. Optimal Number of Clusters Based on the Validity Index

The objective of the current work is to predict the fluctuation of cyanobacteria blooms over a consecutive future time. The most basic step of the proposed prediction method is splitting the time-series modeling data into a set of typical subsets with nearest-neighbor similarity via the adaptive-clustering principle, according to which the number of clusters is determined by the similarity characteristics of the data. Clustering is an unsupervised learning process. The optimal number of clusters and the partition are determined according to a validity index that rewards higher similarity within each cluster and lower similarity between different clusters. Research results show that there is no validity index that is applicable to every case. At present, many validity indices have been used in various studies. The commonly used clustering validity indices include Calinski-Harabasz (CH) [13], Hartigan (HH) [14], Homogeneity-Separation (HS) [15], and Krzanowski-Lai (KL) [16].

Based on the preliminary research on chlorophyll a concentration, this paper proposes an improved cluster validity index according to its characteristics. The natural properties of the clustering results are used to evaluate intraclass tightness and interclass separability. We define the intraclass distance and interclass distance to compute the cluster validity index, which is named the clustering comprehensive quality. The formula for the intraclass distance is as follows:

\[ D_{wc}(c) = \frac{1}{c} \sum_{w=1}^{c} \left( \frac{n_w(n_w-1)}{2} \right)^{-1} n_w \sum_{i=1,i\neq j}^{n_w} \left| x_{w,i} - x_{w,j} \right| \]  

(1)

Here, \( c \) is the number of clusters; \( n_w \) is the data size of each cluster, where \( w = 1, 2, \ldots, c \); and \( x_{w,i}, x_{w,j} \) denote the \( i \)th and \( j \)th data of the subset, which has \( n_w \) samples, where \( i, j = 1, 2, \ldots, n_w \).

The formula for the interclass distance is as follows:

\[ D_{bc}(c) = \left( \frac{c(c-1)}{2} \right)^{-1} \sum_{w=1}^{c} \sum_{u=1,u\neq v}^{c} \left| c_u - c_v \right| \]  

(2)

Here, \( c_u, c_v \) denote the \( u \)th and \( v \)th cluster centers, where \( u, v = 1, 2, \ldots, c \).

The formula for the proposed cluster validity index is as follows:

\[ Coq(c) = 1 - \left( (e \times D_{wc}(c))^p + \left( (1-e) \times \frac{1}{D_{bc}(c)} \right)^q \right) \]  

(3)

Here, \( e, p, \) and \( q \) are the weights for balancing the intraclass distance and interclass distance. For the general case, they are all positive real numbers, and \( p, q > 0, 0 < e < 1 \). In application, when the intraclass distance is too small or the interclass distance is too large, the three parameters can be adjusted to avoid weakening the performance indicator of clustering comprehensive quality. Obviously, the greater the clustering comprehensive quality is, the better the effect of clustering is.

In this paper, \( p = 1, q = 1, \) and \( e = 0.7 \) are set based on the characteristics of the distribution of the chlorophyll a concentration data.

2.2. K-Nearest Neighbors Based on the Particle Swarm Optimization Algorithm

Splitting into different clusters is equivalent to the local division of the motion law. In the K-nearest
method, each sample can be represented by its closest $K$ neighbors. After determining the best cluster partition, it is critical to construct a model to predict the value of the evolutionary track using local similarity information. It is a difficult task to select the appropriate number of similar sample points. The particle swarm optimization algorithm is a new global-optimization evolutionary algorithm based on the foraging behavior of birds, which was advanced by Dr. Eberhart and Dr. Kennedy [17]. In this paper, the particle swarm optimization algorithm is used to determine the optimal number of most similar neighbors among a cluster for a sample point.

2.3. Fuzzy Linear Regression Model. Consider the classical linear regression equation

$$y = A_0 + \sum_{m=1}^{f} A_m x_m$$

(4)

Here, $A_m$ is the regression coefficient, where $m = 1, 2, \ldots, f$, and $x_m$ is the independent variable of the model.

In a real application, the data often have fuzzy uncertainties due to various factors. In this paper, fuzzy linear regression is introduced.

The fuzzy linear regression equation is represented as follows:

$$\tilde{y}_d = \overline{A}_0 + \overline{A}_1 x_{1d} + \cdots + \overline{A}_f x_{fd} = \overline{A}_0 + \sum_{l=1}^{f} \overline{A}_l x_{ld}.$$  

(5)

Here, $\overline{A}_l$ is the fuzzy regression coefficient, where $l = 1, 2, \ldots, f$; $x_{ld}$ is the fuzzy independent variable, where $d = 1, 2, \ldots, h$; and $\tilde{y}_d$ is the fuzzy dependent variable.

To simplify the use of the model, the triangular fuzzy representation was adopted as $(\overline{A}_l, a_l, c_l)$ and $(\tilde{y}_d, c_{yd})$, where $a_l$ and $c_{yd}$ are central values of triangular fuzzy numbers and $c_l$ and $c_{yd}$ are the fuzzy amplitudes.

2.4. Model Improvement and Solving. Optimization of the regression coefficients should be subject to two constraint conditions: one ensures that the model fits the data well, and the other ensures the minimal fuzziness of the regression function. By scaling the degree of the fit using the closeness degree, the problem is transformed into a problem that minimizes the fuzzy amplitude under the condition $h(\overline{A}_0 + \sum_{l=1}^{f} \overline{A}_l x_{ld}, \tilde{y}_d) \geq h_0$. The transformation is given by

$$s(\overline{A}_0 + \sum_{l=1}^{f} \overline{A}_l x_{ld}) \rightarrow \min$$

$$h(\overline{A}_0 + \sum_{l=1}^{f} \overline{A}_l x_{ld}, \tilde{y}_d) \geq h_0.$$  

(6)

Here, $h_0$ is the given closeness-degree standard, and $s(\overline{A}_0 + \sum_{l=1}^{f} \overline{A}_l x_{ld})$ is the fuzzy amplitude of $\tilde{y}_d$.

The formulation of the closeness degree is represented as follows:

$$h(\overline{A}_0 + \sum_{l=1}^{f} \overline{A}_l x_{ld}, \tilde{y}_d) = 1 - \frac{|y_d - \sum_{l=1}^{f} a_l x_{ld}|}{\sum_{l=1}^{f} c_l x_{ld}}.$$  

(7)

Given a set of weights $\omega = \{\omega_1, \omega_2, \ldots, \omega_f\}$, the fuzzy amplitude of the system under the weights is represented as follows:

$$s = \sum_{l=0}^{f} \omega_l c_l.$$  

(8)

Obviously, the fuzzy linear regression is essentially an optimization problem, which is solved by minimizing the objective function subject to the following constraints:

$$\sum_{l=1}^{f} \omega_l \rightarrow \min$$

$$\sum_{l=1}^{f} \omega_l x_{ld} \rightarrow \min$$

$$\sum_{l=1}^{f} a_l x_{ld} - (1 - h_0) \sum_{l=1}^{f} \omega_l x_{ld} \geq \tilde{y}_d$$

$$\sum_{l=1}^{f} a_l x_{ld} + (1 - h_0) \sum_{l=1}^{f} \omega_l x_{ld} \geq \tilde{y}_d.$$  

(9)

Here, $\omega_l$ is the weight of the fuzzy amplitude in the objective function, and generally, its value is 1.

In a linear programming problem, the weight of each fuzzy amplitude in the objective function should be different because the influence of each regression variable on the dependent variable is different. Since the correlation coefficient between the regression variable and dependent variable can roughly reflect the degree of influence of each regression variable on the dependent variable, the weights are corrected according to correlation coefficients. The formulation is represented as follows:

$$\sum_{l=1}^{f} \omega_l = 1,$$

$$\omega_l = \frac{|r_l|}{\sum_{l=1}^{f} |r_l|} \quad l = 1, 2, \ldots, f.$$  

(10)

Here, $r_l$ is the correlation coefficient between the $l$th regression variable and the dependent variable.

2.5. Model Evaluation. After the model is solved, a certain standard can be selected to evaluate the fitting performance of the model.

1) Closeness degree. The fitting accuracy is generally considered to be high when the closeness degree is greater than 0.5.
(2) The ratio $\Phi_1$ of the relative error between the predicted value and actual value to the actual value and the ratio $\Phi_2$ of the fuzzy amplitude to the actual value are

$$\Phi_1 = \frac{y_d - \sum_{i=1}^{f} \alpha_i x_{id}}{y_d},$$

$$\Phi_2 = \sum_{i=1}^{f} \beta_i |x_{id}|.$$  \hspace{1cm} (11)

When $\Phi_1$ and $\Phi_2$ are less than 20%, the fitting accuracy is better.

2.6. Prediction Model. In view of the characteristics of the random and nonperiodic chaotic behavior in the evolution process of cyanobacteria blooms, a fuzzy linear regression prediction model is constructed. According to the theory of the local linearization of nonlinear systems, a simple and novel validity index is used to split the sample data into several subsets with the adaptive-clustering algorithm. Then, the particle swarm optimization algorithm is used to select the optimal number of nearest neighbors in clusters of modeling data based on the Euclidean distance. Finally, with the fuzzy characteristics of the monitoring data, the fuzzy linear regression model is constructed.

First, the adaptive-clustering algorithm is used to split the time-series data into unequal intervals and narrow the field of prediction. The most important aspect is the choice of the number of clusters. To obtain the best clustering partition, a simple and effective validity index is proposed to evaluate the quality of clustering. Second, the subset of current monitoring points is selected, and the particle swarm optimization algorithm is used to determine the optimal number of most similar neighbors from among the subset for a sample point. Third, with the selected nearest-neighbor data, a fuzzy linear regression method based on error-correction is adopted for the local small-range prediction. This model effectively utilizes the historical information of the nearest neighbors of the subset to make the predictive value closer to the actual value and revise the prediction model dynamically based on the deviation.

3. Experiments and Comparison

This section presents experiments on the application of the prediction model to cyanobacteria-bloom forecasting. In this paper, we used chlorophyll a concentration as the characterization index to characterize cyanobacterial bloom formation. The proposed adaptive-clustering and error-correction method was able to capture the dynamic characteristics of high nonlinearity and uncertainty.

It has been confirmed that the evolution of cyanobacteria blooms has a chaotic property, and the sensitivity characteristics of the chaotic system can cause great differences in evolutionary trajectories due to slight disturbances. Therefore, the chaotic system cannot be predicted over the long term. A set of chlorophyll a concentrations with 2000 data values collected every 4 hours from January 1, 2011, to December 31, 2011, in the Jin Shu monitoring site of Taihu was used to evaluate the prediction of chlorophyll a concentration from January 1, 2012, to January 7, 2012.

3.1. Evaluation Indicator. To evaluate the accuracy of these predictions, the average absolute error and the average relative error between predicted values and actual values can be calculated as follows:

$$e_{av} = \frac{1}{g} \sum_{z=1}^{g} e_z = \frac{1}{g} \sum_{z=1}^{g} |Acv_z - Pcv_z|,$$

$$e_{rz} = \frac{Acv_z - Pcv_z}{Acv_z},$$

$$e_{rav} = \frac{1}{g} \sum_{z=1}^{g} e_{rz} = \frac{1}{g} \sum_{z=1}^{g} \left| \frac{Acv_z - Pcv_z}{Acv_z} \right|.$$  \hspace{1cm} (12)

Here, $e_{av}$ is the average absolute error, $e_{rz}$ is the absolute error of the chlorophyll a concentration, $Acv_z$ is the actual value, $Pcv_z$ is the predicted value, $g$ is the prediction length, $e_{rz}$ is the relative error, and $e_{rav}$ is the average relative error.

3.2. Optimal Cluster Number. The training data were optimized based on the validity index proposed in this paper, and the curve of clustering comprehensive quality with different numbers of clusters is shown in Figure 1. The optimal number of clusters was computed according to formula (3); obviously, $c = 4$.

The same training data are split according to the above-mentioned four kinds of clustering validity indices: the CH index, $Ht$ index, $HS$ index, and $KL$ index. The curves of the indices are shown in Figure 2.

For the CH index, $KL$ index, and $HS$ index functions, the number of clusters at which the function attains its maximum is taken as the optimal number of clusters. For the $Ht$ index function, the minimum number of clusters with index-function value less than or equal to 10 is taken as the optimal number of clusters. As shown in Figure 2, the optimal numbers of clusters obtained by the CH index, $KL$ index, $HS$ index, and $Ht$ index are $c = 7$, $c = 6$, $c = 4$, and $c = 1$, respectively.
Figure 2: Clustering result curves based on common validity indices.

Table 1: Fuzzy coefficients.

<table>
<thead>
<tr>
<th>Fuzzy coefficient $A_i$</th>
<th>Central value $\alpha_i$</th>
<th>Fuzzy amplitude $c_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.0103</td>
<td>0.0506</td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.0838</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_5$</td>
<td>0.0000</td>
<td>0.1267</td>
</tr>
<tr>
<td>$A_6$</td>
<td>0.1378</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_7$</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_8$</td>
<td>0.4427</td>
<td>0.0556</td>
</tr>
<tr>
<td>$A_9$</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$A_{10}$</td>
<td>0.3180</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

3.3. Model Construction and Evaluation. The optimal number of neighbors was determined using the particle swarm optimization algorithm for each subset. The optimal number of neighbors was found to be 10 by optimization.

Therefore, 10 nearest-neighbor samples were included in the fuzzy linear regression prediction model in each subset. $H$ was set to 0.8, and Lingo software was used to compute the fuzzy coefficients. The fuzzy coefficients are listed in Table 1.

To evaluate the fitting accuracy of the model, relevant data were substituted into the model. The predicted values and actual values are listed in Table 2.

As shown in Table 2, most of the closeness degrees exceed 0.5; the values of $\Phi_1$ and $\Phi_2$ are less than 20%. This means that the fitting accuracy of the model is high.

3.4. Experimental Results. The values obtained using the fuzzy linear regression model for 20-step prediction and the actual values are shown in Figure 3.

The values predicted by the fuzzy linear regression model based on adaptive-clustering and error-correction are consistent with the actual values of chlorophyll a concentration, and the model has good prediction precision.

To assess the effectiveness of the proposed method, traditional-clustering linear regression and adaptive-clustering linear regression based on the four kinds of clustering validity indices described above were used to validate the experimental results. In addition, phase space reconstruction was used. The fuzzy linear regression model based on adaptive-clustering and error-correction was calculated with
Table 2: Predicted values and actual values.

<table>
<thead>
<tr>
<th>Actual value/(mg/L)</th>
<th>Central value (mg/L)</th>
<th>Fit value (mg/L)</th>
<th>Interval range</th>
<th>Evaluation index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3000</td>
<td>1.4234</td>
<td>0.1674</td>
<td>[1.2560, 1.5908]</td>
<td>h₀ = 0.26</td>
</tr>
<tr>
<td>1.5250</td>
<td>1.4376</td>
<td>0.1897</td>
<td>[1.2479, 1.6273]</td>
<td>Φ₁ = 0.54</td>
</tr>
<tr>
<td>3.168</td>
<td>3.2198</td>
<td>0.3391</td>
<td>[2.8807, 3.5589]</td>
<td>φ₂ = 0.70</td>
</tr>
<tr>
<td>2.9000</td>
<td>2.9297</td>
<td>0.3004</td>
<td>[2.6293, 3.2301]</td>
<td>Φ₁ = 0.90</td>
</tr>
<tr>
<td>3.1000</td>
<td>3.0101</td>
<td>0.3292</td>
<td>[2.6809, 3.3393]</td>
<td>Φ₂ = 0.73</td>
</tr>
<tr>
<td>3.7000</td>
<td>3.5301</td>
<td>0.4127</td>
<td>[3.1174, 3.9428]</td>
<td>Φ₃ = 0.59</td>
</tr>
<tr>
<td>3.7000</td>
<td>3.6085</td>
<td>0.3099</td>
<td>[3.2986, 3.9184]</td>
<td>Φ₄ = 0.70</td>
</tr>
<tr>
<td>2.5000</td>
<td>2.7006</td>
<td>0.3308</td>
<td>[2.3698, 3.0314]</td>
<td>Φ₅ = 0.40</td>
</tr>
<tr>
<td>1.8000</td>
<td>1.9335</td>
<td>0.2579</td>
<td>[1.6756, 2.1914]</td>
<td>Φ₆ = 0.48</td>
</tr>
<tr>
<td>3.2000</td>
<td>3.0964</td>
<td>0.2286</td>
<td>[2.5678, 3.3250]</td>
<td>Φ₇ = 0.55</td>
</tr>
</tbody>
</table>

Table 3: Comparison of results.

<table>
<thead>
<tr>
<th>Prediction method</th>
<th>Evaluation index</th>
<th>Average absolute error</th>
<th>Average relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase space reconstruction</td>
<td></td>
<td>0.4440</td>
<td>0.3365</td>
</tr>
<tr>
<td>Traditional-clustering linear regression</td>
<td></td>
<td>0.1887</td>
<td>0.1368</td>
</tr>
<tr>
<td>Adaptive-clustering linear regression (Ht index)</td>
<td></td>
<td>0.1818</td>
<td>0.1443</td>
</tr>
<tr>
<td>Adaptive-clustering linear regression (KL index)</td>
<td></td>
<td>0.1380</td>
<td>0.1204</td>
</tr>
<tr>
<td>Adaptive-clustering linear regression (CH index)</td>
<td></td>
<td>0.1456</td>
<td>0.1231</td>
</tr>
<tr>
<td>Adaptive-clustering linear regression (clustering comprehensive quality)</td>
<td></td>
<td>0.1553</td>
<td>0.1171</td>
</tr>
<tr>
<td>Adaptive-clustering fuzzy linear regression (clustering comprehensive quality)</td>
<td></td>
<td>0.1276</td>
<td>0.0994</td>
</tr>
</tbody>
</table>

Figure 3: Prediction result of chlorophyll a concentration based on the fuzzy linear regression model.

According to Figure 4 and Table 3, the prediction precision of the model constructed in this paper is relatively high. In this way, the effectiveness of the proposed method and the feasibility of the model are verified. Although the optimal clustering number obtained by the HS index is the same as that obtained by the cluster validity index we used in this paper, the calculation method for the HS index is difficult to understand, and its generality is not strong. It is clear that the validity index proposed in this paper is convenient and easy to understand and has a strong practicability.

4. Conclusion and Future Work

In this paper, the adaptive-clustering and error-correction methods were introduced to predict the chlorophyll a concentration used to characterize cyanobacterial bloom formation. Considering the chaotic and uncertain characteristics of chlorophyll a concentration, the adaptive-clustering
algorithm was introduced here to obtain some typical subsets. In addition, the optimal number of nearest neighbors for the model was optimized by particle swarm optimization. Finally, the fuzzy linear regression method based on error-correction was used to revise the model dynamically near the operating point. We found that the combined method can characterize the evolutionary track of cyanobacteria blooms in lakes and reservoirs. It can be concluded that the model constructed in this paper can capture complex dynamics, such as the trends of chlorophyll a concentration in cyanobacteria blooms.

This model is intended for short-term forecasting. The complexities of data-driven modeling can greatly increase the difficulty of prediction. Future work should explore additional learning methods and even combine different learning methods to predict cyanobacteria blooms.
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