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As a unitary quantum walk with infinitely many internal degrees of freedom, the quantum walk in terms of quantum Bernoulli noise (recently introduced by Wang and Ye) shows a rather classical asymptotic behavior, which is quite different from the case of the usual quantum walks with a finite number of internal degrees of freedom. In this paper, we further examine the structure of the walk. By using the Fourier transform on the state space of the walk, we obtain a formula that links the moments of the walk’s probability distributions directly with annihilation and creation operators on Bernoulli functionals. We also prove some other results on the structure of the walk. Finally, as an application of these results, we establish a quantum central limit theorem for the annihilation and creation operators themselves.

1. Introduction

Quantum walks are quantum analogs of the classical random walk, which have found wide application in quantum information, quantum computing, and many other fields [1–3]. In the past fifteen years, quantum walks with a finite number of internal degrees of freedom have been intensively studied and many deep results have been obtained of them (see, e.g., [2, 4–9] and references therein). One typical result in this aspect is the finding that those walks have quite different asymptotic behavior, compared to their classical counterparts. For example, Konno [10] proved that, for localized initial states, a discrete-time quantum walk on the line with a finite number of internal degrees of freedom usually has a limit distribution with scaling speed $n$, which is far from being Gaussian. Similar properties have also been found for continuous-time quantum walks with a finite number of internal degrees of freedom [11]. However, little attention has been paid to quantum walks with infinitely many internal degrees of freedom, which are of interest at least from a theoretical point of view.

Quantum Bernoulli noise is the family of annihilation and creation operators acting on Bernoulli functionals, which satisfies a canonical anticommutation relation (CAR) in equal time, and can be viewed as a discrete-time counterpart of the quantum white noise introduced by Huang [12]. Recently, with the help of quantum Bernoulli noise, Wang and Ye [13] have constructed a discrete-time quantum walk with infinitely many internal degrees of freedom, which we call the QBN-based walk below.

The QBN-based walk takes $L^2(\mathbb{Z}, \mathcal{H})$ as its state space, where $\mathcal{H}$ denotes the space of square integrable Bernoulli functionals, which is infinitely dimensional. It has been shown [13] that, for some localized initial states, the QBN-based walk has a Gaussian limit distribution with scaling speed $\sqrt{n}$, which is in striking contrast with the case of the usual discrete-time quantum walks with a finite number of internal degrees of freedom. Machida [6] has found that, for a very particular nonlocalized initial state, a discrete-time quantum walk on the line with 2 internal degrees of freedom can generate a Gaussian limit distribution with scaling speed $n$. And he wondered [6] whether a discrete-time quantum walk can generate a Gaussian limit distribution with scaling speed $\sqrt{n}$. The QBN-based walk then seems to give an answer to this question in a way.

In this paper, we would like to further examine the structure property of the QBN-based walk and show its
application to quantum probability. Our main work is as follows.

Let \( \{\delta_k, \partial_k^*\}_{k \geq 0} \) be quantum Bernoulli noise, namely, annihilation and creation operators on \( \mathcal{H} \), and \( X \) be the position operator in \( \hat{F}(\mathbb{Z}, \mathcal{H}) \). In the first part of the present paper, by using the Fourier transform on \( \hat{F}(\mathbb{Z}, \mathcal{H}) \), we obtain a representation of the QBN-based walk in the momentum space. In particular, we obtain the following relations:

\[
\langle \Phi_n, X^r \Phi_n \rangle_{\mathcal{F}(\mathbb{Z}, \mathcal{H})} = \left\langle \varphi, \left( \sum_{k=0}^{n-1} (\partial_k^* + \delta_k) \right)^r \varphi \right\rangle_{\mathcal{H}}, \quad r \geq 1,
\]

where \( \Phi_n \in \hat{F}(\mathbb{Z}, \mathcal{H}) \) denotes the state of the walk at time \( n \geq 0 \) and \( \varphi = \Phi_0(0) \). Since the quantity \( \langle \Phi_n, X^r \Phi_n \rangle_{\mathcal{F}(\mathbb{Z}, \mathcal{H})} \) is exactly the \( r \)th moment of the walk’s probability distribution at time \( n \geq 0 \), the above relations actually provide a formula that links the moments of the walk’s probability distributions directly with the annihilation and creation operators.

Quantum central limit theorems are quantum analogs of the classical central limit theorem, which deal with observables from a quantum probability point of view. Cushen and Hudson [14] established the quantum central limit theorem for a pair of conjugate observables \( P \) and \( Q \) (i.e., such that \( [P, Q] = il \)), which was later generalized to arbitrary CCR algebras by Quaegebeur [15]. Giri and von Waldenfels [16] proved an algebraic quantum central limit theorem in the setting of \( * \)-algebra by using the method of noncommutative moments. Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments). Voiculescu has developed a noncommutative probability theory (now known as the theory of noncommutative moments).

- Quantum Bernoulli Noise

In this section, we briefly recall main notions and facts about quantum Bernoulli noise. We refer to [13, 23, 24] for details.

Let \( \Omega = \{-1, 1\}^\mathbb{N} \) be the set of all mappings \( \omega : \mathbb{N} \mapsto \{-1, 1\} \) and \( (\zeta_n)_{n \geq 0} \) the sequence of canonical projections on \( \Omega \) given by

\[
\zeta_n(\omega) = \omega(n), \quad \omega \in \Omega.
\]

Let \( \mathcal{F} \) be the \( \sigma \)-field on \( \Omega \) generated by the sequence \( (\zeta_n)_{n \geq 0} \) and \( (p_n)_{n \geq 0} \) a given sequence of positive numbers with the property that \( 0 < p_n < 1 \) for all \( n \geq 0 \). It is known [25] that there exists a unique probability measure \( \mathbb{P} \) on \( \mathcal{F} \) such that

\[
\mathbb{P} \circ \zeta_n^{-1} \{ (e_1, e_2, \ldots, e_k) \} = \prod_{j=1}^{k} \mathbb{P} \{ 1 - e_j \} / \mathbb{P} \{ 1 \}
\]

for \( n \in \mathbb{N} \), \( e_j \in \{-1, 1\} \) \((1 \leq j \leq k) \) with \( n \not\equiv j \) when \( i \neq j \) and \( k \in \mathbb{N} \) with \( k \geq 1 \). Thus one has a probability measure space \( (\Omega, \mathcal{F}, \mathbb{P}) \), which is referred to as the Bernoulli space and random variables on it are known as Bernoulli functionals.

Let \( Z = (Z_n)_{n \geq 0} \) be the sequence of Bernoulli functionals defined by

\[
Z_n = \zeta_n + p_n - q_n, \quad n \geq 0,
\]

where \( q_n = 1 - p_n \). Clearly \( Z = (Z_n)_{n \geq 0} \) is an independent sequence of random variables on the probability measure space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

Let \( \mathcal{H} \) be the space of square integrable complex-valued Bernoulli functionals; namely,

\[
\mathcal{H} = L^2(\Omega, \mathcal{F}, \mathbb{P}).
\]

We denote by \( \langle \cdot, \cdot \rangle \) the usual inner product of the space \( \mathcal{H} \) and by \( || \cdot || \) the corresponding norm. It is known [25] that \( Z \) has the chaotic representation property. Thus \( \mathcal{H} \) has \( [Z_\sigma | \sigma \in \Gamma] \) as its orthonormal basis, where \( Z_\emptyset = 1 \) and

\[
Z_\sigma = \prod_{j \in \sigma} Z_j, \quad \sigma \in \Gamma, \quad \sigma \neq \emptyset,
\]

which shows that \( \mathcal{H} \) is an infinite dimensional complex Hilbert space.

**Lemma 1** (see [23]). For each \( k \in \mathbb{N} \), there exists a bounded operator \( \delta_k \) on \( \mathcal{H} \) such that

\[
\delta_k Z_\sigma = 1_{\sigma \setminus k} Z_{\sigma \cup k}, \quad \sigma \in \Gamma,
\]

where \( \sigma \setminus k = \sigma \setminus \{k\} \) and \( 1_{\sigma}(k) \) is the indicator of \( \sigma \) as a subset of \( \mathbb{N} \).

**Lemma 2** (see [23]). Let \( k \in \mathbb{N} \). Then \( \partial_k^* \), the adjoint of \( \partial_k \) is the following property:

\[
\partial_k^* Z_\sigma = [1 - 1_{\sigma}(k)] Z_{\sigma \setminus k}, \quad \sigma \in \Gamma,
\]

where \( \sigma \cup k = \sigma \cup \{k\} \).
The operator $\partial_k$ and its adjoint $\partial_k^*$ are usually known as the annihilation and creation operators acting on Bernoulli functionals, respectively.

**Definition 3** (see [23]). The family $\{\partial_k, \partial_k^*\}_{k\geq 0}$ of annihilation and creation operators is called quantum Bernoulli noise.

The next lemma shows that quantum Bernoulli noise satisfies the canonical anticommutation relations (CAR) in equal time.

**Lemma 4** (see [23]). Let $k, l \in \mathbb{N}$. Then it holds true that

$$
\partial_k \partial_l = \partial_l \partial_k,
\partial_k^* \partial_l^* = \partial_l^* \partial_k^*,
\partial_k^* \partial_l = \partial_l \partial_k^*,
(k \neq l),
$$

(10)

where $I$ is the identity operator on $\mathcal{H}$.

**Lemma 5** (see [13]). For $n \geq 0$, write $R_n = (1/2)(\partial_n^* + \partial_n + I)$ and $L_n = (1/2)(\partial_n^* - \partial_n - I)$. Then both $R_n$ and $L_n$ are self-adjoint operators on $\mathcal{H}$, and moreover

$$
R_n^2 = R_n,
R_nL_n = L_nR_n = 0,
L_n^2 = -L_n.
$$

(11)

It follows easily from Lemma 4 that operators $R_n, L_n, n \geq 0$, form a commutative family; namely,

$$
R_kR_l = R_lR_k,
R_kL_l = L_lR_k,
L_kL_l = L_lL_k
$$

(12)

hold for all $k, l \geq 0$.

### 3. QBN-Based Walk

The present section describes the quantum walk introduced in [13], namely, the QBN-based walk mentioned above.

Recall that $\mathcal{H} = L^2(\Omega, \mathcal{F}, \mathcal{P})$, the space of square integrable complex-valued Bernoulli functionals. Let $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ be the space of square summable functions defined on $\mathbb{Z}$ and valued in $\mathcal{H}$; namely,

$$
\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H}) = \left\{ \Phi : \mathbb{Z} \rightarrow \mathcal{H} \mid \sum_{x=-\infty}^{\infty} \|\Phi(x)\|^2 < \infty \right\}.
$$

(13)

Then $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ remains a complex Hilbert space, whose inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ is given by

$$
\langle \Phi, \Psi \rangle_{\mathcal{H}} = \sum_{x=-\infty}^{\infty} \langle \Phi(x), \Psi(x) \rangle, \quad \Phi, \Psi \in \hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H}),
$$

(14)

where $\langle \cdot, \cdot \rangle$ denotes the inner product of $\mathcal{H}$ as indicated in Section 2. By convention, we denote by $\| \cdot \|_{\mathcal{H}}$ the norm induced by $\langle \cdot, \cdot \rangle_{\mathcal{H}}$. Note that $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ has a countable orthonormal basis $\{\phi_z, z \in \mathbb{Z}, \sigma \in \Gamma\}$, where $\phi_z : \mathbb{Z} \rightarrow \mathcal{H}$ is defined by

$$
\phi_z(x) = \begin{cases} 
Z_\sigma, & x = z; \\
0, & x \neq z, x \in \mathbb{Z}.
\end{cases}
$$

(15)

Thus $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ is separable.

As usual, a vector $\Phi \in \hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ is called a state if it satisfies the normalized condition $\|\Phi\|_{\mathcal{H}} = 1$.

**Definition 6** (see [13]). The QBN-based walk is such a quantum walk whose state space is $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ and whose time evolution is governed by

$$
\Phi_{n+1}(x) = R_n\Phi_n(x-1) + L_n\Phi_n(x+1),
$$

(16)

where $\Phi_n \in \hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ denotes the state of the walk at time $n \geq 0$.

Let $(\Phi_n)_{n \geq 0}$ be the state sequence of the QBN-based walk. Then the function $x \mapsto \|\Phi_n(x)\|^2$ makes a probability distribution on $\mathbb{Z}$, which is called the probability distribution of the walk at time $n \geq 0$. In particular, $\|\Phi_n(x)\|^2$ is the probability that the quantum walker is found at position $x \in \mathbb{Z}$ at time $n \geq 0$. As usual, the QBN-based walk is assumed to start at position $x = 0$, which implies that its initial state $\Phi_0$ satisfies $\|\Phi_0\|_{\mathcal{H}}^2 = 1$ and $\Phi(x) = 0$ for $x \in \mathbb{Z}$ with $x \neq 0$.

**Remark 7**. It is well known that $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H}) \cong \mathcal{F}(\mathbb{Z}) \otimes \mathcal{H}$. Thus, $\hat{\mathcal{F}}(\mathbb{Z})$ describes the position of the QBN-based walk, while $\mathcal{H}$ describes the internal degrees of freedom of the walk. As shown in Section 2, the dimension of $\mathcal{H}$ is infinite, which means that the QBN-based walk has infinitely many internal degrees of freedom.

**Lemma 8** (see [13]). For each $n \geq 0$, there exists a unitary operator $U_n$ on $\hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$ such that

$$
[U_n \Phi](x) = R_n\Phi(x-1) + L_n\Phi(x+1),
$$

(17)

$x \in \mathbb{Z}, \Phi \in \hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$,

$$
[U^*_n \Phi](x) = R_n\Phi(x+1) + L_n\Phi(x-1),
$$

$\Phi \in \hat{\mathcal{F}}(\mathbb{Z}, \mathcal{H})$,

where $U_n^*$ denotes the adjoint of $U_n$.

One can verify that unitary operators $U_n, n \geq 0$, commute mutually; namely, $U_mU_n = U_nU_m$ for all $m, n \geq 0$. The next lemma shows that the QBN-based walk belongs to the category of unitary quantum walks.
Lemma 9 (see [13]). The QBN-based walk has a unitary representation; more precisely,

\[
\Phi_{n+1} = \mathcal{U}_n \Phi_n = \left( \prod_{k=0}^{n} \mathcal{U}_k \right) \Phi_0, \quad n \geq 0, \tag{18}
\]

where \( \Phi_n \) is the state of the walk at time \( n \geq 0 \).

4. **Structure Property of QBN-Based Walk**

In this section, we apply the Fourier transform theory to the QBN-based walk and examine its structure property. We continue to use the notation made in previous sections.

4.1. Fourier Transform on State Space. Consider \( L^2([0,2\pi], \mathcal{H}) \), the space of all functions \( f : [0,2\pi] \to \mathcal{H} \) that are Bochner integrable [26] with respect to Lebesgue measure and satisfy condition \( \int_0^{2\pi} \| f(t) \|^2 dt < \infty \). It is known that \( L^2([0,2\pi], \mathcal{H}) \) is a Hilbert space with the inner product \( \langle \cdot, \cdot \rangle _{L^2} \) given by

\[
\langle f, g \rangle _{L^2} = \frac{1}{2\pi} \int_0^{2\pi} \langle f(t), g(t) \rangle dt, \tag{19}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product of \( \mathcal{H} \) as indicated in Section 2.

A direct verification shows that the system \( \{ e_{z,\sigma} : z \in Z, \sigma \in \Gamma \} \) is orthonormal in \( L^2([0,2\pi], \mathcal{H}) \), where \( e_{z,\sigma} : [0,2\pi] \to \mathcal{H} \) is defined by

\[
e_{z,\sigma}(t) = e^{izt}z_{\sigma}, \quad t \in [0,2\pi]. \tag{20}
\]

We denote by \( L^2(S, \mathcal{H}) \) the closed subspace of \( L^2([0,2\pi], \mathcal{H}) \) spanned by the system \( \{ e_{z,\sigma} : z \in Z, \sigma \in \Gamma \} \). Then \( L^2(S, \mathcal{H}) \) together with \( \langle \cdot, \cdot \rangle _{L^2} \) forms a separable complex Hilbert space.

Clearly \( \{ e_{z,\sigma} : z \in Z, \sigma \in \Gamma \} \) is a countable orthonormal basis of \( L^2(S, \mathcal{H}) \). This, together with the fact that the family \( \{ \phi_{z,\sigma} : z \in Z, \sigma \in \Gamma \} \) is a countable orthonormal basis of \( L^2(Z, \mathcal{H}) \), yields that there exists an isometric isomorphism \( F : L^2(Z, \mathcal{H}) \to L^2(S, \mathcal{H}) \) such that

\[
F \phi_{z,\sigma} = e_{z,\sigma}, \quad z \in Z, \sigma \in \Gamma. \tag{21}
\]

The mapping \( F \) is then called the Fourier transform on \( L^2(Z, \mathcal{H}) \).

It is easy to see that \( F^{-1} = F^* \); namely, \( F \) is a unitary operator from \( L^2(Z, \mathcal{H}) \) to \( L^2(S, \mathcal{H}) \). Let \( \Phi \in L^2(Z, \mathcal{H}) \) and \( \Phi = F \Phi \). Then one can prove that

\[
\lim_{m,n \to \infty} \int_{0}^{2\pi} \left\| \Phi(t) - \sum_{x=-m}^{n} e^{ixt} \Phi(x) \right\|^2 dt = 0, \tag{22}
\]

which justifies the name of \( F \). As usual, \( F \Phi \) is called the Fourier transform of \( \Phi \). It can also be proven that the inverse \( F^{-1} \) of \( F \) admits the following representation:

\[
[F^{-1} f](x) = \frac{1}{2\pi} \int_{0}^{2\pi} e^{-ixt} f(t) dt, \tag{23}
\]

\( x \in Z, f \in L^2(S, \mathcal{H}) \),

where the integral on the right hand side means the Bochner integral.

Just as in the scalar case, the position operator \( \Phi \) in \( L^2(S, \mathcal{H}) \) is defined by

\[
[X \Phi](x) = x \Phi(x), \quad x \in Z, \Phi \in \text{dom } X, \tag{24}
\]

where \( \text{dom } X \), the domain of \( X \), is given by

\[
\text{dom } X = \left\{ \Phi \in L^2(S, \mathcal{H}) | \sum_{x=-\infty}^{\infty} \| x \| \Phi(x) \|^2 < \infty \right\}. \tag{25}
\]

It can be verified that \( X \) is self-adjoint, and every integer \( x \in Z \) is its eigenvalue with

\[
X \phi_{x,\sigma} = x \phi_{x,\sigma}, \quad \forall \sigma \in \Gamma. \tag{26}
\]

Let \( r \geq 1 \) be a positive integer. Then, by the theory of spectral resolution for self-adjoint operators [27], \( X^r \) is well defined and remains a self-adjoint operator in \( L^2(Z, \mathcal{H}) \), and moreover, its domain is determined by

\[
\text{dom } X^r = \left\{ \Phi \in L^2(Z, \mathcal{H}) | \sum_{x=-\infty}^{\infty} \| x \|^2 \| \Phi(x) \|^2 < \infty \right\}. \tag{27}
\]

and its action is given by

\[
[X^r \Phi](x) = x^r \Phi(x), \quad x \in Z, \Phi \in \text{dom } X^r. \tag{28}
\]

Remark 10. Let \( r \geq 1 \) be a positive integer and \( f : [0,2\pi] \to \mathcal{H} \) a continuous function that has continuous derivatives up to order \( r \). Suppose that \( f^{(j)} \in L^2(S, \mathcal{H}) \) for all \( 0 \leq j \leq r \). Then \( F^{-1} f \in \text{dom } X^r \), and moreover

\[
FX^r F^{-1} f = (-i)^r f^{(r)}. \tag{29}
\]

4.2. Structure Property. This subsection focuses on exploring the structure property of the QBN-based walk. Recall that the QBN-based walk takes \( L^2(Z, \mathcal{H}) \) as its state space. Thus we may call \( L^2(S, \mathcal{H}) \) the momentum space of the walk.

Theorem 11. Let \( n \geq 0 \) and \( \mathcal{Y}_n = \mathcal{V} n \mathcal{Y}_n \mathcal{V}^{-1} \). Then \( \mathcal{Y}_n \) is a unitary operator on \( L^2(S, \mathcal{H}) \), and moreover \( \mathcal{Y}_n \) admits the following representation:

\[
[\mathcal{Y}_n f](t) = \left[ e^{iR_n} + e^{-iL_n} \right] f(t) \text{ a.e. in } [0,2\pi], \tag{30}
\]

where \( f \in L^2(S, \mathcal{H}) \).
Proof. It is easy to verify that $\mathcal{F}'_n$ is a unitary operator on $L^2(\mathcal{S}, \mathcal{H})$. Now define

$$g(t) = \left[ e^{it} R_n + e^{-it} L_n \right] f(t), \quad t \in [0, 2\pi].$$  \hfill (31)

Then $g \in L^2(\mathcal{S}, \mathcal{H})$. Thus, to prove (30), we only need to verify $\mathcal{F}'_n f = g$.

Let $z \in \mathbb{Z}, \sigma \in \Gamma$. Then, by writing $\Phi = F^{-1} f$, we have

$$\langle e_{z,\sigma}, \mathcal{F}'_n f \rangle_{L^2} = \langle \Phi_{z,\sigma}, \mathcal{H}_n F^{-1} f \rangle_{l^2};$$  

$$= \langle Z_\sigma, [\mathcal{H}_n \Phi](z) \rangle$$  

$$= \langle Z_\sigma, R_n \Phi (z-1) + L_n \Phi (z+1) \rangle.$$

On the other hand, by using properties of the Bochner integrals as well as the representation of $F^{-1}$, we can work out

$$\langle e_{z,\sigma}, g \rangle_{L^2}$$  

$$= \frac{1}{2\pi} \int_0^{2\pi} \left\{ e^{izt} Z_\sigma, [e^{it} R_n + e^{-it} L_n] f(t) \right\} dt$$  

$$= \left\langle R_n Z_\sigma, \frac{1}{2\pi} \int_0^{2\pi} e^{iz(-1)t} f(t) dt \right\rangle$$  

$$+ \left\langle L_n Z_\sigma, \frac{1}{2\pi} \int_0^{2\pi} e^{iz(1)t} f(t) dt \right\rangle$$  

$$= \langle R_n Z_\sigma, F^{-1} f \rangle (z-1)$$  

$$+ \langle L_n Z_\sigma, F^{-1} f \rangle (z+1)$$  

$$= \langle Z_\sigma, R_n \Phi (z-1) + L_n \Phi (z+1) \rangle.$$

Thus

$$\langle e_{z,\sigma}, \mathcal{F}'_n f \rangle_{L^2} = \langle e_{z,\sigma}, g \rangle_{L^2}, \quad \forall z \in \mathbb{Z}, \forall \sigma \in \Gamma,$$  \hfill (34)

which implies $\mathcal{F}'_n f = g$. \hfill \Box

Theorem 11 allows us to deal with the QBN-based walk in the momentum space $L^2(\mathcal{S}, \mathcal{H})$. In the following, we set

$$\mathcal{F}'_n = F \mathcal{H}_n F^{-1}, \quad n \geq 0.$$  \hfill (35)

Clearly $\\{ \mathcal{F}'_n \mid n \geq 0 \}$ is a commutative family of unitary operators. The next theorem then offers a representation of the QBN-based walk in the momentum space $L^2(\mathcal{S}, \mathcal{H})$.

**Theorem 12.** Let $(\Phi_n)_{n \geq 0} \subset \hat{l}^2(\mathbb{Z}, \mathcal{H})$ be the state sequence of the QBN-based walk, and $f_n = F \Phi_n, n \geq 0$. Then $\|f_n\|_{L^2} = 1$ and

$$f_{n+1} = \mathcal{F}'_n f_n = \left( \prod_{k=0}^{n} \mathcal{F}'_k \right) f_0, \quad n \geq 0.$$  \hfill (36)

**Proof.** This is an immediate consequence of Lemma 9 and Theorem 11 together with properties of the Fourier transform $F$. \hfill \Box

**Remark 13.** Let $n \geq 0$ and $f_n$ the same as in Theorem 12. Then, on interval $[0, 2\pi]$, one has

$$f_{n+1} (t) = \left( \prod_{k=0}^{n} \left( e^{it} R_k + e^{-it} L_k \right) \right) f_0 (t) \quad \text{a.e.}$$  \hfill (37)

Recall that $X$ denotes the position operator in the state space $\hat{l}^2(\mathbb{Z}, \mathcal{H})$ of the QBN-based walk. The next theorem then interprets the meaning of the quantity $\langle \Phi_n, X^n \Phi_n \rangle_{l^2}$.

**Theorem 14.** Let $(\Phi_n)_{n \geq 0} \subset \hat{l}^2(\mathbb{Z}, \mathcal{H})$ be the state sequence of the QBN-based walk, where the initial state $\Phi_0$ satisfies $\Phi_0 (x) = 0, x \neq 0, x \in \mathbb{Z}$. Then

$$\Phi_n \in \text{dom } X^n, \quad n \geq 0, r \geq 1,$$  \hfill (38)

and moreover, for all $n \geq 0, r \geq 1$, the quantity $\langle \Phi_n, X^n \Phi_n \rangle_{l^2}$ is exactly the $r$th moment of the probability distribution of the walk at time $n$; namely,

$$\langle \Phi_n, X^n \Phi_n \rangle_{l^2} = \sum_{x=-\infty}^{\infty} x^n \| \Phi_n (x) \|^2.$$  \hfill (39)

**Proof.** Let $n \geq 0, r \geq 1$. Since $\Phi_0 (x) = 0, x \neq 0, x \in \mathbb{Z}$, it follows from Definition 6 that

$$\Phi_n (x) = 0, \quad |x| > n, x \in \mathbb{Z},$$  \hfill (40)

which gives

$$\sum_{x=-\infty}^{\infty} x^n \| \Phi_n (x) \|^2 = \sum_{x=-n}^{n} x^n \| \Phi_n (x) \|^2 < \infty,$$  \hfill (41)

which together with (27) implies $\Phi_n \in \text{dom } X^n$. By using (28), we immediately get

$$\langle \Phi_n, X^n \Phi_n \rangle_{l^2} = \sum_{x=-\infty}^{\infty} \langle \Phi_n (x), x^n \Phi_n (x) \rangle$$  

$$= \sum_{x=-\infty}^{\infty} x^n \| \Phi_n (x) \|^2.$$  \hfill (42)

This completes the proof. \hfill \Box

It is easy to verify that $\{ e^{it} R_n + e^{-it} L_n \mid t \in \mathbb{R}, n \geq 0 \}$ makes a commutative family of unitary operators on $\mathcal{H}$. Here, by convention, $\mathbb{R}$ denotes the set of all real numbers. In the following, for $n \geq 0$, we define operator-valued function $V_n (t)$ as

$$V_n (t) = e^{it} R_n + e^{-it} L_n, \quad t \in \mathbb{R},$$  \hfill (43)

which is continuous and has continuous derivatives up to order $r$ with the operator norm for any positive integer $r$.

**Proposition 15.** Let $n \geq 0$ and $r \geq 1$ be integers. Then the $r$th derivative of the operator-valued function $V_n (t)$ satisfies

$$\frac{d^r V_n (t)}{d t^r} = i^r \left[ V_n (0) \right]^r V_n (t),$$  \hfill (44)

where $i$ denotes the imaginary unit.
Proof. A direct calculation gives
\[
\frac{dV_n(t)}{dt} = \left(e^{it} R_n + e^{it} L_n \right) = i \left( e^{it} R_n - e^{-it} L_n \right). \tag{45}
\]
On the other hand, by using Lemma 5, we find
\[
V_n(0) V_n(t) = (R_n + L_n) \left(e^{it} R_n + e^{it} L_n \right)
\]
\[
= e^{it} R_n - e^{-it} L_n. \tag{46}
\]
Thus \(dV_n(t)/dt = iV_n(0)V_n(t)\). By induction, formula (44) follows.

**Proposition 16.** Let \(n \geq 0\) and \(r \geq 1\) be integers. Then it holds that
\[
\frac{d^r}{dt^r} \left[ n \sum_{k=0}^{n} V_k(t) \right] = \left[ t \sum_{k=0}^{n} V_k(0) \right]^r n \sum_{k=0}^{n} V_k(t). \tag{47}
\]

Proof. By using Proposition 15 and induction, we can get the desired result easily.

As an immediate consequence of Propositions 15 and 16, we have the next proposition.

**Proposition 17.** Let \(\varphi \in \mathcal{H}\), and \(n \geq 0\). Define function \(f : [0,2\pi] \to \mathcal{H}\) as
\[
f(t) = \left[ n \sum_{k=0}^{n} V_k(t) \right] \varphi, \quad t \in [0,2\pi]. \tag{48}
\]
Then, for any integer \(r \geq 1\), \(f\) is a continuous function on \([0,2\pi]\) that has continuous derivatives up to order \(r\), and moreover
\[
f^{(r)}(t) = \left[ i \sum_{k=0}^{n} V_k(0) \right]^r f(t), \quad t \in [0,2\pi]. \tag{49}
\]

**Proposition 18.** Let \(\varphi \in \mathcal{H}\), and \(n \geq 0\). Let \(f\) be the same as in Proposition 17. Then \(f^{(r)} \in L^2(\mathbb{S}, \mathcal{H})\) for all integers \(r \geq 0\).

Proof. We first fix some notation. Let \(\Gamma_n = \{\sigma \in \Gamma \mid \max \sigma \leq n\}\). For \(\sigma \in \Gamma_n\), we put
\[
R_{\sigma} = \prod_{k \in \sigma} R_k, \tag{50}
\]
where \(R_\sigma = 1\) when \(\sigma = 0\). Similarly, we use \(L_\sigma\) for \(\sigma \in \Gamma_n\).

Now, by a direct calculation, we can get
\[
f(t) = \sum_{\sigma \in \Gamma_n} e^{it(2k\sigma - n - 1)0} R_{\sigma} L_{\sigma^{c}} \varphi, \quad t \in [0,2\pi], \tag{51}
\]
where \(\sigma^{c} = \{0,1,\ldots,n\} \setminus \sigma\). Clearly, for each \(\sigma \in \Gamma_n\), the function
\[
t \mapsto e^{it(2k\sigma - n - 1)0} R_{\sigma} L_{\sigma^{c}} \varphi \tag{52}
\]
belongs to \(L^2(\mathbb{S}, \mathcal{H})\), which implies \(f \in L^2(\mathbb{S}, \mathcal{H})\). Using formula (49) and formula (51), we can similarly show that \(f^{(r)} \in L^2(\mathbb{S}, \mathcal{H})\) holds for all integers \(r \geq 0\).

Recall that \(\partial_\sigma\) and \(\partial_\sigma^{c}\) denote the annihilation and creation operators, respectively, which are members of quantum Bernoulli noise. The next theorem then offers a formula that links the moments of the QBN-based walk’s probability distributions directly with the annihilation and creation operators.

**Theorem 19.** Let \((\Phi_n)_{n \geq 0} \subset L^2(\mathbb{Z}, \mathcal{H})\) be the state sequence of the QBN-based walk. Suppose the initial state \(\Phi_0\) takes the following form:
\[
\Phi_0(x) = \begin{cases} \varphi, & x = 0; \\
0, & x \neq 0, \quad x \in \mathbb{Z}, \end{cases} \tag{53}
\]
where \(\varphi \in \mathcal{H}\) with \(\|\varphi\| = 1\). Then, the \(r\)th moment \(\langle \Phi_n, X^r \Phi_n \rangle_{\mathcal{L}}\) of the walk’s probability distribution at time \(n \geq 1\) satisfies
\[
\langle \Phi_n, X^r \Phi_n \rangle_{\mathcal{L}} = \langle \varphi, \left[ \sum_{k=0}^{n-1} (\partial_\sigma + \partial_\sigma^{c}) \right]^r \varphi \rangle, \tag{54}
\]
where \(r \geq 1\) is a positive integer.

Proof. By Theorem 14, we know \(\Phi_n \in \text{dom} X^r\) for all \(n \geq 0\) and \(r \geq 1\). Let \(f_n = F \Phi_0\) for \(n \geq 0\). Then \(f_n(t) = \varphi, t \in [0,2\pi]\), and by Theorems 12 and 11,
\[
f_n(t) = \left[ \prod_{k=0}^{n} V_k(t) \right] \varphi, \quad t \in [0,2\pi], \quad n \geq 1. \tag{55}
\]
Now let \(n, r \geq 1\). Then, by Remark 10, we have
\[
\langle \Phi_n, X^r \Phi_n \rangle_{\mathcal{L}} = (-i)^r \left\langle f_n, f_n^{(r)} \right\rangle_{L^2} = (-i)^r \frac{2\pi}{2}\int_0^{2\pi} \left\langle f_n(t), f_n^{(r)}(t) \right\rangle dt, \tag{56}
\]
which together with Proposition 17 gives
\[
\langle \Phi_n, X^r \Phi_n \rangle_{\mathcal{L}} = \frac{1}{2\pi} \int_0^{2\pi} \left\langle f_n(t), \left[ \sum_{k=0}^{n} V_k(0) \right]^r f_n(t) \right\rangle dt. \tag{57}
\]
On the other hand, by using the commutativity of the unitary operator family \(\{V_k(t)\}\) as well as (55), we have
\[
\left\langle f_n(t), \left[ \sum_{k=0}^{n} V_k(0) \right]^r f_n(t) \right\rangle
\]
\[
= \left\langle \left[ \prod_{k=0}^{n} V_k(t) \right] \varphi, \left[ \sum_{k=0}^{n} V_k(0) \right]^r \left[ \prod_{k=0}^{n} V_k(t) \right] \varphi \right\rangle
\]
\[
= \left\langle \left[ \prod_{k=0}^{n} V_k(t) \right] \varphi, \left[ \prod_{k=0}^{n} V_k(t) \right] \left[ \sum_{k=0}^{n} V_k(0) \right]^r \varphi \right\rangle
\]
\[
= \left\langle \varphi, \left[ \sum_{k=0}^{n} V_k(0) \right]^r \varphi \right\rangle, \tag{58}
\]
where \( t \in [0, 2\pi] \). Thus

\[
\langle \Phi_n, X' \Phi_n \rangle_t = \frac{1}{2\pi} \int_0^{2\pi} \left\langle \Phi_n, \left[ \sum_{k=0}^{n-1} V_k(0) \right]^r \Psi \right\rangle \, dt
\]

\[
= \left\langle \Phi_n, \left[ \sum_{k=0}^{n-1} V_k(0) \right]^r \Psi \right\rangle,
\]

which, together with the fact that \( V_k(0) = \mathcal{J}_k + \mathcal{J}_k, k \geq 0 \), yields the desired formula.

\[
\square
\]

5. Quantum Central Limit Theorem

Quantum central limit theorems are quantum analogs of the classical central limit theorem, which deal with observables from a quantum probability point of view. In the present section, we use the results obtained in the previous section to prove a quantum central limit theorem for quantum Bernoulli noise itself.

In what follows, we denote by \( \mathcal{B}(\mathbb{R}) \) the Borel \( \sigma \)-field over the real line \( \mathbb{R} \). For a Borel set \( A \in \mathcal{B}(\mathbb{R}) \), we sue \( 1_A \) to mean its indicator as usual.

Recall that \( \mathcal{H} \) denotes the space of square integrable Bernoulli functionals, which serves as the coin space of the QBN-based walk. Now consider the following observables:

\[
\Xi_k = \mathcal{J}_k^* + \mathcal{J}_k, \quad k \geq 0,
\]

where \( \mathcal{J}_k \) and \( \mathcal{J}_k^* \) are the annihilation and creation operators on \( \mathcal{H} \), which are members of quantum Bernoulli noise. Let \( \Phi \in \mathcal{H} \) be a unit vector. Then, by the well-known von Neumann’s spectral theorem [27], there exists a sequence \((\mu_n^{(\Phi)})_{n \geq 1}\) of Borel probability measures on the real line \( \mathbb{R} \) such that

\[
\int_{\mathbb{R}} t^r d\mu_n^{(\Phi)}(t) = \left\langle \Phi_n, \left[ \sum_{k=0}^{n-1} \mathbb{E}_k \right]^r \Phi \right\rangle, \quad r \geq 1,
\]

which implies that \( \mu_n^{(\Phi)} \) is exactly the same as the distribution of \( Y_n/\sqrt{n} \). Thus, by (65), we get (62).

\[
\square
\]
Theorem 21. Let \((\mu_n^{(\phi)})_{n \geq 1}\) be the probability measure sequence described in (61). Suppose the unit vector \(\phi \in \mathcal{H}\) takes the form \(\phi = \alpha Z_0 + \beta Z_0\), where \(\alpha, \beta \in \mathbb{C}\) with \(|\alpha|^2 + |\beta|^2 = 1\). Then
\[
\mu_n^{(\phi)} \Rightarrow N(0,1) \quad \text{as} \quad n \to \infty; \tag{68}
\]
namely, the probability measure sequence \((\mu_n^{(\phi)})_{n \geq 1}\) converges weakly to the standard Gaussian distribution \(N(0,1)\) on the real line \(\mathbb{R}\).

Proof. Again consider the QBN-based walk with the initial state \(\Phi_0\) given by
\[
\Phi_0(x) = \begin{cases} \phi, & x = 0; \\ 0, & x \neq 0, \ x \in \mathbb{Z}. \end{cases} \tag{69}
\]
For each \(n \geq 1\), let \(\Phi_n\) be the state of the walk at time \(n\) and \(Y_n\) a random variable with the following probability distribution:
\[
P\{Y_n = x\} = \|\Phi_n(x)\|^2, \quad x \in \mathbb{Z}. \tag{70}
\]
Then, by Theorem 4.5 of [13], \(Y_n/\sqrt{n} \Rightarrow N(0,1)\), which, together with (67) in the proof of Theorem 20, yields
\[
\lim_{n \to \infty} \int_{\mathbb{R}} e^{i\theta t} d\mu_n^{(\phi)}(t) = \lim_{n \to \infty} \text{E} e^{i\theta(Y_n/\sqrt{n})} = e^{-\theta^2/2}, \tag{71}
\]
\[\theta \in \mathbb{R},\]
which then implies that \(\mu_n^{(\phi)} \Rightarrow N(0,1)\) as \(n \to \infty). \quad \blacksquare

Remark 22. As can be seen, observables \(\mathbb{E}_k = \partial_k^+ + \partial_k\), \(k \geq 0\), actually play the role of quantum bias in the construction of the QBN-based walk. Theorem 21 then establishes a quantum central limit theorem for these observables.

6. Conclusion Remarks

In the final section, we would like to make some further remarks about the QBN-based walk.

As is known, the QBN-based walk belongs to the category of discrete-time unitary quantum walks on the line. However, it is still different from a usual discrete-time unitary quantum walk on the line. In fact, the QBN-based walk is of the following form:
\[
\tilde{\Phi}_{n+1}(t) = \tilde{U}_n \tilde{\Phi}_n(t), \tag{72}
\]
where \(\langle x | \Phi_n\rangle\) belongs to a Hilbert coin space, \(\tilde{\Phi}_n(t)\) is its Fourier transform, and
\[
\tilde{U}_n = \frac{1}{2} \left[ e^{it} (B_n + I) + e^{-it} (B_n - I) \right], \tag{73}
\]
where \(B_n\) is a self-adjoint unitary operator acting on the coin space. However, a usual discrete-time unitary quantum walk on the line (take the one with a 2-dimensional coin space as example) reads
\[
\tilde{\Phi}_{n+1}(t) = \tilde{S} C_n \tilde{\Phi}_n(t), \tag{74}
\]
where \(C_n\), called the coin operator, acts the coin space, and
\[
\tilde{S} = \begin{pmatrix} e^{it} & 0 \\ 0 & e^{-it} \end{pmatrix} \tag{75}
\]
is known as the spin-dependent shift operator.

As shown in Theorem 21, the limit probability distribution of the QBN-based walk for a localized initial state can lead to a quantum central limit theorem for observables \(\partial_k^+ + \partial_k\), \(k \geq 0\). However, only for some special localized initial states, have we obtained the walk’s limit probability distributions. It is still unclear whether or not the walk has a limit probability distribution for a general localized initial state. On the other hand, as its name suggests, the QBN-based walk might be viewed as such a quantum walk in an open environment that its evolution will be affected by the effects of environment described by quantum Bernoulli noise. In other words, decoherence might happen in the evolution of the walk. Thus we conjecture that, for a general localized initial state, the QBN-based walk might still have the same limit probability distribution as the classical random walk.

The Bernoulli-type random variables \((Z_n)_{n \in \mathbb{N}}\) described in Section 2 play an important role in understanding the structure of the coin space \(\mathcal{H}\) of the QBN-based walk. However, those parameters \(p_n, q_n\) in their distributions actually have nothing to do with the properties of the walk although an explicit \(n\)-dependence is indicated by \(p_n\) and \(q_n\). More precisely, the properties of the QBN-based walk are independent of the choice of those parameters \(p_n, q_n\) in the distributions of random variables \((Z_n)_{n \in \mathbb{N}}\), and indicating explicitly the \(n\)-dependence of \(p_n\) and \(q_n\) is only for the sake of generality. In fact, one can weaken the conditions on \((Z_n)_{n \in \mathbb{N}}\) without invalidating the main theorems presented in this paper. For instance, one can take \((Z_n)_{n \in \mathbb{N}}\) such that it is a “discrete-time (correlated) noise” with the chaotic representation property (see [25, 28]).
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