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An adaptive fuzzy synchronization controller is designed for a class of fractional-order neural networks (FONNs) subject to backlash-like hysteresis input. Fuzzy logic systems are used to approximate the system uncertainties as well as the unknown terms of the backlash-like hysteresis. An adaptive fuzzy controller, which can guarantee the synchronization errors tend to an arbitrary small region, is given. The stability of the closed-loop system is rigorously analyzed based on fractional Lyapunov stability criterion. Fractional adaptation laws are established to update the fuzzy parameters. Finally, some simulation examples are provided to indicate the effectiveness and the robust of the proposed control method.

1. Introduction

In the past two decades, study results of fractional calculus have received more and more attention because, compared with the classical integer-order calculus, the fractional-order one has many interesting and special properties. It has also been proven that a lot kinds of actual systems, ranging from life science and engineering to secret communication and system control, can be better modeled by using fractional-order differential equations (FDE) [1–10]. The nonlinear system, which is described by FDE, has memory. This advantage makes it possible to describe the hereditary as well as memory characters of many systems and processes. On this account, a lot of scholars employed the fractional-order derivative to replace the integer-order one in neural networks to get the FONNs [11–18]. It is known that the fractional model equips the neurons with more powerful computation ability, and these abilities could be used in information processing, frequency-independent phase shifts of oscillatory neuronal firing, and stimulus anticipation [13, 19]. By far, lots of methods have been given to synchronize FONNs [5, 12, 13, 20–22]. It should be mentioned that, in above works, the model of the master FONN should be known in advance.

How to design synchronization controller when the master system’s model is unknown is a challenging but interesting work.

It is well known that hysteresis can be found in a great mount of physical systems or devices, for instance, biology optics, mechanical actuators, electromagnetism, and electronic circuits [6, 23–26]. Hysteresis can damage the control performance or even lead to the instability of the controlled system. How to construct proper controller for these kinds of systems is an interesting work. With respect to integer-order systems subject to hysteresis, a lot of results have been given. In [27], a feedback controller was introduced to control nonlinear systems with hysteresis. The control of systems subject to Prandtl-Ishlinskii hysteresis was studied in [28]. To see more results on the control of integer-order systems with hysteresis please refer to [29–33]. However, with respect to fractional-order nonlinear systems with hysteresis, the related literatures are very few.

Up to now, fuzzy control methods have been studied extensively [34–42]. Specially, this approach has been particularly used to synchronize or control integer-order neural networks (IONNs) [43–47]. In above literature, fuzzy logic systems were employed to approximate the uncertain
functions. To enhance the approximation ability of the fuzzy system, some robust terms, for example, sliding mode control, $H_{\infty}$ control should be used together with the main fuzzy adaptive control term. It should be pointed out that the above results are limited to uncertain IONNs. It is advisable to discuss the synchronization problem for uncertain FONNs.

In our paper, an adaptive fuzzy control approach is introduced for synchronizing two uncertain FONNs. Based on some fractional Lyapunov stability theorems, the stability analysis and the controller implement are given. To show the effectiveness of the proposed synchronization method, some illustrative examples are presented. Bearing the results of aforementioned works in mind, the main contributions of our study consist of the following: (1) by designing an adaptive fuzzy controller, a practical synchronization is proposed for a class of uncertain FONNs. To the best of our knowledge, how to construct fuzzy adaptive control for FONNs has not been previously investigated up to now, except some preliminaries works in [8, 46]. It should be pointed out that, in these works, the integer-order stability analysis method is used. However, in this paper, we will use the fractional stability analysis approach, and the stability of the closed-loop system is proved rigorously. (2) The models of the FONNs are assumed to be fully unknown (i.e., the controller designed is free of the models of both master and slave systems). (3) The control of fractional-order nonlinear systems with backlash-like hysteresis input is studied.

## 2. Preliminaries

### 2.1. Some Basic Results of Fractional Calculus

The $q$th fractional integral is defined by

\[
_0^\Gamma_q f(t) = \frac{1}{\Gamma(q)} \int_0^t \frac{f(\tau)}{(t-\tau)^{1-q}} d\tau, \quad q > 0
\]

where $\Gamma(q) = \int_0^\infty e^{-\tau} \tau^{q-1} d\tau$. The $q$th fractional-order derivative is given as

\[
_0^D_q f(t) = \frac{1}{\Gamma(n-q)} \int_0^t \frac{f^{(n)}(\tau)}{(t-\tau)^{q-n}} d\tau, \quad n-1 < q < n
\]

where $n \in \mathbb{N}$.

The Laplace transform of the Caputo fractional derivative is

\[
\mathcal{L}\{D^q f(t)\} = s^q F(s) - \sum_{k=0}^{n-1} s^{q-k-1} f^{(k)}(0),
\]

where $F(s) = \mathcal{L}\{f(t)\}$. For convenience, we always assume that $0 < q < 1$ in the rest of this paper.

The following results on fractional calculus will help us to facilitate the synchronization controller design as well as the stability analysis.

**Definition 1** (see [1]). The Mittag-Leffler function is defined by

\[
E_{q_1, q_2}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(q_1k + q_2)},
\]

where $q_1, q_2 > 0$, and $z \in \mathbb{C}$.

The Laplace transform of (4) is as follows [1]:

\[
\mathcal{L}\{E_{q_1, q_2}(z)\} = \frac{s^{q_1 - q_2}}{s^{q_1} + a}.
\]

**Lemma 2** (see [1]). Let $x(t) \in C^k[0, T]$ with $T > 0$; then one has

\[
_0^D_q f(t) = x(t) - x(0),
\]

\[
_0^D_q f(t) = x(t).
\]

**Lemma 3** (see [1]). Let $\beta \in \mathbb{C}$ and to constants $q, \mu$ satisfying $0 < q < 2$ and

\[
\frac{\pi q}{2} \leq \mu < \min \{\pi, \pi q\},
\]

and then the following equality holds:

\[
E_{q, \beta}(z) = \sum_{j=1}^{n} \frac{1}{\Gamma(\beta - q_j) z} + o\left(\frac{1}{|z|^{n+1}}\right),
\]

as $|z| \to \infty$, $\mu \leq |\arg(z)| \leq \pi$.

**Lemma 4** (see [1]). Let $0 < q < 2$ and $\beta \in \mathbb{R}$. If there exists a positive constant $\mu$ such that $\pi q/2 < \mu < \min\{\pi, \pi q\}$, then one has

\[
|E_{q, \beta}(z)| \leq \frac{b_0}{1 + |z|},
\]

where $b_0$ is a positive real constant, $\mu \leq |\arg(z)| \leq \pi$ and $|z| \geq 0$.

**Lemma 5** (see [2]). Let $x(t) = 0$ be an equilibrium point of the following fractional-order nonlinear system:

\[
D^q x(t) = f(t, x(t))
\]

If one can find a Lyapunov function $V(t, x(t))$ as well as three class-$K$ functions $g_i$, $i = 1, 2, 3$ such that

\[
\begin{align*}
&g_1 \left(\|x(t)\|\right) \leq V(t, x(t)) \leq g_2 \left(\|x(t)\|\right), \\
&D^q V(t, x(t)) \leq -g_3 \left(\|x(t)\|\right),
\end{align*}
\]

then system (10) will be asymptotically stable.

**Lemma 6** (see [4]). Let $x(t) \in \mathbb{R}^n$ be a continuous and differentiable function. Then, for any $t > 0$,

\[
\frac{1}{2} D^q x^T(t) x(t) \leq x^T(t) D^q x(t).
\]

**Lemma 7** (see [3]). Let $x(t) \in \mathbb{R}^n$ be a continuous and differentiable function. Then, for any $t > 0$,

\[
\frac{1}{2} D^q x^T(t) B x(t) \leq x^T(t) B D^q x(t),
\]

where $B \in \mathbb{R}^{m \times n}$ is a positive definite constant matrix.
2.2. Description of a Fuzzy System. A fuzzy logic system consists of four parts: the knowledge base, the fuzzifier, the fuzzy inference engine working on the fuzzy rules, and the defuzzifier [34–40, 48]. Usually, a fuzzy logic system is modeled by

\[
\tilde{f}(x(t)) = \frac{\sum_{j \in J} \theta_j(t) \mu_j(x(t))}{\sum_{j \in J} \mu_j(x(t))},
\]

where \( \tilde{f} \) (a Lipschitz-continuous mapping from a compact subset \( \Omega \subseteq \mathbb{R}^n \) to the real line \( \mathbb{R} \)) is called the output of the fuzzy logic system, \( x = [x_1, \ldots, x_n]^T \in C^1[\mathcal{F}, \Omega] \) (the set of all continuous mappings from \( \mathcal{F} = [0, +\infty) \subseteq \mathbb{R} \) to \( \Omega \) which have continuous derivatives) is called the input vector, \( f = \prod_{i=1}^n \mathcal{F}_i \) consists of \( N \) fuzzy sets \( 1 \leq i \leq n \), \( \mu_j \) (a mapping from \( \mathbb{R}^n \) to the closed unit interval \([0,1]\)) for the sake of convenience. Write

\[
\theta(t) = [\theta_1(t), \ldots, \theta_N(t)]^T \quad \text{and} \quad \varphi(x(t)) = [\varphi_1(x(t)), \varphi_2(x(t)), \ldots, \varphi_N(x(t))]^T,
\]

where \( \varphi_j \) (the \( j \)-th fuzzy basis function, \( j \in J \)) is a continuous mapping (and thus \( \varphi : \Omega \rightarrow \mathbb{R}^N \) is continuous) defined by

\[
\varphi_j(x(t)) = \frac{\theta_j(t)}{\sum_{j \in J} \mu_j(x(t))}.
\]

Then system (14) can be rewritten as

\[
\tilde{f}(x(t)) = \theta^T(t)\varphi(x(t)).
\]

3. Main Results

3.1. Problem Description. Consider a class of FONNs described as

\[
\mathcal{D}^\alpha x_i(t) = - a_i x_i(t) + \sum_{k=1}^n b_{ik} f_k(x_k(t)) + I_i,
\]

where \( i = 1, \ldots, n \), \( x_i(t) \) is the state variable, \( a_i > 0 \) and \( b_{ik} \), \( k = 1, 2, \ldots, m \) are constants, \( I_i \) represents the external input, and \( f_k(\cdot) \) is a smooth nonlinear function.

Write \( x(t) = [x_1(t), \ldots, x_n(t)]^T \in \mathbb{R}^n \), \( f(\cdot) = [f_1(\cdot), \ldots, f_n(\cdot)]^T \in \mathbb{R}^n \), \( I = [I_1, \ldots, I_n]^T \in \mathbb{R}^n \), \( A = - \text{diag}(a_1, \ldots, a_n) \in \mathbb{R}^{n \times n} \), \( u(t) = [u_1(t), \ldots, u_n(t)]^T \in \mathbb{R}^n \),

\[
B = \begin{bmatrix} b_{11} & \cdots & b_{1n} \\ \vdots & \ddots & \vdots \\ b_{n1} & \cdots & b_{nn} \end{bmatrix} \in \mathbb{R}^{n \times n},
\]

then (17) can be written into the following compact form:

\[
\mathcal{D}^\alpha x(t) = Ax(t) + Bf(x(t)) + I.
\]

To guarantee the existence and uniqueness of the solutions of the fractional-order neural network (19) (see, [3]), we assume that the functions \( f \) are Lipschitz-continuous, i.e., for all \( x(t), y(t) \in \mathbb{R}^n \),

\[
\|f(x(t)) - f(y(t))\| \leq \sigma \|x(t) - y(t)\|,
\]

where \( \sigma \) is a positive constant.

The slave system is expressed by

\[
\mathcal{D}^\alpha y(t) = Ay(t) + Bf(y(t)) + I + Gu(t) + d(t),
\]

where \( y(t) \in \mathbb{R}^n \) is the state vector of the slave system, \( G \in \mathbb{R}^{m \times n} \) is a positive definite control gain matrix, \( d(t) = [d_1(t), d_2(t), \ldots, d_n(t)]^T \in \mathbb{R}^n \) is an unknown external disturbance, and \( v(t) \in \mathbb{R}^n \) represents hysteresis type of nonlinear control input which is described by

\[
\frac{dv(t)}{dt} = y_1 \left[ \frac{du(t)}{dt} \right] \left[ y_3 u(t) - v(t) \right] + y_2 \frac{du(t)}{dt},
\]

where \( u(t) = [u_1(t), \ldots, u_n(t)]^T \in \mathbb{R}^n \) is the control input, \( y_1, y_2 \), and \( y_3 \) are three constants satisfying \( y_3 > 0 \) and \( y_1 > y_2 \). One can rewrite (22) as

\[
v(t) = y_3 u(t) + h(t)
\]

\[
h(t) = [\omega(0) - cu(0)] e^{-\alpha(u(\tau) - u(0))} \text{sign}(u(\tau))
\]

\[
+ e^{-\alpha u(\tau)} \text{sign}(u(\tau)) \int_{u(0)}^{u(\tau)} (b - c) e^{\alpha r} \text{sign}(u(r)) \ dr.
\]

When \( y_1 = 1.1, y_3 = 3.22, y_2 = 0.44, u(t) = 5.1 \sin(2t) \) and \( v(0) = 0 \), the behavior of the backlash-like hysteresis is depicted in Figure 1.

The objective of this paper is to construct an adaptive fuzzy controller such that the slave system (21) synchronizes the master system (19). To proceed, the following assumption is needed.

Assumption 8. The external disturbance is bounded, i.e., \( |d_i(t)| \leq \bar{d}_i, \ i = 1, 2, \ldots, n \) where \( \bar{d}_i \) is an unknown positive constant.

3.2. Synchronization Controller Implement. In this part, we will give the detailed procedure of the adaptive fuzzy controller design as well as the stability analysis. Let the synchronization error be \( e(t) = x(t) - y(t) \). It follows from (19), (21), and (23) that

\[
\mathcal{D}^\alpha e(t) = Ae(t) + A\left( f(x(t)) - f(y(t)) \right) - y_3 Gu(t) - Gh(t) - d(t).
\]

Denote \( \Xi = (1/y_3)G^{-1} \); (24) implies that

\[
\mathcal{D}^\alpha e(t) = \omega_e(e(t)) - u(t),
\]

where \( \omega_e(e(t)) = \Xi(Ae(t) + A(f(x(t)) - f(y(t)))) - Gh(t) - d(t) \) is an unknown nonlinear function.

Remark 9. In fact, it is easy to know that \( \omega \) is a function of \( x(t), y(t), e(t), \) and \( t \). In this paper, the synchronization
error will be used as the input of the fuzzy logic systems. In addition, the synchronization error $e(t)$ can be seen as a bridge between the signals $x(t)$ and $y(t)$. Consequently, we will use the denotation $\omega(e(t))$ for convenience.

Firstly, let us consider an ideal condition. Suppose that $\omega(e(t))$ is known (i.e., $d(t)$, $f(x(t))$, and $f(y(t))$ are all known in advance). Thus, the ideal controller can be given by

$$u_{eq} = \omega(e(t)) + Ke(t), \quad (26)$$

where $K = \text{diag}(k_1, \ldots, k_n)$ with $k_i > 0$, $i = 1, 2, \ldots, n$. Then, we can give the following theorem.

**Theorem 10.** If the models of the master and slave systems are known, and the synchronization controller is given by (26), then we have that the synchronization error converges to zero asymptotically.

**Proof.** Substituting (26) into (25), one has

$$\Xi D^q e(t) = -Ke(t). \quad (27)$$

Define the following Lyapunov function:

$$V(t) = \frac{1}{2} e^T(t) \Xi e(t). \quad (28)$$

According to Lemma 7, the $q$th derivative of $V(t)$ is bounded by

$$D^q V(t) = \frac{1}{2} D^q e^T(t) \Xi e(t) \leq e^T(t) \Xi D^q e(t) \leq -k(t),$$

where $k = \min\{k_1, k_2, \ldots, k_n\}$. Thus, according to Lemma 5 and (29) that the synchronization error will converge to zero asymptotically.

Since $\omega(e(t))$ is an unknown function, the above controller (26) may be inapplicable. In such a case, by using the fuzzy logic system, let us approximate $\omega(e(t))$ (16) as

$$\tilde{\omega}_i (\theta_i(t), e(t)) = \theta_i (t) \varphi_i (e(t)), \quad (30)$$

where $\varphi_i(x(t))$ is a fuzzy basis function, and $\theta_i(t)$ is an adjustable parameter of the fuzzy system which drive $\sup |\omega_l (e(t)) - \tilde{\omega}_l (\theta^*_l, e(t))|$ small enough. Let the parameter estimation error with respect to $\theta_i$ be

$$\tilde{\theta}_i (t) = \theta_i (t) - \theta^*_i, \quad (31)$$

and the fuzzy approximation error with respect to $\theta^*_i$ be

$$\epsilon_i (e(t)) = \omega_l (e(t)) - \tilde{\omega}_l (\theta^*_l, e(t)). \quad (32)$$

According to the universal approximation theorem, one can know that the fuzzy systems do not violate the universal approximator property. Consequently, one can make the following assumption.

**Assumption II.** There exists an unknown constant $\epsilon^* > 0$ such that

$$\sup \{|\epsilon_i (e(t))|\} \leq \epsilon^*. \quad (33)$$

Based on the above analysis, one has

$$\tilde{\omega}_i (\tilde{\theta}_i (t), e(t)) - \omega_i (e(t))$$

$$= \tilde{\omega}_i (\theta_i (t), e(t)) - \omega_i (\theta^*_i, e(t)) + \tilde{\omega}_i (\theta^*_i, e(t))$$

$$- \omega_i (e(t)) \quad (34)$$

$$= \tilde{\omega}_i (\theta_i (t), e(t)) - \omega_i (\theta^*_i, e(t)) - \epsilon_i (e(t))$$

$$= \tilde{\theta}_i (t) \varphi_i (e(t)) - \epsilon_i (e(t)). \quad (35)$$

Denote $\theta(t) \varphi(e(t)) = [\theta_1^T(t) \varphi_1(e(t)), \theta_2^T(t) \varphi_2(e(t)), \ldots, \theta_n^T(t) \varphi_n(e(t))]^T$ and $\tilde{\theta}(t) \varphi(e(t)) = [\tilde{\theta}_1^T(t) \varphi_1(e(t)), \tilde{\theta}_2^T(t) \varphi_2(e(t)), \ldots, \tilde{\theta}_n^T(t) \varphi_n(e(t))]^T$, then one can rewrite (34) as

$$\tilde{\theta} (\theta (t), e(t)) - \omega (e(t)) = \tilde{\theta}^T (t) \varphi (e(t)) - \epsilon (e(t)), \quad (35)$$

where $\theta(t) = [\theta_1^T(t), \theta_2^T(t), \ldots, \theta_n^T(t)]^T \in \mathbb{R}^{N_{\theta}}$ ($N$ represents the amount of the fuzzy rules).

To simplify the stability analysis, we give the following results first.
**Theorem 12.** Suppose that $h(t) \in \mathbb{R}$ is a positive definite smooth function, $\delta_1 > 0$, $\delta_2 \in \mathbb{R}$ are two adjustable parameters. If it holds that

$$D^q h(t) \leq -\delta_1 h(t) + \delta_2,$$  \hspace{1cm} (36)

then $h(t)$ will be small enough eventually if proper parameters are chosen.

**Proof.** According to (36), one can find a function $\zeta(t)$ satisfying $\zeta(t) \geq 0$ and

$$D^q h(t) + \zeta(t) = -\delta_1 h(t) + \delta_2.$$  \hspace{1cm} (37)

It follows from (37) that

$$H(s) = \frac{s^{q-1} h(0) + s^q \delta_2}{s^q + \delta_1} - \frac{Z(s)}{s^q + \delta_1},$$  \hspace{1cm} (38)

where $H(s) = \mathcal{L}[h(t)]$ and $Z(s) = \mathcal{L}[\zeta(t)]$. One solves (38) according to (5) as

$$h(t) = h(0) E_q,1 (-\delta_1 t^q) + \delta_2 t^q E_q,1,q (-\delta_1 t^q) - \zeta(t) \ast t^{-1} E_{q,0} (-\delta_1 t^q),$$  \hspace{1cm} (39)

where $\ast$ represents the convolution operator. Since that $t^{-1} E_{q,0} (-\delta_1 t^q)$ and $\zeta(t)$ are all nonnegative, one has $\zeta(t) \ast t^{-1} E_{q,0} (-\delta_1 t^q) \geq 0$. Consequently, one has

$$h(t) \leq h(0) E_q,1 (-\delta_1 t^q) + \delta_2 t^q E_q,1,q (-\delta_1 t^q).$$  \hspace{1cm} (40)

It is easy to know that $\arg(-\delta_1 t^q) = -\pi, | -\delta_1 t^q | \geq 0$ and $q \in (0, 2)$; thus, using Lemma 4, one obtains that

$$E_q,1 (-\delta_1 t^q) \leq \frac{\kappa}{1 + \delta_1 t^q},$$  \hspace{1cm} (41)

where $\kappa > 0$, i.e.,

$$\lim_{t \to \infty} h(0) E_q,1 (-\delta_1 t^q) = 0.$$  \hspace{1cm} (42)

Thus, by using Lemma 3, one has for every $\varepsilon > 0$ and large enough time $t$ that

$$t^\alpha E_{\alpha,\alpha+1} (-A^\alpha) \leq \frac{B}{A} + \frac{\varepsilon}{A}.$$  \hspace{1cm} (43)

That is to say, if the design parameters are chosen as $\delta_2 / \delta_1 \leq \varepsilon$, then according to (40) and (43) one has

$$h(t) < \varepsilon.$$  \hspace{1cm} (44)

This completes the proof of Theorem 12.

Then, one can obtain the following theorem.

**Theorem 13.** Under Assumptions 8 and 11 and proper control parameters, if $\bar{e}^*(t)$ is the estimation of $e^*$, $u(t)$ is implemented as

$$u(t) = Ke(t) + \bar{e}^T(t) \phi(e(t)) + \bar{e}^*(t) \text{sign}(e(t)),$$  \hspace{1cm} (45)

and $\bar{e}_i(t)$ and $\bar{e}^*(t)$ are, respectively, updated by

$$D^q \bar{e}_i(t) = \zeta_i e_i(t) \varphi_i(e(t)) - \zeta_i \zeta_i \bar{e}_i(t),$$  \hspace{1cm} (46)

$$D^q \bar{e}^*(t) = \sum_{i=1}^n |e_i(t)| - \zeta_i \zeta_i \bar{e}^*(t),$$  \hspace{1cm} (47)

with $\zeta_i$, $\zeta_i$, $\zeta_i$, $\zeta_i$ being positive design parameters, then one has that the synchronization error eventually converges to an arbitrary small region of zero.

**Proof.** It follows from (25), (35), and (45) that

$$\Xi D^q e(t) = \omega(e(t)) - u(t)$$

$$= \omega(e(t)) - Ke(t) - \bar{e}^T(t) \varphi(e(t))$$

$$- \bar{e}^*(t) \text{sign}(e(t))$$

$$= -Ke(t) - \bar{e}^T(t) \varphi(e(t))$$

$$- \bar{e}^*(t) \text{sign}(e(t)) + e(e(t)).$$

Multiplying $e^T(t)$ to both sides of (48) gives

$$e^T(t) \Xi D^q e(t) = -e^T(t) Ke(t) - e^T(t) \bar{e}^T(t) \varphi(e(t))$$

$$+ e^T(t) e(e(t))$$

$$- e^T(t) \bar{e}^*(t) \text{sign}(e(t))$$

$$\leq -ke^T(t) e(t)$$

$$- \sum_{i=1}^n e_i(t) \bar{e}_i^T(t) \varphi_i(e(t))$$

$$+ e^* \sum_{i=1}^n |e_i(t)| - \bar{e}^*(t) \sum_{i=1}^n |e_i(t)|$$

$$= -ke^T(t) e(t)$$

$$- \sum_{i=1}^n e_i(t) \bar{e}_i^T(t) \varphi_i(e(t))$$

$$- \bar{e}^*(t) \sum_{i=1}^n |e_i(t)|,$$  \hspace{1cm} (49)

where

$$\bar{e}^*(t) = \bar{e}^* (t) - e^*$$  \hspace{1cm} (50)

is the estimation error of $e^*$.

It is known that the $D^q C = 0$ where $C$ is an arbitrary constant. Thus, it follows from (31) and (50) that $D^q \bar{e}_i(t) = D^q \bar{e}_i(t)$ and $D^q \bar{e}^*(t) = D^q \bar{e}^*(t)$.

Define the Lyapunov function as

$$\mathcal{V}(t) = \frac{1}{2} e^T(t) \Xi e(t) + \sum_{i=1}^n \frac{1}{2k_i} \bar{e}_i^T(t) \bar{e}_i(t) + \frac{1}{2k_3} e^*^2(t).$$  \hspace{1cm} (51)
Using (46), (47), (49), and Lemma 6 one has
\[
\mathcal{D}^q \varphi'(t)
\]
\[
\leq e^T(t)\mathcal{D}^q e(t) + \sum_{i=1}^{n} \frac{1}{\zeta_i} \mathcal{D}^q \delta_i^T(t) \mathcal{D}^q \delta_i(t) + \frac{1}{\zeta_3} e^T(t) \mathcal{D}^q e^*(t)
\]
\[
= -ke^T(t)e(t) - \sum_{i=1}^{n} \epsilon_i (t) \delta_i^T(t) \varphi_i(e(t)) + \frac{1}{\zeta_3} e^T(t) \left( \zeta_1 \sum_{i=1}^{n} \epsilon_i (t) - \zeta_3 \epsilon_4 e^*(t) \right) \]
\[
+ \frac{1}{\zeta_3} \mathcal{D}^q e^*(t)
\]
\[
= -ke^T(t)e(t) - \sum_{i=1}^{n} \epsilon_i (t) \delta_i^T(t) \varphi_i(e(t)) + \frac{1}{\zeta_3} \mathcal{D}^q e^*(t)
\]
\[
+ \frac{1}{\zeta_3} \sum_{i=1}^{n} \epsilon_i (t)\]
\[
+ \sum_{i=1}^{n} \frac{1}{\zeta_i} \delta_i^T(t) (\zeta_{i1} \epsilon_i (t) \varphi_i(e(t)) - \zeta_{i1} \epsilon_2 \delta_i(t))
\]
\[
= -ke^T(t)e(t) - \sum_{i=1}^{n} \epsilon_i (t) \delta_i^T(t) \varphi_i(e(t)) - \zeta_4 \epsilon_4 e^*(t) e^*(t) + \frac{1}{\zeta_3} \mathcal{D}^q e^*(t)
\]
\[
+ \sum_{i=1}^{n} \zeta_{i2} \delta_i^T(t) \delta_i(t) - \frac{\zeta_4}{2} e^* e^2(t)
\]
\[
\leq -ke^T(t)e(t) - \sum_{i=1}^{n} \zeta_{i2} \delta_i^T(t) \delta_i(t) - \frac{\zeta_4}{2} e^* e^2(t)
\]
\[
+ \sum_{i=1}^{n} \zeta_{i2} \delta_i^T(t) \delta_i(t) + \zeta_4 \epsilon_4 e^*(t) + \frac{\zeta_4}{2} e^* e^2(t)
\]
\[
\leq -ke^T(t)e(t) - \sum_{i=1}^{n} \zeta_{i2} \delta_i^T(t) \delta_i(t) - \frac{\zeta_4}{2} e^* e^2(t)
\]
\[
+ \sum_{i=1}^{n} \zeta_{i2} \delta_i^T(t) \delta_i(t) + \zeta_4 \epsilon_4 e^*(t) + \frac{\zeta_4}{2} e^* e^2(t)
\]
with \(\delta_1 = \min\{2\epsilon_2, \zeta_{i2}, \epsilon_4, \zeta_4\}\) and \(\delta_2 = \sum_{i=1}^{n} (\zeta_{i2}/2) \delta_i^T \delta_i + (\zeta_4/2) e^* e^2\) being two positive constants.

Thus, based on (52) and Theorem 12, one knows that the synchronization error eventually converges to an arbitrary small region of zero if proper control parameters are chosen. This completes the proof of Theorem 13. \(\square\)

**Remark 14.** It should be pointed out that the fractional-order adaptation law was also introduced in [3, 5, 49, 50]. However, the above adaptation laws only contain a positive term (i.e., the adaptation law is designed as \(\mathcal{D}^q \delta_i(t) = \sigma \epsilon_i(t) \varphi_i(t)\)). Despite using this kind of adaptation law, the asymptotical stability of the system can be guaranteed. Yet, the boundedness of the control parameters cannot be ensured. The proposed adaptation law contains a negative term (for example, \(-\zeta_2 \epsilon_2 \delta_i(t)\) in (46)) which will drive the updated parameter tends to a small neighborhood of the origin eventually (see the proof of Theorem 13).

**Remark 15.** To enforce the synchronization error tending to a region as small as possible, one must make \(\delta_1/\delta_2\) small enough. To meet this objective, one should choose large \(k_i\), \(\epsilon_{ij}\), \(\zeta_3\) and choose small \(\epsilon_{ij}\), \(\epsilon_4\).

**Remark 16.** It is worth mentioning that, in [51], to discuss the stability of the fractional-order nonlinear systems, a very complicated boundary condition
\[
\left\| \sum_{k=1}^{\infty} \frac{\Gamma(1+\alpha)}{\Gamma(1+k) \Gamma(1-k+\alpha)} \mathcal{D}^k x(t) \mathcal{D}^{-k} x(t) \right\| \leq a \| x \| \tag{53}
\]
is assumed to be known. The above condition was proven in [51]. Yet, how to get the exact value of \(a\) is a challenging work. But in our paper, by using the quadratic Lyapunov functions, the aforementioned problem is solved.

**Remark 17.** It should be pointed out that the proposed control method does not need the prior knowledge of systems models. Therefore, the control method can be easily extended to the following domains: control of fractional-order nonlinear systems, synchronization of fractional-order chaotic system, and secret communication, and so on. And relating out control method to a potential application is one of our future research directions.

### 4. Simulation Studies

In (19), letting \(x(t) \in \mathbb{R}^3\), \(x(0) = [-0.301, 0.400, 0.299]^T\), \(q = 0.96\), \(f_j(x_j(t)) = \tanh(x_j(t))\), \(a_i = 1\), \(I_j = 0\), \(u(t) \equiv 0\), and
\[
B = \begin{bmatrix}
2.001 & -1.201 & 0 \\
2.000 & 1.713 & 1.154 \\
-4.751 & 0 & 1.101
\end{bmatrix},
\tag{54}
\]
the FONN (19) shows chaotic behavior, which is depicted in Figure 2.

#### 4.1. Synchronization of FONN with Constant System Parameters

Let the initial condition of the slave FONN (21) be \(y(0) = [4.2, -3.1, -1.9]^T\), and \(G = I_{3 \times 3}\). The external disturbance is defined as \(d(t) = [\sin(t), \cos(t), \sin(t) + \cos(t)]^T\). The control design parameters are given as \(k_1 = k_2 = k_3 = 0.5\), \(\zeta_{11} = \zeta_{12} = \zeta_{13} = 1.1\), \(\zeta_{21} = \zeta_{22} = \zeta_{23} = 0.05\), \(\epsilon_{1} = 1.55\), \(\epsilon_4 = 0.02\). In the simulation, the noncontinuous sign function in (45) is replaced with \(\arctan(10\cdot\cdot\cdot)\).

With respect to the fuzzy logic systems, its input variable is chosen as the synchronization error \(e_i(t)\). For each input, we give seven Gaussian membership functions on \([-5, 5]\). The parameters of the proposed membership functions, which are
defined as $e^{-(e_i(0)-a)^2/b^2}$, are given in Table 1. These functions are depicted in Figure 3. The initial conditions of the fuzzy parameters are given as $\theta_1(0) = \theta_2(0) = \theta_3(0) = 0 \in R^{343}$.

The simulation results are depicted in Figures 4–6. The results that the signals $x_1(t)$, $x_2(t)$, and $x_3(t)$, respectively, track $y_1(t)$, $y_2(t)$, and $y_3(t)$, as well as the time response of the synchronization errors are presented in Figure 4. The smoothness and the boundedness of the control inputs are given in Figure 5. The fuzzy parameters, which can be concluded to be bounded according to the proposed adaptation law (46), are shown in Figure 6. From these figures one knows that the proposed controller works well and has good synchronization performance.

It is well known that the conventional systems usually suffer from discontented performance resulting from modeled errors, parametric uncertainties, input nonlinearities, and external disturbances, because it is impossible to provide accurate mathematical models of practical systems. These system uncertainties can damage the control performance or even lead to unstable of the controlled system if they are not well handled. To show the robust of the proposed method, let us consider the condition that the master system (19) suffers from time-varying system parameters and uncertainties. Suppose that the model of the master FONN (19) is replaced with

$$D^9x(t) = \Delta Ax(t) + Bf(x(t)) + \Delta C\xi(t) + I, \quad (55)$$

where $\Delta A = A + \overline{A} \in R^{n \times n}$, $\Delta C \in R^{m \times m}$, and $\xi \in R^{m \times n}$ is an unknown external input signal. $\overline{A}$ and $\overline{C}$ are two
Figure 3: Membership functions.

Figure 4: Simulation results in (a) $x_1(t)$ and $y_1(t)$; (b) $x_2(t)$ and $y_2(t)$; (c) $x_3(t)$ and $y_3(t)$; (d) synchronization errors.
unknown matrices. That is, $\overline{A}$ represents unknown system parameter perturbations, and $\Delta C \xi(t)$ denotes unknown input nonlinearities.

For convenience, let us suppose that $[\overline{A}, \overline{C}] = N_1 D(t)[N_2, N_3]$, where $N_1 \in \mathbb{R}^{m \times g}$, $N_2 \in \mathbb{R}^{g \times n}$ and $N_3 \in \mathbb{R}^{g \times m}$ are known matrices, and $D(t) \in \mathbb{R}^{g \times g}$ is an unknown matrix.

In the simulation, let $N_1 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}$, $N_2 = \begin{bmatrix} 0.1 & 0.1 & 0 \\ 0.1 & 0 & 0.1 \end{bmatrix}$, $N_3 = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}$, and $D(t) = \begin{bmatrix} 0.2 \sin t \\ 0.2 \cos t \end{bmatrix}$. It is easy to know that $\overline{A}$ and $\Delta C \xi(t)$ are time-varying matrices.

The simulations are presented in Figure 7. It should be pointed out that, in the simulation, the slave system and the controller are chosen to be the same as those in Section 4.1. From the simulation results we can see that good synchronization performance has been achieved even the master system suffers from time-varying parameters and input nonlinearities. That is, the proposed method has good robustness.

To indicate the effectiveness of our methods, the simulation results when $\xi(t) = -[2 \sin(10t) + 15 \text{rand}(t), 2 \cos(10t) +$
20\text{rand}(t), 2 \sin(5t)+18\text{rand}(t)]^T\) where \text{rand}(\cdot) represents the random function produced in MATLAB software are shown in Figure 8.

5. Conclusions

In this paper, an synchronization method was proposed for a class of FONNs subject to backlash-like hysteresis by means of adaptive fuzzy control. We showed that fuzzy logic systems can be employed to estimate nonlinear functions in fractional-order nonlinear systems. Based on the fractional stability theorems, an adaptive fuzzy synchronization controller, which can guarantee the synchronization error tends to an arbitrary small region of zero, was constructed. How to combine the proposed method with other control method, such as fractional-order sliding mode control, is one of our future research directions.
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Figure 8: Simulation results when $\xi(t) = −[2 \sin(10t) + 15 \text{rand}(t); 2 \cos(10t) + 20 \text{rand}(t); 2 \sin(5t) + 18 \text{rand}(t)]^T$ in (a) $x_1(t)$ and $y_1(t)$; (b) $x_2(t)$ and $y_2(t)$; (c) $x_3(t)$ and $y_3(t)$; (d) synchronization errors.
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