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Based on the improved adaptive filtering method, this paper conducts in-depth discussion and research on embedded graphics
and video coding and chooses to improve the adaptive filtering algorithm from three aspects: starting point prediction, search
template, and window partitioning. The algorithm is imported into the encoder for video capture and encoding. By capturing
videos of different formats, resolutions, and times, the memory size of the video files collected before and after the algorithm
optimization is compared, and the optimized algorithm occupies the memory space of the video file in the actual system. The
conclusion of less and higher coding rates. The collected video information is stored on a personal computer equipped with a
freeness, and external electronic devices only need to download and install the browser, and the collected video information
can be accessed in the local area network through the protocol. The improved coding algorithm has higher coding efficiency
and can reduce the storage space occupied by the video.

1. Introduction

Image information occupies the main part of the informa-
tion that people obtain from the outside world through
vision. Therefore, the importance of intuitive information
provided by images is self-evident. Video images are contin-
uous static image sequences that can make objective things
more vivid and vivid. The image description is a more intu-
itive and specific form of information expression [1]. With
the rapid development of computer science and the
improvement of people’s security awareness, video image
acquisition equipment can be seen everywhere, and the
video surveillance system composed of video acquisition
equipment and computers has attracted increased attention
due to its intuitive and convenient features. The current
video surveillance system can not only monitor in real-
time but also detect, track, and identify moving objects [2].
The prerequisite for realizing these complex algorithms is
the edge detection of the collected images. Therefore, the
accurate extraction of edge information provides a certain
basis for the implementation of subsequent image segmenta-
tion and recognition algorithms [3]. At present, more than

90% of Internet traffic is generated by video services, and
video data in the mobile Internet also accounts for 50%.
Video has a profound impact on our work and life. The
video surveillance system composed of video capture equip-
ment and computers is more ubiquitous due to its intuitive
and convenient features. In real life, the video has a lot of
information redundancy. If it is not effectively compressed,
it is difficult to effectively store and disseminate within the
current limited bandwidth and storage space [4]. To meet
people’s demand for high-definition video under current cir-
cumstances, the use of video compression technology to
reduce the storage capacity and transmission bandwidth of
video information has become an urgent and realistic
research topic [5].

Botella and Garcia analyzed the algorithms and found
that the motion type of the matching block and the search
mode has a great correlation [6]. Through the test, the
motion type and the corresponding search mode are
matched and counted [7]. Next, a new hybrid search algo-
rithm was proposed; Wang and Zhao proposed an improved
algorithm based on the difference in motion direction [8];
Shu et al. borrowed from the research results of the
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predecessors in the algorithm; a multilayer hierarchical fast-
adapting whole-pixel motion estimation algorithm was pro-
posed [9]; Tew et al. aimed at the slow search speed of the
algorithm, using the center bias characteristics of the pre-
dicted motion vector, and compared the algorithm [10].
Some improvements were made, and an improved motion
estimation algorithm was proposed; Dutta and Gupta pro-
posed its improvement methods for the algorithm in four
aspects: starting point prediction, search template, search
window, and early termination [11]; Coutinho et al. focused
on the motion estimation part of the standard, using the
motion vector prediction characteristics to obtain the opti-
mal starting point, and setting two thresholds of different
sizes to achieve a spiral fast search method [12]. Granado
et al. designed a real-time edge detection system based on
Sobel operator on the FPGA platform [13]; Hwang et al.
increased the detection direction of Sobel operator [14], ana-
lyzed and compared the optimization methods of multiple
operators, and improved to improve the operating speed of
the system; Khursheed and others use the idea of distributed
method processing to accelerate the Canny algorithm [15].
Compared with ordinary algorithms, the edge extraction
effect is significant and the system consumes less time. For
the second derivative operator, De and others analyzed and
improved the LOG algorithm [16] and verified it on Altera’s
DE2 platform. The above edge detection algorithms all use a
fixed threshold in the implementation process, that is, artifi-
cially set a threshold outside the system according to experi-
ence, which is not adaptive, and the algorithm’s versatility is
poor [17]. For this reason, the threshold selection method of
the maximum value of the second derivative of the gradient
histogram, although the effect is significant, the algorithm
structure is complex and the implementation is difficult
[18]. Similarly, for the Canny algorithm, Khan et al. used
the Maximum Between-Class Variance Method (Otsu) to
find the adaptive threshold [19]. As it involves finding the
variance of image pixels, it will consume a lot of logic
resources and seriously affect the processing speed of the
system. Therefore, seeking a suitable adaptive threshold
method that is convenient for hardware implementation
has an important impact on the processing speed of the
entire edge detection algorithm.

Motion estimation is the core technology of video coding
technology, and its performance is directly related to video
coding efficiency and image effect. Therefore, selecting a
motion estimation algorithm with superior performance
has become the focus of scholars’ research. There are two
common motion representations, one is a pixel-based repre-
sentation, and the other is block-based motion representa-
tion. Because the calculation based on the pixel
representation is complicated and the accuracy is not high,
the block-based motion representation is usually used. The
motion estimation algorithm based on block matching rep-
resentation has attracted the attention of researchers and
has been adopted by various coding standards due to its sim-
ple algorithm, excellent effect, and easy implementation.
Based on the analysis of the coding algorithm in the coding
standard, this paper focuses on the two parts of rate-
distortion optimization and motion estimation. By consult-

ing a large amount of data, some ideas for the selection
of distortion modes and optimization of adaptive filtering
algorithms were put forward and tested in the test model.
To test the encoding performance of the improved encod-
ing algorithm on the video system, the algorithm trans-
plantation and video implementation were carried out on
the development board. The results show that the
improved new algorithm has better encoding performance
in the actual system.

2. Design of Adaptive Filtering Embedded
Graphic Video Coding

2.1. Improved Adaptive Filter Coding Algorithm. Traditional
adaptive filtering algorithms mainly rely on the FIR horizon-
tal structure, and the designed algorithms are mostly linear
functions between input and output. At present, more than
90% of Internet traffic is generated by video services, and
video data in the mobile Internet also accounts for 50%. This
type of filtering algorithm has low computational complexity
and has good performance in linear system identification,
linear channel regression, active noise suppression, or elim-
ination. However, when linear filtering algorithms deal with
nonlinear problems such as nonlinear signal regression,
nonlinear system identification, and time series prediction,
they will show performance degradation or failure to operate
normally [20]. To deal with these nonlinear problems,
researchers have developed many related processing
methods, such as the Volterra function sequence, time-
delay multilayer perceptron, radial basis function network,
and recurrent neural network. Although these methods can
show better nonlinear processing capabilities, the inherent
nonconvex characteristics, slow convergence, and huge
computational overhead hinder the performance of these
methods in real-time applications [21]. Relying on the ker-
nel method and the theory of adaptive filtering, the kernel
adaptive filtering algorithm (KAF) has great development
and application in the field of adaptive filtering. Since
KAF is a kind of online-nonlinear adaptive filtering algo-
rithm developed in reproducing kernel Hilbert space
(RKHS), they can effectively deal with the nonlinear pat-
tern relationship between input and output data, as shown
in Figure 1.

The Mercer kernel function needs to satisfy three condi-
tions: continuity, symmetry, and positive definiteness [22].

MHKc = lim
N⟶∞

〠
N

i=1,j=1
c∗i cjKi,j: ð1Þ

In practical applications, the common kernel functions
mainly include

K x, yð Þ =
<x, y>,
<x, y>+cð Þp:

(
ð2Þ
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Triangular kernel function:

K x, yð Þ =
b−<x, y >ð Þ2,
<x, y>+cð Þp:

(
ð3Þ

Exponential kernel function:

K x, yð Þ =
exp b−<x, y >ð Þ2,
exp <x, y>+cð Þp:

(
ð4Þ

The feature space induced by the Gaussian kernel func-
tion has infinite dimensions so that most adaptive filtering
algorithms based on the kernel method use the Gaussian
kernel function.

Let M denote the function space formed by the kernel
function K , and take the elements x and y in M, then

K x, yð Þ =
lim

M⟶∞
〠
M

i=1
ai exp b−<x, y >ð Þ2,

lim
M⟶∞

〠
M

i=1
bi exp <x, y>+cð Þp:

8>>>>><
>>>>>:

ð5Þ

If i and j further satisfy the following relationship:

<h ⋅ð Þ, g ⋅ð Þ > = lim
M⟶∞

〠
M

i=1
bi lim

N⟶∞
〠
N

i=1,j=1
c∗i cjKi,j: ð6Þ

Formula (6) is called bilinear mapping, which is an inner
product operation. Equation (7) can be expressed as

<h ⋅ð Þ, g ⋅ð Þ > = lim
M⟶∞

〠
M

i=1
bi lim

N⟶∞
〠
N

i=1,j=1
c∗i cjKi,j + xi
� �

: ð7Þ

According to Mercer’s theorem, a certain nonlinear
function can express any Mercer kernel function:

K x, yð Þ = <ϕ ⋅ð Þ, g ⋅ð Þ > ,

K x, yð Þ = lim
M⟶∞

〠
M

i=1
bi lim

N⟶∞
〠
N

i=1,j=1
c∗i cjKi,j + xi
� �

< ϕ ⋅ð Þ, g ⋅ð Þ > :

ð8Þ

This formula shows that the nonlinear operation in the
original space can be expanded to the linear operation in
the high-dimensional space. Besides, the vector dimension
in the high-dimensional space is much higher than the orig-
inal space, and more regression factors can be used to solve
the nonlinear problem in the original space. Therefore, it is
very important to choose a kernel function with increased
size in KAF applications.

For the KAF algorithm, the usual goal is based on a set of
training samples to reconstruct. You can get

ω 0ð Þ = 0: ð9Þ

Among them, wðnÞ means the prediction error at n
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Figure 1: The improved adaptive filtering algorithm.
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moment, n means the learning step length, and e to ensure
the convexity of MPE. To further expand the third term of
formula (9), there can be

ω nð Þ = n lim
M⟶∞

〠
M

i=1
bi e ið Þj j2: ð10Þ

In practical applications, since the nonlinear transforma-
tion corresponding to the kernel function is usually
unknown, equation (10) is only used as a theoretical expres-
sion. However, when a certain new data appears, for exam-
ple, at this time, the estimated output can be obtained as

Fn xð Þ = <ω ⋅ð Þ, λ ⋅ð Þ > : ð11Þ

2.2. Design of Embedded Image and Video Coding System. As
shown in Figure 2, JetsonTX2 is equipped with a powerful
processor, memory, flash memory, and other aspects and
rich peripheral interfaces, ensuring its powerful data pro-
cessing and computing capabilities, so it can be used in fields
such as drones and human intelligence. According to the
application requirements of this thesis, JetsonTX2 will be
introduced from four aspects: video input, parallel accelera-
tion, video processing, and network communication.

The module is divided into 6 parts: PCI interface design
and register configuration module, video image acquisition
module, improved Canny edge detection algorithm, control
module, display module control, and internal phase-locked
loop generation module. First, a phase-locked loop (PLL)
module is used to generate a 24MHz camera drive clock.
The camera is driven through the design of the PC interface,
the initialization of the camera’s internal registers, and the
design of the video image acquisition module so that the
camera output data stream is 565 bits wide. After the 16-
bit image data is processed by the threshold adaptive edge
detection algorithm, the data is buffered through synchro-
nous dynamic random-access memory (SDRAM), and
finally, the real-time edge detection image is obtained
through the display. Among them, based on the improved
Canny edge detection algorithm module, it includes gray-
scale transformation, adaptive median filtering, calculation
of gradient amplitude and direction, nonmaximum suppres-
sion processing, edge connection, adaptive threshold gener-
ation, and other modules. Because the calculation based on
the pixel representation is complicated and the accuracy is
not high, the block-based motion representation is usually
used. The motion estimation algorithm based on block
matching representation has attracted the attention of
researchers and has been adopted by various coding stan-
dards due to its simple algorithm, excellent effect, and easy
implementation. This chapter only analyzes and designs
the collection of real-time video images, that is, the 8-bit
data collected by the camera is spliced into the format of
RGB 565 by the image acquisition module and directly buff-
ered by SDRAM and finally displayed in real-time on the
Video Graphics Array (VGA) monitor through the VGA
display control.

After analyzing the read and write timing of PCI, the PC
interface is now used to configure the registers in the
SDRAM [23]. SDRAM has a total of 172 registers, and each
register has a corresponding address and a configuration
value of the register. The configuration value of the register
is composed of 8-bit data, and the corresponding parameters
can be modified to achieve different functions. If you want to
output the expected video format, you must configure these
registers according to the required functions. However, the
number of these 172 registers is large, and all the configura-
tion is more troublesome. The design of this article only uses
the more important 70 registers. Including two read-only
registers, video image stream, sampling image quality, out-
put format, and other important registers. Since the required
video output format is RGB 565, the image display is VGA
format, and the resolution is 1920 ∗ 1080; it is necessary to
modify the value of the default register to meet the design
requirements. Use look-up table technology to configure
these required registers. Splice the address value of these 70
registers with the configuration value of the register, and
use the signal to find the number of register configurations
currently required by the PCI interface module. It represents
the address of the register and the configuration of the
register.

The kernelized correlation filter tracking algorithm is a
target tracking algorithm proposed based on the correlation
filter theory. The core of the current mainstream tracking
algorithm is to design a classifier with a strong discrimina-
tive ability to distinguish the target and the background
interference around the target. In the process of changes in
the appearance of the target and the environment, the tradi-
tional classifier uses training samples generated by panning
and scaling the initial target to train the classifier. The strat-
egy for generating samples is called a sparse sampling strat-
egy, and there are many redundant samples. In correlation
filtering tracking, the sample generation strategy is based
on dense sampling. Many training samples are generated
through the cyclic shift operation of the samples. The sam-
ples generated by the cyclic shift are expressed as a cyclic
shift matrix. In the theory of correlation filtering, the cyclic
shift matrix has the property that can be diagonalized by
the Fourier transformation matrix, through a series of theo-
retical derivation and simplification; the correlation filter
tracking algorithm is mainly calculated as fast Fourier calcu-
lation, which greatly reduces the calculation amount of the
tracking algorithm and the amount of storage required by
the algorithm. Besides, KCF has also greatly improved the
tracking accuracy by introducing nuclear techniques and
multichannel HOG features.

2.3. Evaluation Index Design. As a very important part of
video coding, the rate-distortion algorithm of video coding
has become the research object of many researchers. They
have put forward many excellent ideas for the improvement
of this algorithm. The goal is to obtain the best coding mode.
In this mode, the bit rate R and coding distortion D mini-
mize the coding cost J . Under the standard, rate-distortion
calculation is performed on the cost of each mode used by
the current coding block, and then, each mode is compared
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and analyzed, and the type of coding mode that consumes
the least cost is selected, and the selected coding mode is
defined. It can be seen from the cost function that its cost
value is jointly determined by three factors: motion search,
reference frame selection, and mode decision-making, while
the standard just uses traversal calculation to perform the
rate. 1Distortion optimization does not fully consider the
influence of other factors.

In response to this problem, this article proposes a little
improvement idea on how to confirm the selection algo-
rithm of intermacroblock coding mode in the original rate-
distortion optimization. There are many ways to divide mac-
roblocks between frames. According to the degree of motion,
we can make different divisions. The large division method
is suitable for absolute static or relatively static small motion,
and the small division method is suitable for large changes in
position and details. This scheme comprehensively considers
the constraints of multiple factors and finally adopts an 8 ∗ 8
division of the block to be coded, divides the block to be
coded into 4 8 ∗ 8 modes, and performs corresponding
motion vector direction analysis on the submodules
obtained by 8 ∗ 8mode division. From these results, the cod-
ing modes are currently unusable in the macroblocks to be
coded, so those unnecessary calculations can be reduced.
Then, the set of coding modes that may be used in the cod-
ing block is created together to create a coding mode set, and
the rate-distortion optimization calculation is performed on
it to obtain the best mode required. The test shows that the
improved rate-distortion algorithm has a certain degree of
coding efficiency, as shown in Figure 3.

The full search method (FS) is currently the most accu-
rate search algorithm. It searches for all search points to
get the best matching point. Due to the high computational
complexity, it is not suitable for transmission in real-time
video and can only be used as a comparison standard for

other algorithms. The three-step method (TSS) is simplified
based on the full search method. In the fastest case, only 25
search points are needed to obtain the best matching point.
Although the computational complexity is reduced a lot, at
the same time, the matching accuracy is also reduced. When
nonlinear problems such as nonlinear signal regression,
nonlinear system identification, and time series forecasting
are processed, performance degradation or failure of normal
operation will appear. To deal with these nonlinear prob-
lems, researchers have developed many related processing
methods, such as Volterra function sequence, time-delay
multilayer perceptron, radial basis function network, and
recurrent neural network. Although these methods can show
good nonlinear processing capabilities, the inherent noncon-
vex characteristics, slow convergence, and huge computa-
tional overhead hinder the performance of these methods
in real-time applications. The three-step method is only suit-
able for frame images with large motion amplitude. For
frame images with small motion amplitude, this algorithm
is easy to fall into the state of the local optimal solution,
resulting in a larger match. The new three-step method
(NTSS) is a supplement to the shortcomings of the original
three-step method (TSS). The algorithm uses the center off-
set feature to enhance the number of matching calculations
for the center area position, and the search performance is
improved. Smaller video sequences have good performance.
At the same time, the algorithm innovatively proposes a
method of quoting thresholds, which provides a new idea
for later hybrid search algorithms. The hexagonal search
method (FSS) and the diamond search method (DS), as clas-
sic block matching motion estimation algorithms, use the
same idea and use two different search templates to avoid
the defects of local optimization. The Hexagons algorithm
can be regarded as an improvement based on the hexagonal
search method (FSS) and the diamond search method (DS).
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Figure 2: The internal structure of JetsonTX2.
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The UMHexagonS algorithm uses a hybrid search mode
combining multiple templates, combined with an early ter-
mination strategy, and can precise prediction of search
points be currently recognized as the most ideal motion esti-
mation algorithm under the standard. An important work
point in this paper is also to propose its ideas for the
improvement of the Hexagons algorithm, as shown in
Table 1.

The use of different numbers of reference frames will
affect the probability of successful prediction. Among them,
the probability of accurately predicting the starting point is
the highest when the median and upper-level predictions
select different numbers of reference frames. The prediction
of the previous frame and the previous reference frame in
the time domain will occupy a large amount of storage space.
Most of the adaptive filtering algorithms based on kernel
methods use Gaussian kernel functions. The prediction
method in the spatial domain can meet the requirements
of the starting point of successful prediction. On this
basis, this paper finally decided to use only median pre-
diction, upper layer prediction, and origin prediction in
the spatial domain, and after median prediction and
upper layer prediction, the function was added for early
termination judgment.

3. Results and Analysis

3.1. Analysis of Adaptive Filtering Target Tracking Results. In
the field of target tracking, the tracking result evaluation
index usually adopts the precision measurement (precision
plot), which refers to the Euclidean distance between the
center point of the algorithm predicted position in the target
tracking and the actual center position in the ground truth
standard, and the unit is the pixel. To test the performance
of the tracking algorithm before and after the improvement,
this paper uses the algorithm before and after the improve-
ment to simulate all the above-mentioned test video
sequences and save the results for comparison. Figure 4 uses
the accuracy measurement curve and success rate curve of
the improved algorithm. This curve compares the tracking
accuracy of the original kernel correlation filter KCF, KCF
combined with APEC indicators, and the tracking algorithm
after adding the SVM online classifier on the test data set
and tracks the success rate. According to the graph, the
introduction of APEC index judgment based on the original
KCF significantly improves the tracking accuracy of the
algorithm; after the introduction of APEC+SVM based on
KCF tracking, the tracking accuracy has been improved to
a certain extent compared with only using APEC indexes.
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Figure 3: Video coding rate distortion evaluation.

Table 1: The average probability statistics of the accurate prediction starting point corresponding to the five different prediction methods.

Number of reference
frames

Median
forecast

Upper
prediction

Origin
prediction

Previous frame
prediction

Prereference frame
prediction

1 75.6 71.6 76.8 71.1 77.6

2 79 71 72.6 74.5 73.6

3 72.8 72.6 72.4 75.2 78.9

5 76.9 76.1 79.6 73.1 71.5
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Comparing the tracking results of the algorithm after
kernelization correlation filter tracking and antiocclusion
improvement, this video sequence comes from the data set,
and the target will undergo illumination changes and occlu-
sion during operation. As shown in Figure 4, the target is
completely occluded in 255~278 frames. The KCF algorithm
does not judge the confidence of the tracking result and
adopts the strategy of updating the model every frame. As
a result, the model learns the occlude due to the wrong
update during the complete occlusion period. Even if the tar-
get leaves the occlude in frames 278~286, the KCF algorithm
is wrong. The value of the default register needs to be mod-
ified to meet the design requirements. Use look-up table
technology to configure these required registers. The address
value of these 70 registers and the configuration value of the
register are spliced together, and the number signal of the
current required register configuration output by the inter-
face module is used to search, which indicates the address
of the register and the data after the splicing in the configu-
ration of the register. As a result, the update leads to subse-
quent tracking failures; to analyze the performance of the
improved algorithm, the algorithm update curve is drawn
in real-time in the experiment, as shown in Figure 5; the
shape of the graph is a “square wave” shape, where 0 means
that the model is not updated and 1 represents the model
update. From the figure, the target is occluded during the
period of 255~278 frames. Since the improved algorithm
judges the confidence of the tracking result, the model
update stopped during the target completely occluded,
thereby avoiding the model degradation problem.

The tracking results of the original KCF algorithm and
the KCF tracking algorithm after the introduction of APEC
indicators are compared. The blue box is the original KCF

tracking result, and the yellow box is the KCF tracking result
after the APEC indicator is introduced. Since APEC index
judgment requires statistics of historical values and then
compares the current APEC with the historical average
APEC, the model is updated in the first 30 frames before
APEC is used to determine the confidence of the tracking
results, as shown in Figure 6; the target in the first 100
frames is not good. Therefore, the APEC value is relatively
large overall; around 133 frames, the target starts to enter
the occlusion, and the APEC value drops rapidly currently.
As shown in Figure 6, the model stops updating after 100
frames; the original KCF keeps the model updated during
the occlusion period. Therefore, the tracking accuracy at
the position of 192 frames is significantly worse, and only
the part of the target is tracked; both tracking are lost during
the 192~235 frames, but the algorithm introduced by APEC
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did not update the model during 377~389 frames; the target
moved in the opposite direction. After the introduction of
APEC, the KCF still maintained the model before the occlu-
sion. Therefore, the target was retracked during the
approach of the target in frame 377, but the original KCF
failed to track.

In the cored correlation filtering tracking algorithm, the
main calculation is FFT, so the calculation speed of FFT
has a great influence on the real-time performance of the
tracking algorithm. For this experiment, the calculation time
consumed by FFT on the DSP is counted. The DSP end
clock frequency is 1.0GHz. In the target tracking, this article
mainly uses a 64 × 128 tracking gate. The 64 × 128 size
image on the DSP two-dimensional FFT calculation time is

0.753ms, which meets the requirements of the algorithm
for real-time calculation. As shown in Figure 7, to compare
the calculation performance of FFT on PC and DSP, this
paper uses MATLAB and Python NumPy on the PC to cal-
culate the two-dimensional Fourier transform of three dif-
ferent sizes of images. The sample generation strategy is
based on dense sampling. Many training samples are gener-
ated through the cyclic shift operation of the sample. The
sample generated by the cyclic shift is represented as a cyclic
shift matrix. In the related filtering theory, the cyclic shift
matrix has a Fourier transform matrix. The nature of diago-
nalization. In the program, the calculation loops 1000 times,
and the calculation of the time is averaged. On the PC side,
because the computing platform is Intel multicore CPU, the
calculation speed is very fast, and the DSP is not as fast as
the PC side due to power consumption and other reasons.
Although the calculation speed of FFT is also very high, it
is beneficial to the real-time target tracking algorithm on
the embedded side.

In the kernelized correlation filter tracking algorithm, to
improve the accuracy of target tracking, HOG feature
extraction is performed on the target area during the calcu-
lation process. The HOG feature is a gradient feature and
has the advantage of strong robustness. After adding the
HOG feature to the target, the accuracy of tracking signifi-
cantly improved, so the realization of the target tracking
algorithm based on HOG features on the DSP side is a great
engineering practical value. Since the calculation efficiency
of the HOG feature directly affects the time consumed by
the target tracking algorithm, this paper experiments to cal-
culate the time consumed by different sizes of images. The
experiment uses images of three different sizes, 64 ∗ 64, 64
∗ 128, and 128 ∗ 128. The gradient direction calculated in
VLIB is the unsigned gradient direction, and the maximum
setting range of bins is 180. To calculate the best perfor-
mance of the gradient and gradient direction calculations,
the L1P and L1D caches are set to open in the experiment,
and all the calculation data are stored in the L2 of the
DSP. The access speed of the L2 is compared to the MSM
multicore shared memory, DDR3 fast. In this paper, the tar-
get tracking gate size is generally 64 ∗ 128, and the calcula-
tion of the HOG feature gradient direction of the 64 ∗ 128
image only takes about 1ms, which meets the real-time
requirements of the tracking algorithm. In the kernelized
correlation filter tracking algorithm, instead of directly using
HOG features, it uses a variant of HOG features—First
Home Owner Grant (FHOG) features. FHOG features have
31 dimensions. This article is based on the calculation of
HOG features and DSP FHOG feature extraction imple-
mented at the end. In the experiment, the input image is a
128 ∗ 64 single-channel grayscale image.

3.2. Analysis of Coding Performance Evaluation Results. In
the parameter setting of experiment 1, set K = 10 to discuss
the impact of the asynchronous length on the performance
of the algorithm. The related experimental results are shown
in Figure 8. Although a smaller step size will reduce the con-
vergence speed of the algorithm, it will improve the filtering
accuracy of the algorithm. On the contrary, a larger step size
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speeds up the convergence performance of the algorithm at
the expense of filtering accuracy.

The other parameters are the same as the previous set-
tings, to study the influence of different filter lengths on
the algorithm. The related experimental results are shown
in Figure 8. Increasing L will not significantly improve the
filtering accuracy of the algorithm, but it will reduce the con-
vergence speed of the algorithm. At the same time, increas-
ing L will also increase the computational complexity of
the algorithm, so the filter length should be selected
reasonably.

The signal-to-noise ratio (SNR) is one of the important
indicators for evaluating the performance of an algorithm.
The signal SNR value improved through the filtering process
can be used to quantify the effectiveness of the filter in sup-
pressing motion artifacts. Figure 9 shows the SNR compari-
son of the suppression results of motion artifacts in ECG
signals. This shows that the motion artifact suppression
method based on the wavelet adaptive algorithm has better
SNR than the traditional adaptive filtering algorithm. This
method has better performance in improving the signal’s
SNR value and suppressing motion artifacts.

Figure 9 shows the spectrum of the ECG signal filtered
by various algorithms. It can be seen from the figure that
the signal frequency is mainly concentrated in 0~50HZ.
The LMS algorithm and the NLMS algorithm still have some

motion artifact noise after filtering, and the filtering effect is
better. The BNLMS algorithm, wavelet LMS algorithm,
wavelet NLMS algorithm, and wavelet BNLMS algorithm
have obvious effects in suppressing motion artifact noise.
Compared with the filtering results of the traditional LMS
and NLMS algorithm, the motion artifact noise is signifi-
cantly reduced, but it still has a small amount of motion arti-
fact noise. It can also be seen that the motion artifact noise is
indeed difficult to completely filter out and can only be sup-
pressed as much as possible to a certain extent. From the
perspective of convergence, as shown in Figure 9, the
BNLMS algorithm has the fastest convergence speed, the
NLMS algorithm is the second, and the LMS algorithm is
the worst. This scheme comprehensively considers the con-
straints of multiple factors and finally adopts the 8 × 8 divi-
sion of the block to be coded, divides the block to be coded
into 4 8 × 8 modes, and performs corresponding motion
vector direction analysis on the 4 submodules obtained by
the 8 × 8 mode division.

Select 10 embedded image data in the walking action
state, filter these 10 sets of data with the above algorithm,
and then, calculate the SNR value and MSE value of these
10 embedded images. The calculation result is shown in
Figure 10. It can be seen from the figure that in the walking
state, the SNR and MSE values of these 10 embedded images
have been improved after these algorithms are processed,

0

2

4

6

8

10

0 1 2 3 4 5

0

2

4

6

8

10

N
M

SD
N

M
SD

Number of iterations

0 1 2 3 4 5
Number of iterations

k = 1
k = 2
k = 5

k = 10
k = 20

u = 0.1
u = 0.01 u = 0.005

u = 0.001

Figure 8: Filter coding curve.

9Advances in Mathematical Physics



and the wavelet-based adaptive algorithm is compared with
the other three algorithms; the effect of improving the SNR
value and MSE value is more obvious.

As shown in Figure 11, through the test results, we can
find that the improved UMHexagonS algorithm is good.
Since most video sequences move in the horizontal direction
more than the vertical direction, the video sequences
adopted in this article are biased towards the horizontal
direction, so the effect is not obvious.

The test results show that when the signal-to-noise ratio
and bit rate change are small, the improved motion estima-
tion time and encoding time are reduced, and the reduction
range increases with the increase of the intensity of the
motion. At the same time, the code stream analysis software
elseward streams eye tools that are used to analyze the video

quality before and after optimization. The subjective differ-
ence of the video quality before and after optimization is
very small, and the optimized target is achieved.

4. Conclusion

As an important part of the video system, video coding can
compress video information to reduce the occupation of
bandwidth and storage equipment and ensure that the video
is spread under the current limited bandwidth and storage
space. The coding algorithm is the core of video coding. A
good coding algorithm can effectively reduce computational
complexity and reduce coding time, which is very important
for the improvement of video system performance. Based on
the understanding of the key technologies of motion estima-
tion, we tried to modify the adaptive filtering algorithm part
and tested it. The test results show that the improved
method is feasible; the video data acquisition is controlled
by writing a script file, and the algorithm is improved before
and after being controlled. The size of the memory occupied
by video files, we found that the improved encoding algo-
rithm has higher encoding efficiency and can reduce the
storage space occupied by the video.
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