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In this paper, we consider the three-dimensional Cauchy problem of the nonisentropic compressible Euler equations with
relaxation. Following the method of Wu et al. (2021, Adv. Math. Phys. Art. ID 5512285, pp. 1–13), we show the existence
and uniqueness of the global small Hkðk ⩾ 3Þ solution only under the condition of smallness of the H3 norm of the initial
data. Moreover, we use a pure energy method with a time-weighted argument to prove the optimal Lp – Lq
ð1 ⩽ p ⩽ 2, 2 ⩽ q⩽∞Þ-type decay rates of the solution and its higher-order derivatives.

1. Introduction

In this paper, we shall study the nonisentropic compressible
Euler equations with relaxation (cf. [1]):

ρt + div ρuð Þ = 0,

ρuð Þt + div ρu ⊗ uð Þ+∇P = −
1
τ
ρu,

ρEð Þt + div ρuE + uPð Þ = −
1
τ
ρu2 +

ρ

τ
g ρð Þ − θð Þ:

8>>>>><
>>>>>:

ð1Þ

Here, ðx, tÞ ∈ℝ3 × ½0,∞Þ, and the unknown variables ρ
= ρðx, tÞ, u = uðx, tÞ, θ = θðx, tÞ, and P = Pðx, tÞ denote the
density, the velocity, the absolute temperature, and the pres-
sure, respectively. The total energy per unit mass E = 1/2
juj2 + e, and e is the internal energy per unit mass. The con-
stant τ > 0 is the relaxation parameter. The function gðρÞ is
smooth with respect to ρ. The system (1) can be used to
model a compressible gas flow through a porous medium
[2–4]. Assuming that the gas is perfect and polytropic, then

P = ρθ,

e =
1

γ − 1
θ,

ð2Þ

where γ > 1 is the adiabatic exponent. Using the constitutive
relations (2), the system (1) is reduced to

ρt + div ρuð Þ = 0,

ut + u · ∇u + θ
∇ρ
ρ

+∇θ = −
1
τ
u,

1
γ − 1

θt +
1

γ − 1
u · ∇θ + θ div u =

1
τ

g ρð Þ − θð Þ:

8>>>>>><
>>>>>>:

ð3Þ

We supplement (3) with the initial condition

ρ, u, θð Þ x, tð Þjt=0 = ρ0, u0, θ0ð Þ xð Þ⟶ 1, 0, 1ð Þ,  xj j⟶∞:

ð4Þ

Now, we review the known research results for the com-
pressible Euler equations with relaxation. When considering
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the isentropic or isothermal case, the system (1) becomes

ρt + div ρuð Þ = 0,

ρuð Þt + div ρu ⊗ uð Þ+∇P = −
1
τ
ρu:

8<
: ð5Þ

There are a lot of research works on the system (5). For
the one-dimensional Cauchy problem, one can refer to [5, 6]
for the existence of the global BV solutions, to [7–12] for the
global L∞ entropy-weak solutions with vacuum, and to [13,
14] for small smooth solutions. For the one-dimensional
initial-boundary value problem, one can refer to [15, 16]
for the existence of the global L∞ entropy-weak solutions
and to [17–19] for small smooth solutions. For the asymp-
totics of solutions, we refer to [9–12] for L∞ entropy-weak
solutions and to [14, 20–22] for small smooth solutions. In
addition, there are some results on the one-dimensional non-
isentropic compressible Euler equations with relaxation (cf.
[1–4, 23, 24]). The global existence and large-time behavior
of solutions to the multidimensional isentropic compressible
Euler equations with relaxation were studied by many
researchers (cf. [16, 25–36] and the references cited therein).

To the best of our knowledge, there are few results on the
three-dimensional nonisentropic compressible Euler equa-
tions with relaxation (1). In this paper, following the similar
discussions in [37], we shall use a delicate energy method to
obtain a refined global existence and uniqueness result, in
which we only require the initial H3 norm to be small. More-
over, we will prove the optimal Lp – Lqð1 ⩽ p ⩽ 2, 2 ⩽ q⩽∞Þ
-type decay rates of solutions as well as its higher-order deriv-
atives by employing the negative Sobolev or Besov estimates as
well as some interpolation and time-weighted estimates.

1.1. Notation. Throughout this paper, ∇k with an integer k
⩾ 0 represents the spatial derivatives of order k. When k <
0 or k is not a positive integer, ∇k means Λk defined by Λk

f ≔F−1ðjξjkF f Þ, where F is the usual Fourier transform
operator and F−1 is its inverse. We denote by Lpðℝ3Þð1 ⩽ p
⩽∞Þ the usual Lebesgue spaces with the norm k·kLp . For
simplicity, we write k·k = k·kL2 . We use Hkðℝ3Þ for some
integer k ⩾ 0 to denote the usual Sobolev spaces with the
norm ∥·∥Hk . We use _H

sðℝ3Þðs ∈ℝÞ to denote the homoge-
neous Sobolev spaces with the norm k·k _H

s defined by

k f k _H
s ≔ k∇s f k. It is clear for H0 = _H

0 = L2.
We introduce the homogeneous Besov spaces. Let ϕ ∈

C∞
0 ðℝ3

ξÞ satisfy that ϕðξÞ = 1 if jξj ⩽ 1 and ϕðξÞ = 0 if jξj ⩾ 2
. Define φðξÞ≔ ϕðξÞ − ϕð2ξÞ and φjðξÞ≔ φð2−jξÞ for j ∈ℤ.
Then, ∑j∈ℤφjðξÞ = 1 if ξ ≠ 0. Define _Δj f ≔F−1ðφjÞ ∗ f . For

s ∈ℝ and 1 ⩽ p ⩽∞, we denote by _B
s
p,∞ðℝ3Þ the homoge-

neous Besov spaces with the norm k·k _B
s
p,∞

defined by

k f k _B
s
p,∞

≔ supj∈ℤ2sjk _Δj f kLp .
The notation A ≲ B means that A ⩽ CB for a generic pos-

itive constant C. We denote A ~ B if A ≲ B and B ≲ A. We use
C0 to denote a positive constant depending additionally on
the initial data. For simplicity, we write kðA, BÞkX ≔ kAkX

+ kBkX and
Ð
f ≔

Ð
ℝ3 f dx. The notation Ckð0, T ; XÞðk ⩾ 0Þ

denotes the space of X-valued k-times continuously differen-
tiable functions on ½0, T�.

Our main results are stated in the following.

Theorem 1. Let k ⩾ 3 be an integer. Assume that ðρ0 − 1, u0
, θ0 − 1Þ ∈Hk satisfying

ρ0 − 1, u0, θ0 − 1ð Þk kH3 < δ0, ð6Þ

for some small constant δ0 > 0. Suppose that gðρÞ is a smooth
function of ρ satisfying gð1Þ = 1 and g′ð1Þ = 0. Then, the
Cauchy problem (3)–(4) admits a unique global solution ðρ,
u, θÞðtÞ such that for all t ⩾ 0 and 3 ⩽ ℓ ⩽ k,

ρ − 1, u, θ − 1ð Þ tð Þk kHℓ

+
ðt
0

∇ρ ςð Þk k2Hℓ−1 + u, θ − 1ð Þ ςð Þk k2Hℓ

� �
dς

� �1/2

⩽ C ρ0 − 1, u0, θ0 − 1ð Þk kHℓ ,

ð7Þ

where C > 0 depends only on γ and τ.

Theorem 2. Under the assumptions of Theorem 1 and g′′
ð1Þ = 0, if further ðρ0 − 1, u0, θ0 − 1Þ ∈ _H

−s
for some s ∈ ½0,

3/2Þ or ðρ0 − 1, u0, θ0 − 1Þ ∈ _B
−s
2,∞ for some s ∈ ð0, 3/2�, then

for all t ⩾ 0,

∇l ρ − 1ð Þ tð Þ
��� ��� ⩽ C0 1 + tð Þ− l+sð Þ/2,  0 ⩽ l ⩽ k, ð8Þ

∇l u, θ − 1ð Þ tð Þ
��� ��� ⩽ C0 1 + tð Þ− l+1+sð Þ/2, 0⩽l ⩽ k − 1,

∇k u, θ − 1ð Þ tð Þ
��� ��� ⩽ C0 1 + tð Þ− k+sð Þ/2:

8><
>:

ð9Þ
By Lemmas A.1, A.5, and A.6, we easily obtain the fol-

lowing Lp – Lq-type decay rates.

Corollary 3. Under the assumptions of Theorem 2, if ðρ0 −
1, u0, θ0 − 1Þ ∈ Lp for some p ∈ ½1, 2�, then for 2 ⩽ q ⩽∞,

∇l ρ − 1ð Þ tð Þ
��� ���

Lq
⩽ C0 1 + tð Þ− 3/2ð Þ 1/pð Þ− 1/qð Þð Þ− l/2ð Þ, 0 ⩽ l ⩽ k − 2,

∇l u, θ − 1ð Þ tð Þ
��� ���

Lq
⩽ C0 1 + tð Þ− 3/2ð Þ 1/pð Þ− 1/qð Þð Þ− l+1ð Þ/2ð Þ, 0 ⩽ l ⩽ k − 3,

∇k−2 u, θ − 1ð Þ tð Þ
��� ���

Lq
⩽ C0 1 + tð Þ− 3/2ð Þ 1/pð Þ− 1/qð Þð Þ− 2k−3ð Þ/4ð Þ− 1/2qð Þ:

8>>>>><
>>>>>:

ð10Þ

Some remarks for Theorems 1 and 2 and Corollary 3 are
given in the following.

Remark 4. From Theorem 1, when k ⩾ 3, we only require
that the H3 norms of the initial density, velocity, and tem-
perature are small, while the higher-order Sobolev norms
can be arbitrarily large.
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Remark 5. We claim that the decay rates in Theorem 2 and
Corollary 3 are optimal in the sense that they are consistent
with those in the linearized case.

Remark 6. By Corollary 3, we prove the optimal Lp – Lq-type
decay rates without the smallness assumption on the Lp

norm of the initial data.

Remark 7. The additional restriction g′′ð1Þ = 0 in Theorem
2 is necessary to obtain the negative Sobolev or Besov esti-
mates of solutions since the density perturbation is degener-
ately dissipative.

The rest of this paper is organized as follows. In Section
2, we establish some refined energy estimates (see Lemmas
8–11) which help us to derive important energy estimates
with the minimum derivative counts (see Lemma 12). Then,
we prove the global solution (Theorem 1) and the decay
rates (Theorem 2) in Sections 3 and 4, respectively. In
Appendix A, we list some useful lemmas which will be fre-
quently used in the previous sections. The detailed proof of
Lemma 15 is given in Appendix B.

2. Energy Estimates

We choose the constant equilibrium state ð1, 0, 1Þ. Define
the perturbations

ϱ = ρ − 1,

u = u − 0,

Θ = θ − 1:

ð11Þ

Then, the Cauchy problem (3)–(4) is equivalently writ-
ten as

ϱt = −u · ∇ϱ − 1 + ϱð Þ div u, ð12Þ

ut +
1
τ
u+∇Θ = −u · ∇u −

1 +Θ

1 + ϱ
∇ϱ, ð13Þ

1
γ − 1

Θt +
1
τ
Θ = −

1
γ − 1

u · ∇Θ

− 1 +Θð Þ div u +
1
τ
g ϱ + 1ð Þ − 1½ �,

ð14Þ

with

ϱ, u,Θð Þjt=0 = ϱ0, u0,Θ0ð Þ≔ ρ0 − 1, u0, θ0 − 1ð Þ: ð15Þ

Next, we will derive the a priori estimates for equations
(12)–(14) by assuming that for sufficiently small δ > 0 and
some T > 0,

sup
0⩽t⩽T

ϱ, u,Θð Þ tð Þk kH3 < δ: ð16Þ

By Sobolev’s inequality, (16) implies

1
2
⩽ 1 + ϱ ⩽

3
2
,

1
2
⩽ 1 +Θ ⩽

3
2
:

ð17Þ

By Taylor’s expansion, we have

g ϱ + 1ð Þ = g 1ð Þ + g′ 1ð Þϱ +O ϱ2
� �

= 1 +O ϱ2
� �

, ð18Þ

where we have used the assumptions that gð1Þ = 1 and
g′ð1Þ = 0. Thus, we have

g ϱ + 1ð Þ − 1 =O ϱ2
� �

: ð19Þ

First, we derive the zero-order energy estimate for ðϱ, u,ΘÞ.

Lemma 8. Let δ≪ 1. If sup0⩽t⩽Tkðϱ, u,ΘÞðtÞkH3 < δ, then

d
dt

ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �����
����
2

+ C u,Θð Þk k2 ≲ δ ∇ ϱ,Θð Þk k2:

ð20Þ

Proof. Multiplying equations (12)–(14) by ϱ, u, and Θ,
respectively, summing the resulting identities up, and then
integrating over ℝ3 by parts, by (19), we get

1
2
d
dt

ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �����
����
2
+
1
τ

uk k2 + 1
τ

Θk k2

= −
ð
div ϱuð Þϱ−

ð
u · ∇u +

Θ − ϱ

1 + ϱ
∇ϱ

� �

· u−
ð

Θ div u + 1
γ − 1

u · ∇Θ −
1
τ
O ϱ2
� �� �

Θ:

ð21Þ

Now, we estimate (21) term by term. For the term −
Ð

div ðϱuÞϱ, by integrating by parts, Hölder’s, Sobolev’s, and
Cauchy’s inequalities, we obtain

−
ð
div ϱuð Þϱ =

ð
ϱu · ∇ϱ ⩽ ϱk kL6 uk kL3 ∇ϱk k ≲ δ ∇ϱk k2:

ð22Þ

By Hölder’s, Sobolev’s, and Cauchy’s inequalities and
(17), we obtain

−
ð
u · ∇u · u ⩽ ∇uk kL∞ uk k2 ≲ δ uk k2,

−
ð
Θ − ϱ

1 + ϱ
∇ϱ · u ⩽ Θ − ϱ

1 + ϱ

����
����
L∞

∇ϱk k uk k ≲ δ ∇ϱk k2 + uk k2� �
:

ð23Þ
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Similarly, we have

−
ð

Θ div u +
1

γ − 1
u · ∇Θ

� �
Θ ≲ δ uk k2 + ∇Θk k2� �

, ð24Þ

ð 1
τ
O ϱ2
� �

Θ ≲ ϱk kL3 ϱk kL6 Θk k ≲ δ ∇ϱk k2 + Θk k2� �
:

ð25Þ
Plugging the estimates (22)–(25) into (21), since δ≪ 1,

we deduce (20).

Next, we construct the higher-order energy estimates for
ðϱ, u,ΘÞ, which include the dissipation estimates for u and
Θ of order k.

Lemma 9. Let k ⩾ 3 and δ≪ 1. If sup0⩽t⩽Tkðϱ, u,ΘÞðtÞkH3

< δ, then for 3 ⩽ ℓ ⩽ k,

d
dt

ð
Eℓ tð Þ + C ∇ℓ u,Θð Þ�� ��2 ≲ δ ∇ℓϱ

�� ��2, ð26Þ

where

Eℓ tð Þ≔ 1 +Θ

1 + ϱ
∇ℓϱ
�� ��2 + 1 + ϱð Þ ∇ℓ−1 div u

�� ��2
+ ∇ℓ−1 curl u
�� ��2 + 1

γ − 1
1 + ϱ

1 +Θ
∇ℓΘ
�� ��2: ð27Þ

Proof. For equations (12)–(14), computing

ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ equation 12ð Þð Þ

	
+ 1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 div equation 13ð Þð Þ
+

1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ equation 14ð Þð Þ�,

ð28Þ

by (19), we have

1
2
d
dt

ð 1 +Θ

1 + ϱ
∇ℓϱ
�� ��2 + 1 + ϱð Þ ∇ℓ−1 div u

�� ��2	

+
1

γ − 1
1 + ϱ

1 +Θ
∇ℓΘ
�� ��2� + 1

τ

ð
1 + ϱð Þ ∇ℓ−1 div u

�� ��2h

+
1 + ϱ

1 +Θ
∇ℓΘ
�� ��2� = 1

2

ð
∂t

1 +Θ

1 + ϱ

� �
∇ℓϱ
�� ��2 + ∂tϱ ∇ℓ−1 div u

�� ��2	

+
1

γ − 1
∂t

1 + ϱ

1 +Θ

� �
∇ℓΘ
�� ��2
− ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ 1 + ϱð Þ div u½ �

�

+ 1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 div
1 +Θ

1 + ϱ
∇ϱ

� �o

−
ð

1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1ΔΘ + 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ 1 +Θð Þ div u½ �

� �

−
ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ u · ∇ϱð Þ−

ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 div u · ∇uð Þ

−
1

γ − 1

ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ u · ∇Θð Þ + 1

τ

ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓO ϱ2

� �
≔ 〠

7

i=1
Ii:

ð29Þ

Now, we estimate the terms I1–I7. By (12), (14), and (17)
and Hölder’s and Sobolev’s inequalities, we have

I1 ≲ Θtk kL∞ + ϱtk kL∞ð Þ ∇ℓ ϱ, u,Θð Þ�� ��2
≲ ϱ, u,Θð Þk kH3 ∇ℓ ϱ, u,Θð Þ�� ��2 ≲ δ ∇ℓ ϱ, u,Θð Þ�� ��2: ð30Þ

By the commutator notation (A.3), the commutator esti-
mates (A.4), (17), integrating by parts, and LemmaA.3, we have

I2 = −
ð

1 +Θð Þ∇ℓϱ · ∇ℓ div u + 1 +Θð Þ∇ℓ−1 div u · ∇ℓ−1Δϱ
 �

−
ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ, 1 + ϱ

 �
div u + 1 + ϱð Þ∇ℓ−1 div u

�

· ∇ℓ−1 div,
1 +Θ

1 + ϱ

	 

∇ϱg ≲

ð
∇Θj j ∇ℓϱ

�� �� ∇ℓu
�� ��

+
ð
∇ℓϱ
�� �� ∇ℓ, 1 + ϱ

 �
∇u

�� ��+ ð ∇ℓu
�� �� ∇ℓ, 1 +Θ

1 + ϱ

	 

∇ϱ

����
����

≲ ∇Θk kL∞ ∇ℓϱ
�� �� ∇ℓu

�� �� + ∇ℓϱ
�� �� ∇ℓ, 1 + ϱ

 �
∇u

�� ��
+ ∇ℓu
�� �� ∇ℓ,

1 +Θ

1 + ϱ

	 

∇ϱ

����
���� ≲ ∇Θk kL∞ ∇ℓu

�� �� ∇ℓϱ
�� ��

+ ∇ℓϱ
�� �� ∇ϱk kL∞ ∇ℓu

�� �� + ∇ℓϱ
�� �� ∇uk kL∞

� �
+ ∇ℓu
�� ��

� ∇
1 +Θ

1 + ϱ

� �����
����
L∞

∇ℓϱ
�� �� + ∇ℓ 1 +Θ

1 + ϱ

� �����
���� ∇ϱk kL∞

� �

≲ δ ∇ℓ ϱ, u,Θð Þ�� ��2,
I3 = −

ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1ΔΘ + 1 + ϱð Þ∇ℓΘ · ∇ℓ div u

−
ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ, 1 +Θ

 �
div u ≲

ð
∇ϱj j ∇ℓΘ

�� �� ∇ℓ−1 div u
�� ��

+
ð
∇ℓΘ
�� �� ∇ℓ, 1 +Θ

 �
∇u

�� �� ≲ ∇ϱk kL∞ ∇ℓΘ
�� �� ∇ℓu

�� ��
+ ∇ℓΘ
�� �� ∇Θk kL∞ ∇ℓu

�� �� + ∇ℓΘ
�� �� ∇uk kL∞

� �
≲ δ ∇ℓ u,Θð Þ�� ��2:

ð31Þ

By (17), Lemma A.2, integrating by parts, and Hölder’s,
Sobolev’s, and Cauchy’s inequalities, we have

I4 = −
ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ u · ∇ϱð Þ = −

1
2

ð 1 +Θ

1 + ϱ
u · ∇ ∇ℓϱ

�� ��2
−
ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ, u

 �
· ∇ϱ =

1
2

ð
div

1 +Θ

1 + ϱ
u

� �
∇ℓϱ
�� ��2

−
ð 1 +Θ

1 + ϱ
∇ℓϱ · ∇ℓ, u

 �
· ∇ϱ ≲ δ ∇ℓϱ

�� ��2 + ∇ℓϱ
�� �� ∇ℓ, u

 ���
· ∇ϱk ≲ δ ∇ℓϱ

�� ��2 + ∇ℓϱ
�� �� ∇uk kL∞ ∇ℓϱ

�� ���
+ ∇ℓu
�� �� ∇ϱk kL∞Þ ≲ δ ∇ℓ ϱ, uð Þ�� ��2:

ð32Þ

Note that the vector formula

div u · ∇uð Þ = ∇u : ∇uð ÞT + u · ∇div u, ð33Þ

where the double dots : means that A : B =∑3
i,j=1aijbij for two
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3 × 3 matrices A = ðaijÞ and B = ðbijÞ. By integrating by parts,
(17) and (33), Hölder’s, Sobolev’s, and Cauchy’s inequalities,
and Lemma A.2, we estimate

I5 = −
ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 div u · ∇uð Þ

= −
ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 ∇u : ∇uð ÞT + u · ∇div u

h i
= −

ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 ∇u : ∇uð ÞT

h i
−
ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 u · ∇div uð Þ

= −
ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 ∇u : ∇uð ÞT

h i
−
1
2

ð
1 + ϱð Þu · ∇ ∇ℓ−1 div u

�� ��2 − ð
1 + ϱð Þ∇ℓ −1 div u · ∇ℓ−1, u

 �
· ∇div u

= −
ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1 ∇u : ∇uð ÞT

h i
+
1
2

ð
div 1 + ϱð Þu½ � ∇ℓ−1 div u

�� ��2 − ð
1 + ϱð Þ∇ℓ−1 div u · ∇ℓ−1, u

 �
· ∇div u

≲ ∇ℓ−1 div u
�� �� ∇ℓ−1 ∇u : ∇uð ÞT

h i��� ��� + div 1 + ϱð Þu½ �k kL∞ ∇ℓ−1 div u
�� ��2

+ ∇ℓ−1 div u
�� �� ∇ℓ−1, u

 �
· ∇div u

�� �� ≲ ∇ℓu
�� �� ∇uk kL∞ ∇ℓu

�� �� + δ ∇ℓu
�� ��2

+ ∇ℓu
�� �� ∇ℓ−1u

�� ��
L6

∇div uk kL3 + ∇uk kL∞ ∇ℓ−1 div u
�� ��� �

≲ δ ∇ℓu
�� ��2,

I6 = −
1

γ − 1

ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ u · ∇Θð Þ

= −
1

γ − 1

ð 1 + ϱ

1 +Θ
∇ℓΘ · u · ∇∇ℓΘ −

1
γ − 1

ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ, u

 �
· ∇Θ

=
1
2

1
γ − 1

ð
div

1 + ϱ

1 +Θ
u

� �
∇ℓΘ
�� ��2 − 1

γ − 1

ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓ, u

 �
· ∇Θ

≲ div 1 + ϱ

1 +Θ
u

� �����
����
L∞

∇ℓΘ
�� ��2

+
1 + ϱ

1 +Θ

����
����
L∞

∇ℓΘ
�� �� ∇ℓ, u

 �
· ∇Θ

�� �� ≲ δ ∇ℓΘ
�� ��2

+ ∇ℓΘ
�� �� ∇ℓu

�� �� ∇Θk kL∞ + ∇uk kL∞ ∇ℓ−1∇Θ
�� ��� �

≲ δ ∇ℓ u,Θð Þ�� ��2:
ð34Þ

By (17), the product estimates (A.5) of Lemma A.2, and
Corollary A.4, we have

I7 =
1
τ

ð 1 + ϱ

1 +Θ
∇ℓΘ · ∇ℓO ϱ2

� �
≲
ð
∇ℓΘ
�� �� ∇ℓϱ

�� �� O ϱð Þj j

≲ δ ∇ℓ ϱ,Θð Þ�� ��2: ð35Þ

Plugging the estimates for I1–I7 into (29), by (17), since δ is
small, we deduce

d
dt

ð 1 +Θ

1 + ϱ
∇ℓϱ
�� ��2 + 1 + ϱð Þ ∇ℓ−1 div u

�� ��2 + 1 + ϱ

1 +Θ
∇ℓΘ
�� ��2	 


+ C ∇ℓ−1 div u
�� ��2 + ∇ℓΘ

�� ��2� �
≲ δ ∇ℓ ϱ, uð Þ�� ��2:

ð36Þ

Rewrite equation (13) as

ut +
1
τ
u = −∇ϱ−∇Θ − u · ∇u +

ϱ −Θ

1 + ϱ
∇ϱ: ð37Þ

Applying curl to (37), we obtain

curl uð Þt +
1
τ
curl u = − curl u · ∇uð Þ+∇ ϱ −Θ

1 + ϱ

� �
× ∇ϱ,

ð38Þ

where × represents the cross product of vectors. Applying ∇ℓ−1

to (38), multiplying the resulting identity by ∇ℓ−1 curl u, and
integrating over ℝ3, we obtain

1
2
d
dt

ð
∇ℓ−1 curl u
�� ��2 + 1

τ
∇ℓ−1 curl u

�� ��2
= −

ð
∇ℓ−1 curl u · ∇uð Þ · ∇ℓ−1 curl u

+
ð
∇ℓ−1 ∇

ϱ −Θ

1 + ϱ

� �
× ∇ϱ

	 

· ∇ℓ−1 curl u≔ I8 + I9:

ð39Þ

By (17), integrating by parts, Hölder’s, Sobolev’s, and
Cauchy’s inequalities, and Lemmas A.2 and A.3, we estimate

I8 = −
ð
∇ℓ−1 curl u · ∇uð Þ · ∇ℓ−1 curl u = −

1
2

ð
u

· ∇ ∇ℓ−1 curl u
�� ��2− ð

∇ℓ−1 curl, u
 �

· ∇u · ∇ℓ−1 curl u

=
1
2

ð
div u ∇ℓ−1 curl u

�� ��2− ð
∇ℓ−1 curl, u
 �

· ∇u · ∇ℓ−1 curl u ≲ δ ∇ℓ−1 curl u
�� ��2

+
ð

∇ℓ, u
 �

· ∇u
�� �� ∇ℓu

�� �� ≲ δ ∇ℓ−1 curl u
�� ��2

+ ∇ℓ, u
 �

· ∇u
�� �� ∇ℓu

�� �� ≲ δ ∇ℓ−1 curl u
�� ��2

+ ∇uk kL∞ ∇ℓu
�� ��2 ≲ δ ∇ℓu

�� ��2,
I9 =

ð
∇ℓ−1 ∇

ϱ −Θ

1 + ϱ

� �
× ∇ϱ

	 


· ∇ℓ−1 curl u ∇ℓ−1 ∇
ϱ −Θ

1 + ϱ

� �
× ∇ϱ

	 
����
����

� ∇ℓ−1 curl u
�� �� ≲ ∇ℓ ϱ −Θ

1 + ϱ

� �����
���� ∇ϱk kL∞

�

+ ∇
ϱ −Θ

1 + ϱ

� �����
����
L∞

∇ℓϱ
�� ��Þ ∇ℓ−1 curl u

�� ��
≲ ∇ℓ ϱ,Θð Þ�� �� ϱk kH3 + ϱ,Θð Þk kH3 ∇ℓϱ

�� ��� �
� ∇ℓu
�� �� ≲ δ ∇ℓ ϱ, u,Θð Þ�� ��2:

ð40Þ

Plugging the estimates for I8 and I9 into (39), we obtain

d
dt

ð
∇ℓ−1 curl u
�� ��2 + C ∇ℓ−1 curl u

�� ��2 ≲ δ ∇ℓ ϱ, u,Θð Þ�� ��2:
ð41Þ
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Adding (41) to (36), noting

∇ℓu
�� ��2 = ∇ℓ−1 div u

�� ��2 + ∇ℓ−1 curl u
�� ��2, ð42Þ

since δ≪ 1, we deduce (26).

Corollary 10. Let k ⩾ 3 and δ≪ 1. If sup0⩽t⩽T
kðϱ, u,ΘÞðtÞkH3 < δ, then for 1 ⩽ ℓ ⩽ k − 1,

d
dt

∇ℓ ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �����
����
2

+ C ∇ℓ u,Θð Þ�� ��2 ≲ δ ∇ℓ+1 ϱ,Θð Þ�� ��2:
ð43Þ

Combining with Lemma 8, we have for 0 ⩽ ℓ ⩽ k − 1,

d
dt

∇ℓ ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �����
����
2

+ C ∇ℓ u,Θð Þ�� ��2 ≲ δ ∇ℓ+1 ϱ,Θð Þ�� ��2:
ð44Þ

Proof. Applying ∇ℓ to equations (12)–(14), then multiplying
the resulting identities by ∇ℓϱ, ∇ℓu, and ∇ℓΘ, respectively,
summing them up, and then integrating over ℝ3 by parts,
we obtain

1
2
d
dt

∇ℓ ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �����
����
2
+
1
τ

∇ℓ u,Θð Þ�� ��2
= −

ð
∇ℓ div ϱuð Þ · ∇ℓϱ−

ð
∇ℓ u · ∇uð Þ · ∇ℓu + ∇ℓ Θ − ϱ

1 + ϱ
∇ϱ

� �
· ∇ℓu

	 


−
ð 1

γ − 1
∇ℓ u · ∇Θð Þ · ∇ℓΘ + ∇ℓ Θ div uð Þ · ∇ℓΘ −

1
τ
∇ℓ O ϱ2

� �� �
· ∇ℓΘ

	 

:

ð45Þ

Then, as in the proof of Lemma 9, we easily deduce (43)
from (45).

We shall derive the dissipation estimates for ϱ up to
order k.

Lemma 11. Let k ⩾ 3 and δ≪ 1. If sup0⩽t⩽Tkðϱ, u,ΘÞðtÞkH3

< δ, then for 0 ⩽ ℓ ⩽ k − 1,

d
dt

ð
∇ℓu · ∇∇ℓϱ + ∇ℓ+1ϱ

�� ��2 ≲ ∇ℓu
�� ��2 + ∇ℓ+1 u,Θð Þ�� ��2:

ð46Þ

Proof. Rewrite equation (13) as

∇ϱ = −ut −
1
τ
u−∇Θ − u · ∇u +

ϱ −Θ

1 + ϱ
∇ϱ: ð47Þ

Applying ∇ℓ to (47), multiplying the resulting identity by
∇∇ℓϱ, and then integrating over ℝ3, by Hölder’s and Cau-

chy’s inequalities, we have

∇ℓ+1ϱ
�� ��2 ≲ −

ð
∂t∇

ℓu · ∇∇ℓϱ + ∇ℓu
�� ��2 + ∇ℓ+1Θ

�� ��2
+ ∇ℓ u · ∇uð Þ�� ��2 + ∇ℓ ϱ −Θ

1 + ϱ
∇ϱ

� �����
����
2
:

ð48Þ

By (12), we integrate by parts to obtain

−
ð
∂t∇

ℓu · ∇∇ℓϱ = −
d
dt

ð
∇ℓu · ∇∇ℓϱ +

ð
∇ℓu · ∇∇ℓϱt

= −
d
dt

ð
∇ℓu · ∇∇ℓϱ +

ð
∇ℓ div u · ∇ℓ div u + ∇ℓ div ϱuð Þ �

≲ −
d
dt

ð
∇ℓu · ∇∇ℓϱ+∥∇ℓ+1u∥2 + ∥∇ℓ+1 ϱuð Þ∥2

≲ −
d
dt

ð
∇ℓu · ∇∇ℓϱ + ∇ℓ+1u

�� ��2 + δ ∇ℓ+1 ϱ, uð Þ�� ��2,
ð49Þ

where we have used the product estimates (A.5) of Lemma
A.2 to estimate

∇ℓ+1 ϱuð Þ�� �� ≲ ϱk kL∞ ∇ℓ+1u
�� �� + ∇ℓ+1ϱ

�� �� uk kL∞ ≲ δ ∇ℓ+1 ϱ, uð Þ�� ��:
ð50Þ

By Lemmas A.2 and A.3, we have

∇ℓ u · ∇uð Þ�� �� ≲ uk kL∞ ∇ℓ+1u
�� �� + ∇ℓu

�� ��
L6

∇uk kL3 ≲ δ ∇ℓ+1u
�� ��,

ð51Þ

∇ℓ ϱ −Θ

1 + ϱ
∇ϱ

� �����
���� ≲ ϱ,Θð Þk kL∞ ∇ℓ+1ϱ

�� ��
+ ∇ℓ ϱ −Θ

1 + ϱ

� �����
����
L6

∇ϱk kL3 ≲ δ ∇ℓ+1 ϱ,Θð Þ�� ��: ð52Þ

Plugging (49)–(52) into (48), we deduce (46).

Finally, we collect all the dissipation estimates for ðϱ, u,ΘÞ
in Lemma 9, Corollary 10, and Lemma 11 to derive the follow-
ing energy inequality with the minimum derivative counts.

Lemma 12. Let k ⩾ 3 and T > 0. If sup0⩽t⩽Tkðϱ, u,ΘÞðtÞkH3

< δ≪ 1, then there exists an energy functional Ek
l ðtÞ, which

is equivalent to k∇lðϱ, u,ΘÞðtÞk2Hk−l , such that for any t ∈ ½0,
T� and 0 ⩽ l ⩽ k − 1,

d
dt

Ek
l tð Þ + ∇l+1ϱ tð Þ

��� ���2
Hk−l−1

+ ∇l u,Θð Þ tð Þ
��� ���2

Hk−l
⩽ 0: ð53Þ

Proof. Let k ⩾ 3 and 0 ⩽ l ⩽ k − 1. Summing up (44) of Corol-
lary 10 from ℓ = l to ℓ = k − 1 and adding the resulting identity
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to (26) of Lemma 9 which ℓ = k, since δ is small, we obtain

d
dt

∇l ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �
tð Þ

����
����
2

Hk−l−1
+
ð
Ek tð Þ

" #

+ C1 ∇l u,Θð Þ tð Þ
��� ���2

Hk−l
⩽ C2δ ∇l+1ϱ tð Þ

��� ���2
Hk−l−1

:

ð54Þ

Summing up (46) of Lemma 11 from ℓ = l to ℓ = k − 1, we
obtain

d
dt

ð
〠
k−1

ℓ=l
∇ℓu · ∇∇ℓϱ + C3 ∇l+1ϱ tð Þ

��� ���2
Hk−l−1

⩽ C4 ∇lu tð Þ
��� ���2

Hk−l
+ ∇l+1Θ tð Þ
��� ���2

Hk−l−1

� �
:

ð55Þ

Multiplying (55) by ð2C2 δÞ/C3 and then adding it to (54),
since δ≪ 1, we deduce

d
dt

∇l ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �
tð Þ

����
����
2

Hk−l−1
+
ð
Ek tð Þ

"

+
2C2δ

C3

ð
〠
k−1

ℓ=l
∇ℓu · ∇∇ℓϱ




+ C5 ∇l+1ϱ tð Þ
��� ���2

Hk−l−1
+ ∇l u,Θð Þ tð Þ
��� ���2

Hk−l

� �
⩽ 0:

ð56Þ

We define

Ek
l tð Þ≔ 1

C5
∇l ϱ, u,

1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �
tð Þ

����
����
2

Hk−l−1

"

+
ð
Ek tð Þ + 2C2δ

C3

ð
〠
k−1

ℓ=l
∇ℓu · ∇∇ℓϱ�:

ð57Þ

Note that

Ek tð Þ = 1 +Θ

1 + ϱ
∇kϱ
��� ���2 + 1 + ϱð Þ ∇k−1 div u

��� ���2
+ ∇k−1 curl u
��� ���2 + 1

γ − 1
1 + ϱ

1 +Θ
∇kΘ
��� ���2: ð58Þ

By (17) and (42), since δ≪ 1, we can deduce from (57)
and (58) that there exists a positive constant c such that for
any t ∈ ½0, T�,
1
c

∇l ϱ, u,Θð Þ tð Þ
��� ���2

Hk−l
⩽Ek

l tð Þ ⩽ c ∇l ϱ, u,Θð Þ tð Þ
��� ���2

Hk−l
: ð59Þ

Hence, the proof of Lemma 12 is completed.

3. Global Solution

In this section, we will prove the existence and uniqueness of
the global solution, namely, Theorem 1. We first record the
local solution (cf. [38]).

Proposition 13 (local-in-time solution). Assume that ðϱ0,
u0,Θ0Þ ∈H3 and inf x∈ℝ3fϱ0ðxÞ + 1g > 0. Then, there exists a
constant T > 0 such that the Cauchy problem (12)–(15) admits
a unique solution ðϱ, u,ΘÞðtÞ ∈Eð0, T ;H3Þ satisfying

inf
x∈ℝ3 ,0⩽t⩽T

ϱ x, tð Þ + 1f g > 0,

sup
0⩽t⩽T

ϱ, u,Θð Þ tð Þk kH3 ⩽ C1 ϱ0, u0,Θ0ð Þk kH3 ,

8><
>: ð60Þ

where C1 > 1 is some fixed constant. Here,

E 0, T ;H3� �
≔ ϱ, u,Θð Þ x, tð Þ: ϱ, u,Θð Þ x, tð Þ ∈ C0�

� 0, T ;H3� �
∩ C1 0, T ;H2� �g: ð61Þ

Then, we construct the a priori estimates by using the
energy estimates given in Lemma 12.

Proposition 14 (a priori estimates). Let k ⩾ 3 and T > 0.
Assume that for some sufficiently small δ > 0,

sup
0⩽t⩽T

ϱ, u,Θð Þ tð Þk kH3 < δ: ð62Þ

Then, we have for any t ∈ ½0, T� and 3 ⩽ ℓ ⩽ k,

ϱ, u,Θð Þ tð Þk kHℓ +
ðt
0

∇ϱ ςð Þk k2Hℓ−1 + u,Θð Þ ςð Þk k2Hℓ

� �
dς

� �1/2

⩽ C2 ϱ0, u0,Θ0ð Þk kHℓ ,
ð63Þ

where C2 > 1 is some fixed constant.

Proof. Let k ⩾ 3 and 3 ⩽ ℓ ⩽ k. Letting l = 0 and k = ℓ in (53)
of Lemma 12, we obtain

d
dt

Eℓ
0 tð Þ + ∇ϱ tð Þk k2Hℓ−1 + u,Θð Þ tð Þk k2Hℓ ⩽ 0: ð64Þ

Integrating (64) in time, we obtain

Eℓ
0 tð Þ +

ðt
0

∇ϱ ςð Þk k2Hℓ−1 + u,Θð Þ ςð Þk k2Hℓ

� �
dς ⩽Eℓ

0 0ð Þ: ð65Þ

Letting l = 0 and k = ℓ in (59), we obtain for any t ∈ ½0, T�
and some c > 0,

1
c

ϱ, u,Θð Þ tð Þk k2Hℓ ⩽Eℓ
0 tð Þ ⩽ c ϱ, u,Θð Þ tð Þk k2Hℓ : ð66Þ

We immediately deduce (63) from (65) and (66).

Finally, we perform a continuous argument to extend the
local solution given in Proposition 13 to the global one.
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Let k ⩾ 3. Assume ðϱ0, u0,Θ0Þ ∈Hk satisfying

ϱ0, u0,Θ0ð Þk kH3 <
δ

C1C2
, ð67Þ

where C1 > 1, C2 > 1, and δ > 0 are given by Propositions 13
and 14. Since

ϱ0, u0,Θ0ð Þk kH3 <
δ

C1
, ð68Þ

by Proposition 13, there exists a constant T1 > 0 such that
the Cauchy problem (12)–(15) has a unique local solution

ϱ, u,Θð Þ tð Þ ∈E 0, T1 ;H3� �
, ð69Þ

which satisfies

ϱ, u,Θð Þ tð Þk kH3 ⩽ C1 ϱ0, u0,Θ0ð Þk kH3 < δ, ∀t ∈ 0, T1½ �:
ð70Þ

By (70) and Proposition 14, we obtain for any t ∈ ½0, T1�
and 3 ⩽ ℓ ⩽ k,

ϱ, u,Θð Þ tð Þk kHℓ ⩽ C2 ϱ0, u0,Θ0ð Þk kHℓ , ð71Þ

which, together with (67), implies

ϱ, u,Θð Þ T1ð Þ ∈H3,

ϱ, u,Θð Þ T1ð Þk kH3 <
δ

C1
:

ð72Þ

Then, choosing T1 > 0 as the new initial time instant, by
Proposition 13 again, we obtain that the Cauchy problem
(12)–(15) has a unique local solution

ϱ, u,Θð Þ tð Þ ∈E T1, 2T1 ;H3� �
, ð73Þ

such that

ϱ, u,Θð Þ tð Þk kH3 ⩽ C1 ϱ, u,Θð Þ T1ð Þk kH3 < δ, ∀t ∈ T1, 2T1½ �:
ð74Þ

From the above, we have proved that the Cauchy prob-
lem (12)–(15) has a unique local solution

ϱ, u,Θð Þ tð Þ ∈E 0, 2T1 ;H3� �
, ð75Þ

such that

ϱ, u,Θð Þ tð Þk kH3 < δ, ∀t ∈ 0, 2T1½ �: ð76Þ

By (76) and Proposition 14, we obtain for any t ∈ ½0, 2T1�
and 3 ⩽ ℓ ⩽ k,

ϱ, u,Θð Þ tð Þk kHℓ ⩽ C2 ϱ0, u0,Θ0ð Þk kHℓ , ð77Þ

which, together with (67) again, implies

ϱ, u,Θð Þ 2T1ð Þ ∈H3,

ϱ, u,Θð Þ 2T1ð Þk kH3 <
δ

C1
:

ð78Þ

By repeating the above procedures, we can extend the
local solution to the global one only if ðϱ0, u0,Θ0Þ ∈Hkðk
⩾ 3Þ satisfying that kðϱ0, u0,Θ0ÞkH3 is suitably small, as
(67). So, we can choose δ0 = δ/ðC1 C2 Þ in Theorem 1. Hence,
the proof of Theorem 1 is completed.

4. Decay Rates

In this section, we shall derive the decay rates (8) and (9) in
Theorem 2. We will divide the proof into four parts.

4.1. Part 1: Decay Rates of the Solution Itself and Its
Derivatives up to the k − 1-Order. First, we show that the neg-
ative Sobolev or Besov norms of the solution ðϱ, u,ΘÞðtÞ can
be bounded by the initial data.

Lemma 15. Under the assumptions of Theorem 1 and g′′ð1Þ
= 0, if further ðϱ0, u0,Θ0Þ ∈ _H

−s
for some s ∈ ½0, 3/2Þ or ðϱ0,

u0,Θ0Þ ∈ _B
−s
2,∞ for some s ∈ ð0, 3/2�, then for all t ⩾ 0,

ϱ, u,Θð Þ tð Þk k _H
−s ⩽ C0, ð79Þ

or

ϱ, u,Θð Þ tð Þk k _B
−s
2,∞

⩽ C0: ð80Þ

Proof. The detailed proof can be found in Appendix B.

Then, we prove the following differential inequality with
respect to time.

Lemma 16. Let k ⩾ 3. Under the assumptions of Theorem 1, it
holds that for all t ⩾ 0 and 0 ⩽ l ⩽ k − 1,

d
dt

Ek
l tð Þ + ∇l+1ϱ tð Þ

��� ���2
Hk−l−1

+ ∇l u,Θð Þ tð Þ
��� ���2

Hk−l
⩽ 0, ð81Þ

where

Ek
l tð Þ ~ ∇l ϱ, u,Θð Þ tð Þ

��� ���2
Hk−l

: ð82Þ

Proof. It follows from Lemma 12 and Theorem 1.

Next, we can use Lemmas 15 and 16 to prove the decay
rates of the solution itself and its derivatives up to the k − 1
-order. For 0 ⩽ l ⩽ k − 1, by Lemmas A.7 and A.8, we have

∇l+1 f
��� ��� ≳ fk k−1/ l+sð Þ

_H
−s ∇l f

��� ���1+ 1/ l+sð Þð Þ
, ð83Þ
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∇l+1 f
��� ��� ≳ fk k−1/ l+sð Þ

_B
−s
2,∞

∇l f
��� ���1+ 1/ l+sð Þð Þ

: ð84Þ

Combining (79) and (80) with (83) and (84), we have

∇l+1ϱ
��� ��� ≳ C0 ∇lϱ

��� ���1+ 1/ l+sð Þð Þ
: ð85Þ

This together with (7) infers for 0 ⩽ l ⩽ k − 1,

∇l+1ϱ tð Þ
��� ���2

Hk−l−1
+ ∇l u,Θð Þ tð Þ
��� ���2

Hk−l
⩾ C0 ∇l ϱ, u,Θð Þ

��� ���2
Hk−l

� �1+ 1/ l+sð Þð Þ
:

ð86Þ

From the differential inequality (81) of Lemma 16, we
obtain for 0 ⩽ l ⩽ k − 1,

d
dt

Ek
l tð Þ + C0 Ek

l tð Þ
� �1+ 1/ l+sð Þð Þ

⩽ 0: ð87Þ

Solving the above inequality directly, we get for 0 ⩽ l ⩽
k − 1,

Ek
l tð Þ ⩽ C0 1 + tð Þ− l+sð Þ: ð88Þ

By (82), we have for 0 ⩽ l ⩽ k − 1,

∇l ϱ, u,Θð Þ tð Þ
��� ���2

Hk−l
⩽ C0 1 + tð Þ− l+sð Þ: ð89Þ

Note that the decay rate of the k-order derivatives is the
same as one of the k − 1-order.

4.2. Part 2: Higher Decay of u and Θ. We can further
improve the decay rates of ðu,ΘÞ as soon as we have the
whole decay rate of ðϱ, u,ΘÞ by using the following
processes.

By (13) and (14), we have

ut +
1
τ
u = −∇Θ−∇ϱ − u · ∇u −

Θ − ϱ

1 + ϱ
∇ϱ, ð90Þ

1
γ − 1

Θt +
1
τ
Θ = − div u −

1
γ − 1

u · ∇Θ −Θ div u +
1
τ
O ϱ3
� �

, ð91Þ

where we have used gð1Þ = 1 and g′ð1Þ = g′′ð1Þ = 0 to
obtain

g ϱ + 1ð Þ − 1 =O ϱ3
� �

: ð92Þ

Let k ⩾ 3 and 0 ⩽ l ⩽ k − 2. Applying ∇l to (90) and (91),
multiplying the resulting identities by ∇lu and ∇lΘ, respec-

tively, and integrating over ℝ3, we obtain

1
2
d
dt

∇lu
��� ���2 + 1

τ
∇lu

��� ���2
= −

ð
∇l ∇Θ+∇ϱ + u · ∇u +

Θ − ϱ

1 + ϱ
∇ϱ

� �
· ∇lu,

1
γ − 1

1
2
d
dt

∇lΘ
��� ���2 + 1

τ
∇lΘ

��� ���2
= −

ð
∇l div u +

1
γ − 1

u · ∇Θ +Θ div u −
1
τ
O ϱ3
� �� �

· ∇lΘ:

ð93Þ

By Hölder’s, Sobolev’s, and Cauchy’s inequalities,
Lemmas A.2 and A.3, and (89), we obtain

d
dt

∇lu
��� ���2 + C ∇lu

��� ���2
≲ ∇l+1Θ, ∇l+1ϱ, ∇l u · ∇uð Þ, ∇l Θ − ϱ

1 + ϱ
∇ϱ

� �� �����
����
2

≲ ∇l+1 ϱ,Θð Þ
��� ���2 + ∇lu

��� ���2
L6

∇uk k2L3 + uk k2L∞ ∇l+1u
��� ���2

+ ∇l Θ − ϱð Þ
��� ���2

L6
∇ϱk k2L3 + Θ − ϱk k2L∞ ∇l+1ϱ

��� ���2
≲ ∇l+1 ϱ,Θð Þ
��� ���2 + ϱ, u,Θð Þk k2H2 ∇l+1 ϱ, u,Θð Þ

��� ���2
⩽ C0 1 + tð Þ− l+1+sð Þ,

ð94Þ

d
dt

∇lΘ
��� ���2 + C ∇lΘ

��� ���2
≲ ∇l+1u, ∇l u · ∇Θð Þ, ∇l Θ div uð Þ, ∇lO ϱ3

� �� ���� ���2
≲ ∇l+1u
��� ���2 + ∇lu

��� ���2
L6

∇Θk k2L3 + uk k2L∞ ∇l+1Θ
��� ���2

+ ∇lΘ
��� ���2

L6
∇uk k2L3 + Θk k2L∞ ∇l+1u

��� ���2 + ∇lϱ
��� ���2

L6
ϱk k4L6

≲ ∇l+1u
��� ���2 + ϱ, u,Θð Þk k2H2 ∇l+1 ϱ, u,Θð Þ

��� ���2
≲ C0 1 + tð Þ− l+1+sð Þ:

ð95Þ
Applying Gronwall’s inequality to (94) and (95), we

obtain for 0 ⩽ l ⩽ k − 2,

∇lu
��� ���2 ⩽ ∇lu0

��� ���2e−Ct + C0

ðt
0
e−C t−ςð Þ 1 + ςð Þ− l+1+sð Þ

� dς ⩽ C0 1 + tð Þ− l+1+sð Þ,
ð96Þ

∇lΘ
��� ���2 ⩽ ∇lΘ0

��� ���2e−Ct + C0

ðt
0
e−C t−ςð Þ 1 + ςð Þ− l+1+sð Þ

� dς ⩽ C0 1 + tð Þ− l+1+sð Þ:
ð97Þ

4.3. Part 3: Decay Rates of the k-Order Derivatives of the
Solution. We continue to derive the decay rate of the k
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-order derivatives by using a time-weighted argument
recently developed in [39].

Lemma 17. Let k ⩾ 3 and s be given in Lemma 15. It holds
that for 0 < ε0 < 1,

1 + tð Þk+s ∇k ϱ, u,Θð Þ
��� ���2 + C 1 + tð Þ−ε0

ðt
0
1 + τð Þk+s+ε0 ∇k u,Θð Þ

��� ���2 dτ ⩽ C0:

ð98Þ

Proof. Let k ⩾ 3. As with the proof of Lemma 9, by using the
known decay rates (89), (96), and (97), we easily obtain

d
dt

ð
Ek tð Þ + C ∇k u,Θð Þ

��� ���2 ⩽ C 1 + tð Þ−1 ∇kϱ
��� ���2, ð99Þ

where

Ek tð Þ = 1 +Θ

1 + ϱ
∇kϱ
��� ���2 + 1 + ϱð Þ ∇k−1 div u

��� ���2 + ∇k−1 curl u
��� ���2

+
1

γ − 1
1 + ϱ

1 +Θ
∇kΘ
��� ���2 ~ ∇k ϱ, u,Θð Þ

��� ���2:
ð100Þ

Let 0 < ε0 < 1. Multiplying (99) by ð1 + tÞk+s+ε0 and inte-
grating over ½0, t� in time, by (100), we have

1 + tð Þk+s+ε0 ∇k ϱ, u,Θð Þ
��� ���2 + C

ðt
0
1 + τð Þk+s+ε0 ∇k u,Θð Þ

��� ���2
� dτ ⩽ ∇k ϱ0, u0,Θ0ð Þ

��� ���2 + C
ðt
0
1 + τð Þk+s+ε0−1 ∇k ϱ, u,Θð Þ

��� ���2dτ:
ð101Þ

Next, we estimate the integral term on the right-hand
side of (101). Letting l = k − 1 in (81), we have

d
dt

Ek
k−1 tð Þ + ∇kϱ tð Þ

��� ���2 + ∇k−1 u,Θð Þ tð Þ
��� ���2

H1
⩽ 0, ð102Þ

where Ek
k−1ðtÞ ~ k∇k−1ðϱ, u,ΘÞðtÞk2H1 . Multiplying (102) by

ð1 + tÞk+s+ε0−1, by (88), we have

d
dt

1 + tð Þk+s+ε0−1Ek
k−1 tð Þ

h i
+ 1 + tð Þk+s+ε0−1

� ∇kϱ tð Þ
��� ���2 + ∇k−1 u,Θð Þ tð Þ

��� ���2
H1

	 

⩽ 1 + tð Þk+s+ε0−2Ek

k−1 tð Þ ⩽ C0 1 + tð Þ−1+ε0 :

ð103Þ

Integrating (103) over ½0, t� in time, we have

1 + tð Þk+s+ε0−1Ek
k−1 tð Þ +

ðt
0
1 + τð Þk+s+ε0−1

� ∇kϱ
��� ���2 + ∇k−1 u,Θð Þ

��� ���2
H1

	 

dτ ⩽Ek

k−1 0ð Þ

+ C0

ðt
0
1 + τð Þ−1+ε0 dτ ⩽ C0 1 + tð Þε0 ,

ð104Þ

which implies

ðt
0
1 + τð Þk+s+ε0−1 ∇k ϱ, u,Θð Þ

��� ���2 dτ ⩽ C0 1 + tð Þε0 : ð105Þ

Plugging (105) into (101), we have

1 + tð Þk+s+ε0 ∇k ϱ, u,Θð Þ
��� ���2 + C

ðt
0
1 + τð Þk+s+ε0 ∇k u,Θð Þ

��� ���2
� dτ ⩽ C0 1 + tð Þε0 ,

ð106Þ

which infers (98).

By Lemma 17, we have

∇k ϱ, u,Θð Þ tð Þ
��� ���2 ⩽ C0 1 + tð Þ− k+sð Þ: ð107Þ

4.4. Part 4: Conclusion. Repeating Part 2 (Section 4.2) with
(107), we can obtain for 0 ⩽ l ⩽ k − 1,

∇l u,Θð Þ tð Þ
��� ���2 ⩽ C0 1 + tð Þ− l+1+sð Þ: ð108Þ

Thus, the decay rates (8) and (9) of Theorem 2 hold
from (89), (107), and (108). Hence, we complete the proof
of Theorem 2.

Appendix

A. Tools

We will give some lemmas which are often used in the pre-
vious sections. We first recall the Gagliardo-Nirenberg-
Sobolev inequality.

Lemma A.1. Let 0 ⩽m, α ⩽ l and 2 ⩽ p ⩽∞. Then, we have

∇α fk kLp ≲ ∇mfk k1−ϑ ∇l f
��� ���ϑ, ðA:1Þ

where 0 ⩽ ϑ ⩽ 1 and α satisfy

α + 3
1
2
−
1
p

� �
=m 1 − ϑð Þ + lϑ: ðA:2Þ

Here, we require that 0 < ϑ < 1, m ⩽ α + 1, and l ⩾ α + 2,
when p =∞.
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Proof. See [40] (Theorem, p. 125).

We give the commutator and product estimates.

Lemma A.2. Let m be a nonnegative integer. Define the com-
mutator

∇m, f½ �g≔∇m f gð Þ − f∇mg: ðA:3Þ

Then, we have for m ⩾ 1,

∇m, f½ �gk kLp ≲ ∇fk kLp1 ∇m−1g
�� ��

Lp2
+ ∇mfk kLp3 gk kLp4 ,

ðA:4Þ

and for m ⩾ 0,

∇m f gð Þk kLp ≲ fk kLp1 ∇mgk kLp2 + ∇mfk kLp3 gk kLp4 , ðA:5Þ

where p, p1, p2, p3, p4 ∈ ½1,∞� and 1/p = 1/p1 + 1/p2 = 1/p3 +
1/p4:

Proof. Refer to [41] (Lemma 3.1) or [42] (Lemma A.4).

The following lemma gives the convenient Lp estimates
for well-prepared functions.

Lemma A.3. Assume that kϱkL∞ ⩽ 1 and kΘkL∞ ⩽ 1. Let f
ðϱ,ΘÞ be a smooth function of ϱ and Θ with bounded
derivatives of any order; then, for any integer k ⩾ 1 and 2
⩽ p ⩽∞,

∇k f ϱ,Θð Þð Þ
��� ���

Lp
≲ ∇kϱ
��� ���

Lp
+ ∇kΘ
��� ���

Lp
: ðA:6Þ

Proof. See [43] (Lemma A.2).

As a byproduct of Lemma A.3, we immediately have the
following.

Corollary A.4. Assume that kϱkL∞ ⩽ 1. Let f ðϱÞ be a smooth
function of ϱ with bounded derivatives of any order; then, for
any integer k ⩾ 1 and 2 ⩽ p ⩽∞,

∇k f ϱð Þð Þ
��� ���

Lp
≲ ∇kϱ
��� ���

Lp
: ðA:7Þ

Finally, we list some useful estimates or interpolation
inequalities involving the negative Sobolev or Besov spaces.

Lemma A.5. Let 1 < p ⩽ 2 and 1/2 + s/3 = 1/p. Then, 0 ⩽ s <
3/2 and

fk k _H
−s ≲ fk kLp : ðA:8Þ

Proof. It follows from the Hardy-Littlewood-Sobolev theo-
rem (cf. [44] (Theorem 1, p. 119)).

Lemma A.6. Let 1 ⩽ p < 2 and 1/2 + s/3 = 1/p. Then, 0 < s ⩽
3/2 and

fk k _B
−s
2,∞

≲ fk kLp : ðA:9Þ

Proof. See [45] (Lemma 4.1).

Lemma A.7. Let s ⩾ 0 and l ⩾ 0. Then,

∇l f
��� ��� ≲ ∇l+1 f

��� ���1−ϑ fk kϑ_H−s , ϑ =
1

l + s + 1
: ðA:10Þ

Proof. See [46] (Lemma A.4).

Lemma A.8. Let s > 0 and l ⩾ 0. Then,

∇l f
��� ��� ≲ ∇l+1 f

��� ���1−ϑ fk kϑ_B−s
2,∞
, ϑ =

1
l + s + 1

: ðA:11Þ

Proof. We refer to [45] (Lemma 4.2) by noting that _B
−s
2,p ⊂

_B
−s
2,q for p ⩽ q.

B. Proof of Lemma 15

Here, we will prove Lemma 15. For this purpose, we first
derive the negative Sobolev and Besov estimates of ðϱ, u,ΘÞ
in the following lemmas.

Lemma B.1. Suppose that gðρÞ is a smooth function of ρ sat-
isfying gð1Þ = 1 and g′ð1Þ = g′′ð1Þ = 0. For s ∈ ð0, 1/2�, we
have

d
dt

ϱ, u,Θð Þk k2_H−s + C u,Θð Þk k2_H−s ≲ ∇ ϱ, u,Θð Þk k2H1 ϱ, u,Θð Þk k _H
−s ,

ðB:1Þ

and for s ∈ ð1/2, 3/2Þ, we have

d
dt

ϱ, u,Θð Þk k2_H−s + C u,Θð Þk k2_H−s

≲ ϱ, u,Θð Þk ks− 1/2ð Þ ∇ ϱ, u,Θð Þk k 5/2ð Þ−s
H1 ϱ, u,Θð Þk k _H

−s :

ðB:2Þ

Proof. Since gð1Þ = 1 and g′ð1Þ = g′′ð1Þ = 0, equation (14)
becomes

1
γ − 1

Θt +
1
τ
Θ = −

1
γ − 1

u · ∇Θ − 1 +Θð Þ div u +
1
τ
O ϱ3
� �

:

ðB:3Þ

Applying Λ−s to (12), (13), and (B.3), multiplying the
resulting identities by Λ−sϱ, Λ−su, and Λ−sΘ, respectively,
summing them up, and then integrating over ℝ3 by parts,
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we obtain

1
2
d
dt

ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �
tð Þ

����
����
2

_H
−s
+
1
τ

u,Θð Þ tð Þk k2_H−s

= −
ð
Λ−s div ϱuð ÞΛ−sϱ +Λ−s u · ∇uð Þ ·Λ−su½

+Λ−s Θ − ϱ

1 + ϱ
∇u

� �
·Λ−su




−
ð 1

γ − 1
Λ−s u · ∇Θð ÞΛ−sΘ +Λ−s div uΘð ÞΛ−sΘ

	

−
1
τ
Λ−s O ϱ3

� �� �
Λ−sΘ� ≲ ∇ϱ · u, ϱ div u, uðk

· ∇u,Θ∇u, ϱ∇u, u · ∇Θ, div uΘ, ϱ3
�k _H

−s ϱ, u,Θð Þk k _H
−s :

ðB:4Þ

Then, we need to estimate the right-hand side of (B.4). If
s ∈ ð0, 1/2�, then ð1/2Þ + ðs/3Þ < 1 and ð3/sÞ ⩾ 6. By Lemmas
A.1 and A.5 and Hölder’s and Young’s inequalities, we have

∇ϱ · uk k _H
−s ≲ ∇ϱ · uk kL1/ 1/2+s/3ð Þ ≲ ∇ϱk k uk kL3/s

≲ ∇ϱk k ∇uk k1/2+s ∇2u
�� ��1/2−s ≲ ∇ϱk k ∇uk kH1 ≲ ∇ ϱ, uð Þk k2H1 :

ðB:5Þ

Similarly, we obtain

ϱ div u, u · ∇u,Θ∇u, ϱ∇u, u · ∇Θ, div uΘð Þk k _H
−s ≲ ∇ ϱ, u,Θð Þk k2H1 ,

ðB:6Þ

ϱ3
�� ��

_H
−s ≲ ϱ2

�� �� ϱk kLs/3 ≲ ϱk kL3 ϱk kL6 ϱk kLs/3 ≲ ∇ϱk k2 + ∇ϱk k2H1 ,

ðB:7Þ

where we have used g′′ð1Þ = 0; otherwise, we have to
encounter

ϱ2
�� ��

_H
−s ≲ ϱk k ϱk kLs/3 ≲ ϱk k ϱk kLs/3 ≲ ϱk k2 + ∇ϱk k2H1 , ðB:8Þ

and thus, this will make the later estimate (B.14) fail since ϱ
is degenerately dissipative. Thus, plugging the estimates
(B.5)–(B.7) into (B.4), we deduce (B.1).

Then, if s ∈ ð1/2, 3/2Þ, we will estimate the right-hand
side of (B.4) in a different way. In this case, ð1/2Þ + ðs/3Þ <
1 and 2 < ð3/sÞ < 6. Thus, by the different Sobolev interpola-
tion, we easily obtain

∇ϱ · u, ϱ div u, u · ∇u,Θ∇u, ϱ∇u, u · ∇Θ, div uΘ, ϱ3
� ��� ��

_H
−s

≲ ∇ ϱ, u,Θð Þk k ϱ, u,Θð Þk ks− 1/2ð Þ ∇ ϱ, u,Θð Þk k 3/2ð Þ−s

≲ ϱ, u,Θð Þk ks− 1/2ð Þ ∇ ϱ, u,Θð Þk k 5/2ð Þ−s
H1 :

ðB:9Þ

Hence, plugging the estimate (B.9) into (B.4), we deduce
(B.2).

Lemma B.2. Suppose that gðρÞ is a smooth function of ρ sat-
isfying gð1Þ = 1 and g′ð1Þ = g′′ð1Þ = 0. For s ∈ ð0,1/2�, we
have

d
dt

ϱ, u,Θð Þk k2_B−s
2,∞

+ C u,Θð Þk k2_B−s
2,∞

≲ ∇ ϱ, u,Θð Þk k2H1 ϱ, u,Θð Þk k _B
−s
2,∞
,

ðB:10Þ

and for s ∈ ð1/2, 3/2�, we have

d
dt

ϱ, u,Θð Þk k2_B−s
2,∞

+ C u,Θð Þk k2_B−s
2,∞

≲ ϱ, u,Θð Þk ks− 1/2ð Þ ∇ ϱ, u,Θð Þk k 5/2ð Þ−s
H1 ϱ, u,Θð Þk k _B

−s
2,∞
:

ðB:11Þ

Proof. Applying _Δj to (12), (13), and (B.3), multiplying the

resulting identities by _Δjϱ, _Δju, and _ΔjΘ, respectively, sum-
ming them up, and then integrating over ℝ3 by parts, we
obtain

1
2
d
dt

_Δj ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �
tð Þ

����
����
2
+
1
τ

_Δj u,Θð Þ tð Þ
��� ���2

= −
ð

_Δj div ρuð Þ _Δjϱ + _Δj u · ∇uð Þ · _Δju + _Δj
Θ − ϱ

1 + ϱ
∇u

� �
· _Δju

	 


−
ð 1

γ − 1
_Δj u · ∇Θð Þ _ΔjΘ + _Δj div uΘð Þ _ΔjΘ −

1
τ
_Δj O ϱ3

� �� �
_ΔjΘ

	 

:

ðB:12Þ

Further, multiplying the above identity by 2−2sj and then
taking the supremum over j ∈ℤ, we have

1
2
d
dt

ϱ, u,
1ffiffiffiffiffiffiffiffiffiffi
γ − 1

p Θ

� �
tð Þ

����
����
2

_B
−s
2,∞

+
1
τ

u,Θð Þ tð Þk k2_B−s2,∞

≲ sup
j∈ℤ

2−2sj −
ð

_Δj div ϱuð Þ _Δjϱ + _Δj u · ∇uð Þ · _Δju
h�

+ _Δj
Θ − ϱ

1 + ϱ
∇u

� �
· _Δju

i�
+ sup

j∈ℤ
2−2sj

� −
ð 1

γ − 1
_Δj u · ∇Θð Þ _ΔjΘ + _Δj div uΘð Þ _ΔjΘ

	�

−
1
τ
_Δj O ϱ3

� �� �
_ΔjΘ


�
≲ ∇ϱ · u, ϱ div u, u · ∇u,Θ∇u, ϱ∇u, u · ∇Θ, div uΘ, ϱ3

� ��� ��
� _B−s

2,∞
ϱ, u,Θð Þk k _B

−s
2,∞
:

ðB:13Þ

The rest of the parts are totally similar to Lemma B.1 by
replacing Lemma A.5 with Lemma A.6, so we omit it.?

Now, we prove (79) and (80) in Lemma 15.
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First, we prove (79) by Lemma B.1. For s ∈ ð0, 1/2�, inte-
grating (B.1) in time, by (7), we have

ϱ, u,Θð Þ tð Þk k2_H−s ⩽ ϱ0, u0,Θ0ð Þk k2_H−s

+ C
ðt
0
∇ ϱ, u,Θð Þ ςð Þk k2H1 ϱ, u,Θð Þ ςð Þk k _H

−s

� dς ⩽ C0 1 + sup
0⩽ς⩽t

ϱ, u,Θð Þ ςð Þk k _H
−s

� �
:

ðB:14Þ

By Young’s inequality, we have

ϱ, u,Θð Þ tð Þk k2_H−s ⩽ C0,  for s ∈ 0,
1
2

	 

, ðB:15Þ

and thus, this verifies (89) for s ∈ ½0, 1/2�.
Then, we prove (79) for s ∈ ð1/2, 3/2Þ. We have ðϱ0, u0,

Θ0Þ ∈ _H
−1/2

since _H
−s ∩ L2 ⊂ _H

−s′
for any s′ ∈ ½0, s�. We have

proved (89) for s ∈ ½0, 1/2�. Thus, when s = 1/2, we have

∇l ϱ, u,Θð Þ tð Þ
��� ���2

Hk−l
⩽ C0 1 + tð Þ− l+ 1/2ð Þð Þ, for −

1
2
⩽ l ⩽ k − 1:

ðB:16Þ

By (B.16), integrating (B.2) in time, we obtain

ϱ, u,Θð Þ tð Þk k2_H−s ⩽ ϱ0, u0,Θ0ð Þk k2_H−s

+ C
ðt
0

ϱ, u,Θð Þ ςð Þk ks− 1/2ð Þ ∇ ϱ, u,Θð Þ ςð Þk k 5/2ð Þ−s
H1

× ϱ, u,Θð Þ ςð Þk k _H
−sdς ⩽ C0 + C0

ðt
0

� 1 + ςð Þ− 7/4ð Þ− s/2ð Þð Þ dς sup
0⩽ς⩽t

ϱ, u,Θð Þ ςð Þk k _H
−s

⩽ C0 1 + sup
0⩽ς⩽t

ϱ, u,Θð Þ ςð Þk k _H
−s

� �
:

ðB:17Þ

By Young’s inequality, we get

ϱ, u,Θð Þ tð Þk k2_H−s ⩽ C0, for s ∈
1
2
,
3
2

� �
, ðB:18Þ

and thus, this verifies (89) for s ∈ ð1/2, 3/2Þ.
Next, we prove (80) by Lemma B.2. Similar to (79), we

easily prove

ϱ, u,Θð Þ tð Þk k2_B−s
2,∞

⩽ C0, for s ∈ 0,
3
2

� �
, ðB:19Þ

and thus, this verifies (89) for s ∈ ð1/2, 3/2Þ. It remains to
prove the case s = 3/2. Note that

_B
−s
2,∞ ∩ L2 ⊂ _B

−s′
2,∞, for any s′ ∈ 0, s½ �: ðB:20Þ

For s = 3/2, we also have ðϱ0, u0,Θ0Þ ∈ _B
−1
2,∞ due to

(B.20). We have proved (80) and (89) for s ∈ ð0, 3/2Þ. There-

fore, when s = 1, we have

∇l ϱ, u,Θð Þ tð Þ
��� ���2

Hk−l
⩽ C0 1 + tð Þ− l+1ð Þ, for l = 0, 1: ðB:21Þ

So, by (B.21), integrating (B.11) in time, we get

ϱ, u,Θð Þ tð Þk k2_B−3/2
2,∞

⩽ ϱ0, u0,Θ0ð Þk k2_B−3/2
2,∞

+ C
ðt
0

ϱ, u,Θð Þ ςð Þk ks− 1/2ð Þ ∇ ϱ, u,Θð Þ ςð Þk k 5/2ð Þ−s
H1

× ϱ, u,Θð Þ ςð Þk k _B
−3/2
2,∞

dς ⩽ C0

+ C0

ðt
0
1 + ςð Þ− 3/2ð Þ dς sup

0⩽ς⩽t
ϱ, u,Θð Þ ςð Þk k _B

−3/2
2,∞

⩽ C0 1 + sup
0⩽ς⩽t

ϱ, u,Θð Þ ςð Þk k _B
−3/2
2,∞

� �
:

ðB:22Þ

Similarly, this gives (80) and thus verifies (89) under
s = 3/2.

Hence, the proof of Lemma 15 is completed.
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