Residual Compressive Strength of High-Strength Concrete Exposed to Elevated Temperatures

Hussein M. Elsanadedy

1Chair of Research and Studies in Strengthening and Rehabilitation of Structures, Dept. of Civil Eng., College of Eng., King Saud University, P.O. Box 800, Riyadh 11421, Saudi Arabia
2On Leave from Helwan University, Cairo, Egypt

Correspondence should be addressed to Hussein M. Elsanadedy; elsanadedy@yahoo.com

Received 10 March 2019; Accepted 7 May 2019; Published 28 May 2019

Academic Editor: Barbara Liguori

High-strength concrete (HSC) has several well-known technical, aesthetic, and economic advantages over normal-strength concrete (NSC), which explains the increasing popularity of the former material in the construction domain. As in the case of NSC, however, high temperature adversely affects HSC mechanical properties even more than in NSC, as indicated by the many studies performed so far on HSC at high temperature (hot properties) or past a thermal cycle at high temperature (residual properties). Since many code provisions concerning concrete properties versus high temperature were developed for ordinary concrete and the available models (in terms of stress-strain relationship) come mostly from the tests on NSC—as the tests on HSC are less numerous—developing predictive relationships for HSC exposed to high temperature is still an open issue, especially with reference to many parameters affecting concrete compressive strength, like temperature as such, heating rate, water-to-binder ratio, and strength in compression, to cite the most relevant parameters. To this purpose, a large database (more than 600 tests) is examined in this paper, which is focused on HSC residual properties and on the variables affecting its residual strength. Available design models from various guidelines, standards, codes, and technical reports are tested against the database, and new regression-based models and design formulae are proposed for HSC strength in compression, after the exposure to high temperature.

1. Introduction

High-strength concrete (HSC) is gaining popularity over normal-strength concrete (NSC) in the design of various structural components because of many advantages of such concrete [1]. As per ACI 363R-10 [2], HSC is defined as concrete having compressive strength greater than 41.4 MPa (6000 psi). This criterion is followed in the current study to identify the two concrete types. The advantages of HSC over NSC include better mechanical properties such as improved durability, higher stiffness, and strength. The economic advantages are obtained as a result of reductions in section dimensions of structural members thereby increasing the usable space [3].

High-temperature exposure is known to adversely affect the mechanical properties of concrete [4–15]. There exist three steady-state temperature tests available in the literature to determine the mechanical properties of concrete at elevated temperature, as shown in Figure 1 [16]. In the first type, i.e., the stressed tests, the specimen is preloaded before heating and the preload is maintained during the heating period. The preload may vary from 20 to 40% of the compressive strength of concrete at ambient temperature. The rate of increase in heat is usually kept constant till the desired temperature is achieved, to guarantee quasi-steady thermal conditions during the heating process. After a rest period at the desired (i.e., nominal) temperature to make the thermal field as uniform as possible, the load is increased until the failure of the specimen in compression (Figure 1(a)). In the second type test (i.e., unstressed test), there is no preload and the specimen is directly heated to the desired temperature usually at a constant rate. In this test also, the peak temperature is sustained for prescribed period for achieving the thermal steady state. Subsequently, the
specimen is loaded up to failure (Figure 1(b)). In the third
type of test (i.e., unstressed residual test), no preload is
applied during the heating process and the specimen is
cooled down to room temperature (possibly under con-
trolled conditions, i.e., at a constant cooling rate) before
being loaded in compression until concrete crushing
(Figure 1(c)).

Because of research on the impact of high-temperature
exposure on concrete properties [17–26], it has been re-
ported that the performance of NSC at elevated temperature
is different from HSC at the same temperature. The review of
behavior of HSC in fire [27, 28] revealed two dominant
distinctions between NSC and HSC at high-temperature
exposure: (1) at temperatures ranging from 100 °C to
400°C, there is a difference in relative strength loss, and (2) at
temperatures ranging from 200°C to 400°C, the explosive
spalling was noticed in HSC test specimens. The explosive
spalling in HSC, one of the major concerns, is mainly due to
its denser microstructure causing low permeability. This
makes it difficult for the water vapor to escape to the outside
environment and consequently increases the pore pressure
in cement paste which is mainly responsible for the explosive
spalling in HSC. Thus, there is a need for resolving the
questions about the performance of HSC exposed to elevated
temperature (or fire). Moreover, the available fire-design
guidelines—developed typically based on the test data of
NSC—cannot be simply extended to HSC.

There are several existing models for assessing the re-
sidual compressive strength of concrete after exposure to
elevated temperature [4–6, 29–34]. Nevertheless, these
available models were either developed for NSC or derived
from inadequate test data on HSC, which was not sufficient
to cover all affecting parameters. The goal of this study is to
come up with predictive relationships taking care of the
major parameters affecting concrete strength at high tem-
perature and the strength loss. It should be noted that de-
terministic prediction of concrete behavior may be difficult
due to its heterogeneous nature that leads to substantial
inconsistency in its properties. Theoretical developments are
not, therefore, the objective of this research, and the models
will be developed on the basis of statistical regression
analysis of the available experimental database.

Aslani and Bastami [31] developed predictive models for
both NSC and HSC subjected to high temperature. These
relationships were obtained for tensile and compressive
strengths, modulus of elasticity, and stress-strain (tensile
and compressive) behavior of unconfined concrete at ele-
vated temperatures. Nevertheless, the database employed to
generate the models for HSC is inadequate (less than 100 test
specimens were utilized), and it is also limited to siliceous-
aggregate concrete. A recommendation was given to add
more test results to the database in order to cover wider
range of affecting parameters.

As a result of the research carried out since the 1950s on
HSC exposed to high temperature, there exist extensive
database on the performance of HSC under high-
temperature exposure. An inclusive assessment of these
data is missing, however. The residual compressive strength
models developed in this research intend to bridge this gap
through employing a comprehensive database for increasing
the statistical sturdiness. A sufficiently large experimental
database (617 data points)—obtained from the accessible
literature pertaining to the tests on HSC exposed to elevated
temperature environments—was thoroughly examined to
assess the impact of various parameters on the residual
compressive strength of HSC with strength exceeding
100 MPa. The collected database was employed to assess the
applicability of the available models from guidelines,
standards, codes, and researchers. New regression-based models were also developed for the prediction of residual compressive strength of HSC after being exposed to elevated temperature. The test results were subsequently compared with the predicted results of the regression-based models. Finally, new residual concrete strength design equations for HSC were developed in order to be utilized in fire design of concrete structures.

2. Existing Models in Codes and Research Publications

Table 1 shows the models for the assessment of the residual concrete strength postexposure to elevated temperature that are available in codes and standards such as Eurocode 2: EN 1992-1-2 [4] and ACI 216.1-07 [5] in addition to ASCE Manual of practice [6]. These are one-variable models, which depend only on the elevated temperature, \( T \). The effect of all other variables is ignored except the model of ACI 216.1-07 [5], which employs different curves for siliceous and calcareous aggregates. Table 1 also lists the models developed by researchers [29–34] for predicting residual concrete strength. The following distinguishing features are noted on these models:

(i) Some of the collected data points demonstrate enhancement in concrete strength when exposed to moderately lower temperatures; however, this trend is not shown in any of the available models. A reduction in concrete strength for temperature higher than 20°C is demonstrated in most of the existing models [33]. Yet, the model of the ASCE Manual of practice [6] reveals no change of compressive strength for temperatures up to 450°C.

(ii) The model of Eurocode 2 [4] is not valid for HSC with strength exceeding 90 MPa. Although the effect of type of aggregate (calcareous or siliceous) is considered for concrete with \( f'_{cr} < 55.0 \text{ MPa} \), it is not taken into account for HSC having \( f'_{cr} \geq 55.0 \text{ MPa} \).

(iii) The curves given in ACI 216.1-07 [5] clarify that the unstressed residual concrete strength is the lowest amongst the three test procedures presented in Figure 1. It should be noted that the peak temperature reached in these curves is 871°C (i.e., 1600°F). The trend of curves indicates better high temperature resistance (unstressed residual) for siliceous-aggregate concrete in comparison with calcareous-aggregate concrete. The effect of type of aggregate on the residual strength of HSC is unidentified as these curves are generated only for NSC; however, there is no limit in the code on the concrete strength for the use of these curves. Moreover, no other code or researchers’ models consider difference between the aggregate types (calcareous or siliceous) for HSC except Aslani and Bastami [31]. Although ASCE Manual [6] also uses the same curves as given in ACI 216.1-07 [5], a simple linear model is suggested for assessment of the residual concrete strength regardless of the aggregate type. Even though the two codes do not differentiate between NSC and HSC, it is apparent that these models [5, 6] are only intended for NSC.

(iv) The models given by some researchers [29, 32, 33] are piecewise linear for dissimilar ranges of \( T \). Yet, Choe et al. [32] considered 7 ranges of \( T \) thereby providing five different formulae for assessing the residual concrete strength.

(v) The models of both Nielsen et al. [30] and Hertz [34] are the only ones that are applicable for whole temperature range. The model developed by Nielsen et al. [30] is a single quadratic equation in \( T \). However, the equation proposed by Hertz [34] has a numerator of one and a 64-degree polynomial of \( T \) as the denominator.

(vi) Aslani and Bastami [31] proposed several formulae for various ranges of \( T \) and \( f'_{cr} \). The developed formulae are linear and cubic in \( T \).

3. Experimental Data Set

A significantly large data set of available experimental results on the residual compressive strength of HSC after being exposed to high temperature was compiled. The experimental data were considered sufficient for deep investigation of different affecting parameters. These data were compiled from published sources including conference proceedings, journal papers, student theses, and technical reports. The data taken from the literature were for those studies wherein most of the geometric dimensions of specimens and material properties were available. The database contains results of 617 specimens (including those at room temperature), out of which 485 specimens were exposed to high temperature. Summary of the collected experimental database is given in Table 2. The data were obtained from 54 studies reporting experiments performed during the period from 1965 to 2017 [7, 10, 11, 24, 35–84]. The following criteria were used for achieving consistency in the data set:

(i) Data are only for the HSC specimens with \( f'_{cr} > 41.4 \text{ MPa} \) (following the limits of ACI 363R-10 [2]).

(ii) Data are for unreinforced concrete specimens such as cylinders and cubes.

(iii) Concrete mix contains no fibers.

(iv) The concrete mix contains mineral additives (such as fly ash and silica fume) not more than 15% of the weight of cement.

(v) Ordinary Portland cement is utilized in the concrete mix.

(vi) The specimens are subjected to heating regimes at rates between 0.5 and 20°C/min, and the elevated temperature is sustained to guarantee quasi-steady thermal state. Then, natural air cooling is used to bring the temperature of specimens down to ambient temperature. Next, the specimens are
Table 1: Models for residual compressive strength of concrete after high-temperature exposure.

<table>
<thead>
<tr>
<th>Code/researcher</th>
<th>Compressive strength after high temperature exposure ($f'_{c,t}$)</th>
</tr>
</thead>
</table>
| Eurocode 2: EN 1992-1-2 [4] | (i) If $41.4 < f'_{c,t} < 55.0$ MPa, use Table 3.1 of the code.  
(ii) If $f'_{c,t} \geq 55.0$ MPa, use Table 6.1N of the code. |
| ACI 216.1-07 [5] | (i) For siliceous aggregate, use curve from Figure 2.12(a) of the code.  
(ii) For calcareous (carbonate) aggregate, use curve from Figure 2.12(b) of the code. |
| ASCE Manual [6] | $f'_{c,t} = \begin{cases} f'_{ct}, & \text{for } 20^\circ C \leq T \leq 450^\circ C, \\ \{ 2.011 - 2.353 \times 10^{-6} T^2 + 8 \times 10^{-10} T^3, & \text{for } 450^\circ C \leq T \leq 874^\circ C, \\ 0, & \text{for } T > 874^\circ C. \end{cases}$ |
| Kodur et al. [29] | $f'_{c,t} = \begin{cases} f'_{ct}, & \text{for } T < 100^\circ C, \\ 0.75 f'_{ct}, & \text{for } 100^\circ C \leq T < 400^\circ C, \\ f'_{ct}, (1.33 - 0.00145 T), & \text{for } T > 400^\circ C, \end{cases}$ |
| Nielsen et al. [30] | $f'_{c,t} = f'_{ct}(1 - 0.0165 \theta^2), \quad \theta = \frac{T - 20}{100}, \quad 0 \leq \theta \leq 7.9.$ |

For siliceous aggregate, if $41.4 < f'_{c,t} < 55.2$ MPa,

$$f'_{c,t} = \begin{cases} f'_{ct}, & \text{for } 20^\circ C \leq T \leq 100^\circ C, \\ f'_{ct}, (0.985 + 0.00027 T - 2.235 \times 10^{-6} T^2 + 8 \times 10^{-10} T^3), & \text{for } 100^\circ C \leq T \leq 800^\circ C, \\ f'_{ct}, (0.44 - 0.00044 T), & \text{for } 800^\circ C \leq T \leq 1000^\circ C, \\ 0, & \text{for } T > 1000^\circ C. \end{cases}$$

If $55.2 \leq f'_{c,t} < 80$ MPa,

$$f'_{c,t} = \begin{cases} f'_{ct}, (1.01 - 0.00068 T), & \text{for } 20^\circ C \leq T \leq 200^\circ C, \\ f'_{ct}, (0.935 + 0.000267 T - 2.13 \times 10^{-6} T^2 + 8 \times 10^{-10} T^3), & \text{for } 200^\circ C \leq T \leq 400^\circ C, \\ f'_{ct}, (0.90 + 0.000272 T - 2.13 \times 10^{-6} T^2 + 8 \times 10^{-10} T^3), & \text{for } 400^\circ C \leq T \leq 800^\circ C, \\ f'_{ct}, (0.44 - 0.00044 T), & \text{for } 800^\circ C \leq T \leq 1000^\circ C, \\ 0, & \text{for } T > 1000^\circ C. \end{cases}$$

If $f'_{c,t} < 80$ MPa,

$$f'_{c,t} = \begin{cases} f'_{ct}, (0.8 - 0.00057 T) \leq 1.0, & \text{for } 20^\circ C \leq T \leq 500^\circ C, \\ f'_{ct}, (0.96 - 0.00083 T + 0.17 \times 10^{-7} T^2 + 4 \times 10^{-10} T^3), & \text{for } 500^\circ C \leq T \leq 800^\circ C, \\ f'_{ct}, (0.44 - 0.00044 T), & \text{for } 800^\circ C \leq T \leq 1000^\circ C, \\ 0, & \text{for } T > 1000^\circ C. \end{cases}$$

For calcareous aggregate,

$$f'_{c,t} = \begin{cases} f'_{ct}, (1.01 - 0.00067 T) \leq 1.0, & \text{for } 20^\circ C \leq T \leq 200^\circ C, \\ f'_{ct}, (1.0565 + 0.00177 T + 5 \times 10^{-6} T^2 - 5 \times 10^{-9} T^3), & \text{for } 200^\circ C \leq T \leq 900^\circ C, \\ f'_{ct}, (0.85 f'_{ct}), & \text{for } 900^\circ C \leq T \leq 1200^\circ C, \\ 0, & \text{for } T > 1200^\circ C. \end{cases}$$

Choe et al. [32]

$$f'_{c,t} = \begin{cases} f'_{ct}, & \text{for } T \leq 20^\circ C, \\ f'_{ct}, (1.0375 - 0.00197 T), & \text{for } 20^\circ C < T \leq 100^\circ C, \\ 0.85 f'_{ct}, & \text{for } 100^\circ C < T \leq 200^\circ C, \\ f'_{ct}, (1.1 - 0.00137 T), & \text{for } 200^\circ C < T \leq 700^\circ C, \\ f'_{ct}, (0.62 - 0.00067 T), & \text{for } 700^\circ C < T \leq 900^\circ C, \\ f'_{ct}, (0.32 - 0.00037 T), & \text{for } 900^\circ C < T \leq 1200^\circ C, \\ 0, & \text{for } T > 1200^\circ C. \end{cases}$$

Phan and Carino [33]

$$f'_{c,t} = \begin{cases} f'_{ct}, & \text{for } T \leq 50^\circ C, \\ f'_{ct}, (1.28 - 0.00567 T), & \text{for } 50^\circ C < T \leq 100^\circ C, \\ 0.72 f'_{ct}, & \text{for } 100^\circ C < T \leq 350^\circ C, \\ f'_{ct}, (1.31 - 0.001687 T), & \text{for } 350^\circ C < T \leq 778^\circ C, \\ 0, & \text{for } T > 778^\circ C. \end{cases}$$

Hertz [34]

$$f'_{c,t} = f'_{ct}\left( \frac{1}{1 + (T/10000) + (T/780)^2 + (T/490)^3 + (T/100000)^2} \right)$$

(concentrically loaded up to failure to assess their residual strength.

(vii) Enough details for different geometric and material characteristics are available for achieving better confidence in the derivation of results.

It should be noted that the database shown in Table 2 is for different sizes of the cylinder and cube specimens. The formulae proposed by Yi et al. [85] were employed to convert the compressive strength measured for cubes and cylinders of different dimensions to that of the standard $150 \times 300$ mm cylinder as follows:

$$f'_{c} = \frac{f_{cy}(h, d)}{(0.4/\sqrt{1 + (h - d/50)} + 0.8)}, \quad (1)$$

$$f'_{c} = \frac{f_{cu}(d)}{(0.17/\sqrt{1 + (d/26)} + 0.62)}, \quad (2)$$
Table 2: Summary of the experimental database used in this study\(^7\).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of coarse aggregate</th>
<th>Aggregate/binder ratio, (a/b)</th>
<th>Water/binder ratio, (w/b)</th>
<th>Heating rate, (H_r) (°C/min)</th>
<th>Room temperature, (T_o) (°C)</th>
<th>Elevated temperature, (T) (°C)</th>
<th>(f'_{cs}) (MPa)</th>
<th>No. of specimens*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu [35]</td>
<td>Siliceous</td>
<td>2.53</td>
<td>0.35</td>
<td>10</td>
<td>20</td>
<td>400, 500, 600, 700, 800</td>
<td>73.4</td>
<td>6 (5)</td>
</tr>
<tr>
<td>Caple [36]</td>
<td>Calcareous</td>
<td>1.58</td>
<td>0.16</td>
<td>2.5</td>
<td>20</td>
<td>200, 400, 500, 600</td>
<td>51.0</td>
<td>15 (14)</td>
</tr>
<tr>
<td>Peng [37]</td>
<td>Siliceous</td>
<td>1.98, 2.16, 2.38, 2.49, 2.6, 3.04</td>
<td>0.21, 0.26, 0.32, 0.35, 0.38, 0.5</td>
<td>1, 2.5, 5</td>
<td>25</td>
<td>200, 300, 400, 500, 600, 700, 800</td>
<td>56.8, 82.4, 94.6, 100.5, 111.6</td>
<td>59 (53)</td>
</tr>
<tr>
<td>Xu et al. [38]</td>
<td>Siliceous</td>
<td>2.17, 2.76</td>
<td>0.3, 0.5</td>
<td>1</td>
<td>25</td>
<td>250, 450, 650, 700, 800</td>
<td>46.1, 103.5</td>
<td>10 (8)</td>
</tr>
<tr>
<td>Arioz [39]</td>
<td>Calcareous</td>
<td>1.32</td>
<td>0.32</td>
<td>1</td>
<td>20</td>
<td>200, 400, 600</td>
<td>71.6</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Martins et al. [40]</td>
<td>Calcareous</td>
<td>2.84</td>
<td>0.52</td>
<td>2.5</td>
<td>20</td>
<td>200, 300, 450, 500</td>
<td>49.5</td>
<td>8 (6)</td>
</tr>
<tr>
<td>Yaqub and Bailey [41]</td>
<td>Siliceous</td>
<td>NA</td>
<td>0.55</td>
<td>2.5</td>
<td>20</td>
<td>250, 500, 750</td>
<td>93.3</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Biozzi et al. [42]</td>
<td>Siliceous</td>
<td>NA</td>
<td>0.22</td>
<td>1</td>
<td>2</td>
<td>100, 200, 300, 400, 500</td>
<td>63.3</td>
<td>6 (5)</td>
</tr>
<tr>
<td>Türkmen et al. [11]</td>
<td>NA</td>
<td>3.25</td>
<td>0.35</td>
<td>15</td>
<td>23</td>
<td>200, 400, 600, 800</td>
<td>42.7</td>
<td>6 (5)</td>
</tr>
<tr>
<td>Al-Jabri et al. [43]</td>
<td>Siliceous/calcareous</td>
<td>2.29</td>
<td>0.50</td>
<td>2</td>
<td>25</td>
<td>200, 400, 600, 800</td>
<td>42.7</td>
<td>6 (5)</td>
</tr>
<tr>
<td>Kerr [44]</td>
<td>Calcareous</td>
<td>0.84, 1.28, 2.19, 2.27, 3.91</td>
<td>0.22, 0.3, 0.56</td>
<td>5</td>
<td>25</td>
<td>105, 200, 300, 600</td>
<td>42.2, 47.8, 72.3, 76.6, 79, 80, 83.5, 86.8, 64.5, 65.8, 66, 76.2, 76.7, 77.5, 78.5, 80.3, 81.4, 82.3, 85.7, 90.1, 93.6, 82.5, 84.1, 85.1, 85.2, 85.8, 87.4, 87.6, 90.6</td>
<td>25 (17)</td>
</tr>
<tr>
<td>Bastami et al. [45]</td>
<td>Siliceous</td>
<td>1.64, 1.68, 1.77, 1.85, 1.87, 1.88, 1.93, 1.97, 2.0, 2.14, 2.35</td>
<td>0.21, 0.22, 0.23, 0.25, 0.26, 0.27, 0.28, 0.29, 0.3</td>
<td>20</td>
<td>25</td>
<td>800</td>
<td>4.9</td>
<td>28 (14)</td>
</tr>
<tr>
<td>Bastami et al. [46]</td>
<td>Siliceous</td>
<td>0.21, 0.22, 0.23, 0.25, 0.26, 0.27, 0.28, 0.29, 0.3</td>
<td>20</td>
<td>25</td>
<td>800</td>
<td>42 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sideris and Manna [47]</td>
<td>Siliceous</td>
<td>1.75</td>
<td>0.44</td>
<td>5</td>
<td>20</td>
<td>300, 600</td>
<td>45.4</td>
<td>3 (2)</td>
</tr>
<tr>
<td>Tolentino et al. [48]</td>
<td>Siliceous</td>
<td>2.57, 2.60</td>
<td>0.28, 0.42</td>
<td>0.83</td>
<td>25</td>
<td>300, 600</td>
<td>50.4, 62.1</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Felicetti et al. [49]</td>
<td>Siliceous</td>
<td>2.77</td>
<td>0.29</td>
<td>1</td>
<td>20</td>
<td>105, 250, 400, 600</td>
<td>98.1</td>
<td>5 (4)</td>
</tr>
<tr>
<td>Elsanadedy et al. [7]</td>
<td>Calcareous</td>
<td>2.63</td>
<td>0.43</td>
<td>10</td>
<td>26</td>
<td>100, 200, 300, 400, 500, 800</td>
<td>43.4</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Hager et al. [50]</td>
<td>Siliceous/calcareous</td>
<td>2.42, 2.52, 2.56, 2.82</td>
<td>0.30</td>
<td>0.5</td>
<td>20</td>
<td>200, 400, 600, 800</td>
<td>71.2, 71.6, 73.2, 80.1</td>
<td>23 (19)</td>
</tr>
<tr>
<td>Gupta et al. [10]</td>
<td>Siliceous</td>
<td>3.09</td>
<td>0.45</td>
<td>5</td>
<td>27</td>
<td>150, 300, 450, 600, 750</td>
<td>42.4</td>
<td>18 (15)</td>
</tr>
<tr>
<td>Lee et al. [51]</td>
<td>Siliceous</td>
<td>2.78</td>
<td>0.45</td>
<td>13.33</td>
<td>20</td>
<td>100, 200, 300, 400, 500, 600</td>
<td>57.4</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Ahmad and Abdulkareem [52]</td>
<td>Siliceous</td>
<td>3.07</td>
<td>0.54</td>
<td>5</td>
<td>20</td>
<td>200, 400, 600</td>
<td>44.5, 48.4</td>
<td>8 (6)</td>
</tr>
<tr>
<td>Chowdhury [53]</td>
<td>NA</td>
<td>1.26, 1.94</td>
<td>0.23, 0.29</td>
<td>8.33</td>
<td>22</td>
<td>100, 200, 400</td>
<td>72.6, 91.4</td>
<td>16 (14)</td>
</tr>
<tr>
<td>Rao and Kumar [54]</td>
<td>NA</td>
<td>NA</td>
<td>0.32</td>
<td>5</td>
<td>25</td>
<td>100, 200, 400, 800</td>
<td>55.6</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Lau [55]</td>
<td>Siliceous</td>
<td>3.07, 3.16</td>
<td>0.32, 0.56</td>
<td>3, 4, 5</td>
<td>25</td>
<td>300, 400, 500, 600, 800, 1000</td>
<td>46.0, 86.0</td>
<td>20 (18)</td>
</tr>
<tr>
<td>Purkiss [56]</td>
<td>Siliceous</td>
<td>NA</td>
<td>0.45</td>
<td>2</td>
<td>20</td>
<td>300, 400, 500, 600, 700, 800</td>
<td>55.1, 63.9</td>
<td>8 (6)</td>
</tr>
<tr>
<td>Netinger et al. [57]</td>
<td>Calcareous</td>
<td>4.59</td>
<td>0.43</td>
<td>1</td>
<td>20</td>
<td>400, 800</td>
<td>70.4</td>
<td>3 (2)</td>
</tr>
<tr>
<td>Phan et al. [24]</td>
<td>Calcareous</td>
<td>1.28, 2.27</td>
<td>0.2, 0.3, 0.57</td>
<td>5</td>
<td>25</td>
<td>100, 200, 300, 450</td>
<td>49.1, 73.1, 85.3, 89.7</td>
<td>19 (15)</td>
</tr>
<tr>
<td>Toumi et al. [58]</td>
<td>Calcareous</td>
<td>2.64</td>
<td>0.37</td>
<td>10</td>
<td>20</td>
<td>300, 500, 700</td>
<td>61.3</td>
<td>11 (10)</td>
</tr>
</tbody>
</table>
Table 2: Continued.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of coarse aggregate</th>
<th>Aggregate/binder ratio, $a/b$</th>
<th>Water/binder ratio, $w/b$</th>
<th>Heating rate, $H_r$ (°C/min)</th>
<th>Room temperature, $T_0$ (°C)</th>
<th>Elevated temperature, $T$ (°C)</th>
<th>$f_{ck}'$ (MPa)</th>
<th>No. of specimens$^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uysal and Tanyildizi [59]</td>
<td>Calcareous</td>
<td>1.39, 1.40, 1.41</td>
<td>0.33</td>
<td>1</td>
<td>20</td>
<td>200, 400, 600, 800</td>
<td>62.2, 63.7, 64.4, 65.9, 66.2</td>
<td>25 (20)</td>
</tr>
<tr>
<td>Hachemi et al. [60]</td>
<td>Calcareous</td>
<td>1.7, 2.18</td>
<td>0.27, 0.42</td>
<td>3</td>
<td>20</td>
<td>150, 250, 400, 600, 900</td>
<td>42.9, 66.7</td>
<td>11 (9)</td>
</tr>
<tr>
<td>Noumowe and Galle [61]</td>
<td>Siliceous</td>
<td>2.29, 3.43</td>
<td>0.3, 0.43</td>
<td>1</td>
<td>20</td>
<td>200</td>
<td>48.7, 70.3, 4</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Chan et al. [62]</td>
<td>Siliceous</td>
<td>2.14, 2.38</td>
<td>0.28, 0.35</td>
<td>3, 4, 5</td>
<td>20</td>
<td>400, 600, 800, 1000, 1200</td>
<td>72.9, 102.5, 7</td>
<td>12 (10)</td>
</tr>
<tr>
<td>Demirel and Kelestemur [63]</td>
<td>Siliceous</td>
<td>1.40</td>
<td>0.50</td>
<td>2.5</td>
<td>20</td>
<td>400, 600, 800</td>
<td>43.2</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Anagnostopoulos et al. [64]</td>
<td>Siliceous</td>
<td>2.55</td>
<td>0.50</td>
<td>10</td>
<td>20</td>
<td>300, 600</td>
<td>47.0</td>
<td>3 (2)</td>
</tr>
<tr>
<td>Arioz [65]</td>
<td>Siliceous, calcareous</td>
<td>1.43, 1.64</td>
<td>0.4, 0.5</td>
<td>20</td>
<td>22</td>
<td>200, 300, 400, 500, 600, 700, 750, 900</td>
<td>42.3</td>
<td>14 (12)</td>
</tr>
<tr>
<td>Behnood and Ghandehari [66]</td>
<td>Calcareous</td>
<td>2.34, 2.38, 2.40</td>
<td>0.3, 0.35, 0.4</td>
<td>3</td>
<td>20</td>
<td>100, 200, 300, 400, 600</td>
<td>60.1, 66.3, 71.9, 81.9, 55.2</td>
<td>20 (16)</td>
</tr>
<tr>
<td>Bin Johari [67]</td>
<td>NA</td>
<td>2.68</td>
<td>0.29</td>
<td>3.33</td>
<td>20</td>
<td>200</td>
<td>43.2, 78.2, 82.5</td>
<td>18 (15)</td>
</tr>
<tr>
<td>Cülcük and Özturan [68]</td>
<td>Calcareous</td>
<td>1.96, 2.16, 2.86</td>
<td>0.27, 0.3, 0.55</td>
<td>1</td>
<td>20</td>
<td>50, 100, 150, 200, 250, 100, 200, 300, 400, 500, 600, 700</td>
<td>44.8</td>
<td>9 (8)</td>
</tr>
<tr>
<td>Esen [69]</td>
<td>NA</td>
<td>2.33</td>
<td>0.40</td>
<td>4</td>
<td>20</td>
<td>200, 250, 300, 500, 600, 700</td>
<td>53.3, 55.5, 59.4, 67.1</td>
<td>8 (4)</td>
</tr>
<tr>
<td>Campbell-Allen et al. [70]</td>
<td>Siliceous</td>
<td>NA</td>
<td>0.44</td>
<td>0.83</td>
<td>20</td>
<td>200, 250, 300, 500, 600, 700</td>
<td>53.3, 55.5, 59.4, 67.1</td>
<td>8 (4)</td>
</tr>
<tr>
<td>Hertz [71]</td>
<td>Siliceous</td>
<td>1.80</td>
<td>0.13</td>
<td>1</td>
<td>20</td>
<td>150, 350, 450, 650</td>
<td>140.6</td>
<td>5 (4)</td>
</tr>
<tr>
<td>Khan and Abbas [72]</td>
<td>NA</td>
<td>2.79, 3.41</td>
<td>0.32, 0.45</td>
<td>8</td>
<td>22</td>
<td>400, 500, 600, 700, 100, 200, 300, 400, 500, 600, 700</td>
<td>43.4, 61.6, 60.9, 69.2, 73.5, 74.9</td>
<td>20 (16)</td>
</tr>
<tr>
<td>Khandaker and Hossain [73]</td>
<td>Calcareous</td>
<td>2.03</td>
<td>0.30</td>
<td>2.5</td>
<td>25</td>
<td>200, 400, 600, 800</td>
<td>60.9, 69.2, 73.5, 74.9</td>
<td>20 (16)</td>
</tr>
<tr>
<td>Noumowe [74]</td>
<td>Siliceous</td>
<td>2.57</td>
<td>0.34</td>
<td>0.5</td>
<td>20</td>
<td>200</td>
<td>61.3</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Noumowe et al. [75]</td>
<td>Calcareous</td>
<td>2.58</td>
<td>0.42</td>
<td>0.5</td>
<td>20</td>
<td>400</td>
<td>75.4</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Poon et al. [76]</td>
<td>Siliceous</td>
<td>2.15</td>
<td>0.29</td>
<td>2.5</td>
<td>20</td>
<td>600, 800</td>
<td>67.0, 80.3, 67.0, 80.3</td>
<td>6 (4)</td>
</tr>
<tr>
<td>Savva et al. [77]</td>
<td>Siliceous, calcareous</td>
<td>3.47, 3.65</td>
<td>0.60</td>
<td>2.5</td>
<td>20</td>
<td>100, 300, 450, 650</td>
<td>42.8, 45.7, 48.2, 49.8, 51.1</td>
<td>24 (19)</td>
</tr>
<tr>
<td>Shaikh and Vimonratsit [78]</td>
<td>Siliceous</td>
<td>2.20</td>
<td>0.45</td>
<td>8</td>
<td>20</td>
<td>200, 400, 600, 800</td>
<td>45.8, 52.3, 45.8, 52.3</td>
<td>10 (8)</td>
</tr>
<tr>
<td>Xiao and Falkner [79]</td>
<td>Calcareous</td>
<td>1.92</td>
<td>0.25</td>
<td>10</td>
<td>20</td>
<td>100, 200, 300, 400, 500, 600</td>
<td>94.6</td>
<td>8 (7)</td>
</tr>
<tr>
<td>Zega and Di Maio [80]</td>
<td>Siliceous</td>
<td>2.28, 2.44</td>
<td>0.40</td>
<td>10</td>
<td>20</td>
<td>500</td>
<td>44.5, 45.2, 44.5, 45.2</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Geng et al. [81]</td>
<td>Calcareous</td>
<td>2.92</td>
<td>0.41</td>
<td>5</td>
<td>25</td>
<td>200</td>
<td>41.8, 41.8, 41.8, 41.8</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Morita et al. [82]</td>
<td>Siliceous, calcareous</td>
<td>NA</td>
<td>NA</td>
<td>1</td>
<td>20</td>
<td>200, 350, 500</td>
<td>41.5, 41.5, 41.5, 41.5</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Xing et al. [83]</td>
<td>Siliceous, silico-</td>
<td>0.82, 0.92, 1.97</td>
<td>0.30</td>
<td>1</td>
<td>20</td>
<td>300, 600, 750</td>
<td>71.1, 74.5, 79.3, 79.3</td>
<td>12 (9)</td>
</tr>
<tr>
<td>Shang and Yi [84]</td>
<td>NA</td>
<td>1.94, 2.06</td>
<td>0.31, 0.35</td>
<td>10</td>
<td>20</td>
<td>200, 300, 400, 500</td>
<td>47.9, 59.2, 47.9, 59.2</td>
<td>10 (8)</td>
</tr>
</tbody>
</table>

$^*$NA = not available. *Values outside brackets are the total number of test specimens including those at room temperature, whereas values within brackets are the number of specimens exposed to high temperature.

Total no. of specimens = 617 (485)
where $f'_{c,cr}$ is the compressive strength of the standard 150 x 300 mm concrete cylinder, $f_{cr}(h,d)$ is the compressive strength of the general cylinder of diameter $d$ (in mm) and height $h$ (mm), and $f_{cr}(d)$ is the compressive strength of the general cube with size $d$ (mm).

Table 3 provides the statistics of the data employed in the analysis. The statistics include data range (maximum and minimum values), mean value, standard deviation (SD), coefficient of variation (CV), skewness, and kurtosis. In order to check unevenness in the distribution of the data, the skewness was estimated. For highly skewed data, skewness is greater than 1. For determination of the shape of data distribution, the kurtosis of the data, listed in Table 3, was also estimated. The kurtosis of data should be 3 in order for the data to conform with the normal distribution curve. Form Table 3, it is clear that data are spread over a wide range due to the large values of coefficient of variation for all independent variables (varying from 28.2% to 99.4%). The aggregate-to-binder ratio varies from 0.82 to 4.59 thus covering a wide range. The same was also observed for the water-to-binder ratio which varies from 0.13 to 0.6 due to concrete mixes that were designed with or without superplasticizers. It is explicable from Table 3 that to 0.6 due to concrete mixes that were designed with or served for the water-to-binder ratio which varies from 0.13 to 0.6. The skewness of heating rate ($\tau$) is 1.507, which indicates highly skewed data. It is worth mentioning here that combining the test data for specimens with wide range of heating rates varying from 0.5 to 20°C/min in developing the residual strength models of HSC was similar to other published work in the literature [31, 33, 89]. HSC specimens of the compiled database used by Phan and Carino [33] were exposed to high temperatures at wide range of heating rates varying from 0.2 to 32°C/min. Aslan and Bastami [31] developed models for NSC and HSC using test data with heating rates varying from very low rates up to standard fire curve as per the ASTM E119 [87]. Also, Knaack et al. [89] developed compressive strength relationships for both NSC and HSC under elevated temperatures using published experimental data with heating rates ranging from 2 to 93.33°C/min. The concrete compressive strength at room temperature varies from the start of the range of HSC and includes even the ultra-high-strength concrete.

Figure 2 shows the breakdown of the data with respect to the type of the test specimen, the type of coarse aggregate, and the concrete strength at room temperature ($f'_{c,cr}$). It should be noted from Figure 2(c) that the breakup of the data for $f'_{c,cr}$ is based on the limits given in Eurocode 2: EN 1992-1-2 [4] (for the 55 MPa limit), and the model of Aslan and Bastami [31] (for both 55 and 80 MPa limits). The limit of 100 MPa was selected as an onset for ultra-high-strength concrete. The data cover cubes of 70, 100, and 150 mm and cylinders of 75 x 150, 100 x 200, and 150 x 300 mm. It is observed from Figure 2(a) that data for cubes (57.5%) are slightly more than that of cylinders. Maximum data are for cubes of 100 mm size (41.5%). It should be noted that even though the strength loss at high temperatures measured on cylinders may be greater than that measured on cubes as reported by Bamonte and Gambarova [90] (based on the data obtained from di Prisco et al. [91]) for temperatures beyond 400°C, equations (1) and (2) are assumed to be valid for all range of elevated temperatures. This is due to the big variance in the sizes of cylinders and cubes used in this study which were not all covered by the data of di Prisco et al. [91]. Therefore, data of cubes and cylinders of different sizes were mixed in this study while developing residual strength models for HSC exposed to elevated temperatures. This was similar to other work published in the literature [31, 33, 89]. For example, Phan and Carino [33] compiled test data for HSC cylinders of height/diameter ratio less than 2 (28 x 52 mm and 57 x 100 mm) with HSC cylinders of the aspect ratio at least 2 (51 x 102 mm, 60 x 180 mm, 75 x 150 mm, 80 x 300 mm, 100 x 200 mm, and 150 x 300 mm) along with HSC cubes of 100 mm size. The study of Aslan and Bastami [31] even combined the data of HSC cubes and cylinders of different sizes and aspect ratios with standard fire tests on large-scale reinforced HSC columns of dimensions 305 x 305 x 3810 mm. Also, in the work of Knaack et al. [89], data of concrete cylinders and prisms with different sizes and aspect ratios were mixed to come up with compressive strength relationships for both NSC and HSC under elevated temperatures. As seen in Figure 2(b), the data of concrete having siliceous aggregates (52%) more than that of calcareous aggregates (36%). Even though a wide range of concrete compressive strength is included in the data (from 41.5 to 140.6 MPa), the data for the concrete strength greater than 100 MPa are fairly low (5.7%). As seen in Figure 2(c), about 40.0% of the data of concrete strength ranges from 55.1 to 80.0 MPa with 32.12% data for lower strength ranging from 41.5 to 55 MPa, which is also clear from the positive skewness of 0.646 as seen in Table 3.

Figure 3 shows the surface plot of normalized concrete strength (i.e., the ratio of the residual strength of concrete after high-temperature exposure to the concrete strength at room temperature) against two variables. One of the variables is the elevated temperature, $T$, and the remaining variables are taken in turn for the second. The use of siliceous or calcareous aggregates does not indicate any definite trend, as seen in Figure 3(a). The plots show the occurrence of random waves in the surface profiles especially in the low-temperature range for most of the variable combinations (Figures 3(b) to 3(e)). These waves are maximum in water-to-binder ratio, which may be owing to the hostile effects of superplasticizers. It is thus explicable that there is no definite trend of variation for different variables other than the exposure temperature, $T$.

Although there are some other variables such as moisture content, type of superplasticizer, and cooling regime that may affect the concrete strength, they were not taken into account due to the nonavailability of their values. It is worth noting that these variables are also omitted in the models available in the literature.
Table 3: Statistics of input parameters (485 data points).

<table>
<thead>
<tr>
<th>Statistical parameter</th>
<th>Aggregate/binder ratio, (a/b)</th>
<th>Water/binder ratio, (w/b)</th>
<th>Heating rate, (H_r) (°C/min)</th>
<th>Elevated temperature, (T) (°C)</th>
<th>Concrete strength at room temperature, (f'_{c,r}) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. value</td>
<td>0.82</td>
<td>0.13</td>
<td>0.50</td>
<td>50</td>
<td>41.5</td>
</tr>
<tr>
<td>Max. value</td>
<td>4.59</td>
<td>0.60</td>
<td>20.0</td>
<td>1200</td>
<td>140.6</td>
</tr>
<tr>
<td>Mean</td>
<td>2.29</td>
<td>0.36</td>
<td>5.78</td>
<td>479</td>
<td>67.3</td>
</tr>
<tr>
<td>Standard deviation (SD)</td>
<td>0.65</td>
<td>0.11</td>
<td>5.74</td>
<td>261</td>
<td>19.7</td>
</tr>
<tr>
<td>Coefficient of variation (CV) (%)</td>
<td>28.2</td>
<td>31.2</td>
<td>99.4</td>
<td>54.5</td>
<td>29.2</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.232</td>
<td>0.564</td>
<td>1.507</td>
<td>0.529</td>
<td>0.646</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.042</td>
<td>-0.569</td>
<td>1.235</td>
<td>-0.255</td>
<td>0.263</td>
</tr>
</tbody>
</table>

Figure 2: Distribution of all 617 HSC data points with respect to (a) type of the test specimen, (b) type of the coarse aggregate, and (c) compressive strength of concrete at room temperature (\(f'_{c,r}\)).

Figure 3: Continued.
4. Sensitivity Analysis

The models based on the artificial neural network (ANN) have been detailed in several studies [92–99]. The main idea of ANN models originates from forming a mathematical relation between the dependent and independent variables by training the models using available data [94–96]. Sensitivity tests were performed using artificial neural networks (ANN) to assess the relative importance of the variables in the estimation of residual strength of HSC after being exposed to elevated temperature. In the ANN modeling, the input independent variables were aggregate-to-binder ratio, \( a/b \); water-to-binder ratio, \( w/b \); heating rate in °C/min, \( H_r \); exposure temperature in °C, \( T \); and concrete strength at room temperature in MPa, \( f'_{c,r} \). The output dependent variable is the ratio of residual strength of HSC after high temperature exposure, \( f'_{c,T} \), to \( f'_{c,r} \). The network architecture of ANN contains twelve neurons and one hidden layer. The tansig transfer function was employed along with the back propagation (BP) formulation [92–94].

Tan-sigmoid transfer function:

\[
y_j = f \left( \sum_i W_{ij} x_i + b_j \right) = \frac{2}{1 + e^{-2(\sum_i W_{ij} x_i + b_j)}} - 1,
\]

where \( x \) and \( y \) are the independent and dependent variables, respectively, whereas \( W \) and \( b \) are the weight and biases. Subscripts \( i \) and \( j \) represent number of independent variables and the number of neurons, respectively. The values of \( W \) and \( b \) of the above equation, were estimated in such a way that the energy function is minimized. The architecture of the neural network employed in the study is given in Figure 4. The data were processed through three phases of ANN modeling,
namely, training, validation, and testing, and a discrete data set was used for each phase. It is worth mentioning here that ideal distribution of data between testing/validation and training does not exist. However, a review of literature shows that the percentage of data used for training varies from 67% to 90%, and the remaining data are used for validation and testing [89–95]. In the present study, the training was done using 2/3rd of the data, whereas the validation and testing were performed using the remaining 33% data [92, 93]. The data for the three phases were selected randomly.

The sensitivity analysis was carried out via removing each input at a time from the model. The effect of elimination of a variable from the model on the calculation of residual concrete strength after high-temperature exposure was determined in terms of the error estimate parameters listed in Table 4. These parameters include mean percent error (MPE), mean absolute percent error (MAPE), root mean square error (RMSE), and correlation coefficient (CC). They are defined in the following formulae:

\[
\text{MPE} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{R_{\text{th}} - R_{\text{exp}}}{R_{\text{exp}}} \times 100 \right),
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{R_{\text{th}} - R_{\text{exp}}}{R_{\text{exp}}} \times 100 \right),
\]

\[
\text{RMSE} = \frac{1}{n} \sum_{i=1}^{n} (R_{\text{th}} - R_{\text{exp}})^2,
\]

\[
\text{CC} = \frac{1}{n-1} \left[ \frac{\sum_{i=1}^{n} (R_{\text{exp}} - \frac{\sum_{i=1}^{n} R_{\text{exp}}}{n}) (R_{\text{th}} - \frac{\sum_{i=1}^{n} R_{\text{th}}}{n})}{\sqrt{\left( \sum_{i=1}^{n} (R_{\text{exp}} - \frac{\sum_{i=1}^{n} R_{\text{exp}}}{n})^2 \right) / (n-1)}} \right].
\]

where \( n \) is the number of test specimens; \( R_{\text{exp}} \) is the measured normalized concrete strength, which is the ratio of the measured residual concrete strength after high temperature exposure in MPa \((f'_{c,r,T})_{\text{exp}}\) to the measured concrete strength at room temperature in MPa \((f'_{c,r})_{\text{exp}}\); and \( R_{\text{th}} \) is the predicted normalized concrete strength. The positive value of MPE means overestimation, whereas its negative value shows underestimation. However, the desired value of MPE is zero. For the best predictive model, the error parameters MPE, MAPE, and RMSE should be zero, while CC should be unity. The value of epochs was input as 100.

The output results reported in Table 4 were reached after 100 successful runs of ANN for all cases. Although \( T \) is clearly the most sensitive variable, the remaining variables show low level of sensitivity which is almost the same for all. The removal of temperature, \( T \), being the most sensitive parameter, brings the value of CC down from 0.95 to 0.51. As observed from Table 1, most of the models of codes and researchers for the assessment of residual concrete strength only incorporate \( T \) except Eurocode 2 [4] and Aslani and Bastami [31] where separate equations are suggested for different ranges of concrete strength, \( f'_{c,r} \).

Nevertheless, the effect of its removal has almost no effect on error estimated with RMSE increasing from 0.10 to 0.11 and CC reducing from 0.95 to 0.94. Keeping only \( T \) depicts small reduction in CC from 0.95 to 0.90. Moreover, the effect of individual elimination of rest of the variables on error estimates is almost insignificant. Therefore, the

![Figure 4: Neural network model involving single hidden layer employed for sensitivity analysis (\( n_1 = \) number of neurons = 12 in this study).]
establishment of the predictive model using $T$ alone may be acceptable.

5. Regression Models

As regression-based models are usually in the form of equations relating the independent variable with one or more of dependent variables, they are most favored by codes, standards, and design guidelines. These models are also simple to be used by practicing engineers. The goal of this research is to devise simple regression-based models to be included in fire-design codes and guidelines for the assessment of residual compressive strength of HSC after its exposure to high temperature or fire. Accordingly, the ANN models discussed in the previous section were not assessed further and thus were not compared with existing models available in the literature, as the focus will be on regression-based models.

As reported in the models available in the literature, for NSC, the siliceous-aggregate concrete has better resistance to high temperature (unstressed residual) as compared to the calcareous-aggregate concrete [5]. However, for HSC, only the model proposed by Aslani and Bastami [31] differentiates between the aggregate types. However, the effect of type of aggregate on HSC is not evidently identified in other models. In fact, as mentioned previously, the effect of type of aggregate (calcareous or siliceous) is considered in the model of Eurocode 2 [4] for concrete having $f_{r,c}^e < 55.0$ MPa; however, it is not taken into account for HSC having $f_{r,c}^e \geq 55.0$ MPa. As seen from Figure 2(b), 52% and 36% of the compiled data were for HSC with siliceous and calcareous aggregates, respectively; however, the remaining data were for either unknown type of aggregate or HSC with silico-calcareous aggregate. Therefore, in the development of regression-based models in this study, the compiled data were not separated based on the type of aggregate as the use of siliceous or calcareous aggregates did not indicate any definite trend, as seen from the surface plot in Figure 3(a) and also for the models to be applicable for the data for which type of aggregate is unidentified.

A regression model (Model 1) of the following form was used by employing all variables for assessing the residual compressive strength of HSC:

$$ R = \begin{cases} 1, & \text{for } T \leq 50^\circ C, \\ 1 + \left[ C_1 \left( \frac{T-50}{100} \right) + C_2 \left( \frac{T-50}{100} \right)^2 + C_3 \left( \frac{T-50}{100} \right)^3 \right] \times \left( \frac{w}{b} \right)^{C_4} \times \left( H_r \right)^{C_5} \times \left( f_{r,c}^e \right)^{C_6} / 41.4, & \text{for } T > 50^\circ C, \\ \end{cases} $$

where $R$ is the normalized concrete strength, which is the ratio of the residual concrete strength after being exposed to the elevated temperature in MPa ($f_{r,c}^e$) to the concrete strength at room temperature in MPa ($f_{c}^e$); $T$ is the elevated temperature in °C; $a/b$ is the aggregate-to-binder ratio; $w/b$ is the water-to-binder ratio; and $H_r$ is the heating rate in °C/min.

The regression analysis was used to obtain the model parameters $C_1$ to $C_7$, which were found as 0.018, −0.027, 0.002, −0.036, −0.168, −0.006, and −0.092, respectively (Table 5). The scatter in the prediction by this model is shown in Figure 5(a). It is worth mentioning here that the values of all parameters were not available for all data points, thus the above model was developed based on 460 data points for which the values of all parameters were available.

The above model was simplified by replacing the cubic polynomial of elevated temperature, $T$, by the power function. The revised model (Model 2) is given by

$$ R = \begin{cases} 1, & \text{for } T \leq 50^\circ C, \\ 1 - C_1 \left( \frac{T-50}{100} \right)^{C_2} \times \left( \frac{w}{b} \right)^{C_3} \times \left( H_r \right)^{C_4} \times \left( f_{r,c}^e \right)^{C_6} / 41.4, & \text{for } 50^\circ C < T \leq 1100^\circ C, \\ 0, & \text{for } T > 1100^\circ C. \\ \end{cases} $$

The values of the model parameters $C_1$ to $C_6$ are given in Table 5, and the scatter in the prediction using this model is plotted in Figure 5(b).

A comparison of the predictive models, in terms of the error estimates, is given in Table 6. The error estimates used for the evaluation of different models are MPE, MAPE, RMSE, percent data for error within 15%, and percentage error enveloping 80% of the data. It is observed from the table that there is marginal deterioration in the error estimates when polynomial function of $T$ used in Model 1 is replaced by power function in Model 2 with the MAPE, RMSE, and percentage error enveloping 80% data increasing from 20.04 to 26.68, from 0.14 to 0.15, and from 31.8 to 34.4, respectively. On the contrary, there is small reduction in the MPE and percent data for error within 15% from 6.70 to 5.88 and from 54 to 45, respectively. Thus the overall effect of this replacement is almost negligible.

As the sensitivity analysis highlighted the significance of models containing the elevated temperature, $T$, alone, another regression model (Model 3) was developed as a function of $T$, thus eliminating all other variables:

$$ R = \begin{cases} 1, & \text{for } T \leq 50^\circ C, \\ 1 + \left[ C_1 \left( \frac{T-50}{100} \right) + C_2 \left( \frac{T-50}{100} \right)^2 + C_3 \left( \frac{T-50}{100} \right)^3 \right] \times \left( \frac{w}{b} \right)^{C_4} \times \left( H_r \right)^{C_5} \times \left( f_{r,c}^e \right)^{C_6} / 41.4, & \text{for } T > 50^\circ C, \\ \end{cases} $$

where $R$ is the normalized concrete strength, which is the ratio of the residual concrete strength after being exposed to the elevated temperature in MPa ($f_{r,c}^e$) to the concrete strength at room temperature in MPa ($f_{c}^e$); $T$ is the elevated temperature in °C; $a/b$ is the aggregate-to-binder ratio; $w/b$ is the water-to-binder ratio; and $H_r$ is the heating rate in °C/min.

The regression analysis was used to obtain the model parameters $C_1$ to $C_7$, which were found as 0.018, −0.027, 0.002, −0.036, −0.168, −0.006, and −0.092, respectively (Table 5). The scatter in the prediction by this model is shown in Figure 5(a). It is worth mentioning here that the values of all parameters were not available for all data points, thus the above model was developed based on 460 data points for which the values of all parameters were available.

The above model was simplified by replacing the cubic polynomial of elevated temperature, $T$, by the power function. The revised model (Model 2) is given by

$$ R = \begin{cases} 1, & \text{for } T \leq 50^\circ C, \\ 1 - C_1 \left( \frac{T-50}{100} \right)^{C_2} \times \left( \frac{w}{b} \right)^{C_3} \times \left( H_r \right)^{C_4} \times \left( f_{r,c}^e \right)^{C_6} / 41.4, & \text{for } 50^\circ C < T \leq 1100^\circ C, \\ 0, & \text{for } T > 1100^\circ C. \\ \end{cases} $$

The values of the model parameters $C_1$ to $C_6$ are given in Table 5, and the scatter in the prediction using this model is plotted in Figure 5(b).

A comparison of the predictive models, in terms of the error estimates, is given in Table 6. The error estimates used for the evaluation of different models are MPE, MAPE, RMSE, percent data for error within 15%, and percentage error enveloping 80% of the data. It is observed from the table that there is marginal deterioration in the error estimates when polynomial function of $T$ used in Model 1 is replaced by power function in Model 2 with the MAPE, RMSE, and percentage error enveloping 80% data increasing from 20.04 to 26.68, from 0.14 to 0.15, and from 31.8 to 34.4, respectively. On the contrary, there is small reduction in the MPE and percent data for error within 15% from 6.70 to 5.88 and from 54 to 45, respectively. Thus the overall effect of this replacement is almost negligible.

As the sensitivity analysis highlighted the significance of models containing the elevated temperature, $T$, alone, another regression model (Model 3) was developed as a function of $T$, thus eliminating all other variables:
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\[ R = \begin{cases} 
1, & \text{for } T \leq 50^\circ\text{C}, \\
1 + C1\left(\frac{T - 50}{100}\right) + C2\left(\frac{T - 50}{100}\right)^2 + C3\left(\frac{T - 50}{100}\right)^3, & \text{for } T > 50^\circ\text{C}. 
\end{cases} \]

(7)

The above model is a cubic polynomial for whole range of the exposure temperature with the model parameters given in Table 5. Figure 5(c) shows the scatter in the prediction of residual concrete compressive strength using this model.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.018</td>
<td>0.041</td>
<td>0.021</td>
<td>0.053</td>
<td>-0.2074</td>
<td>0.234</td>
</tr>
<tr>
<td>C2</td>
<td>-0.027</td>
<td>1.331</td>
<td>-0.030</td>
<td>1.254</td>
<td>0.0150</td>
<td>0.644</td>
</tr>
<tr>
<td>C3</td>
<td>0.002</td>
<td>-0.120</td>
<td>0.002</td>
<td>12.54</td>
<td>-0.0005</td>
<td>-</td>
</tr>
<tr>
<td>C4</td>
<td>-0.036</td>
<td>-0.267</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C5</td>
<td>-0.168</td>
<td>0.021</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C6</td>
<td>-0.006</td>
<td>-0.239</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C7</td>
<td>-0.092</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Values of constants C1 to C7 for the proposed regression models.

Figure 5: Percentage error in the prediction of normalized strength of HSC for individual data points using (a) regression Model 1, (b) regression Model 2, (c) regression Model 3, and (d) regression Model 4.

Table 6: Error estimates for different predictive models.
Another simplified form of the above model was tried (Model 4) in which the cubic polynomial of $T$ was replaced by the power function:

$$
R = \begin{cases} 
1, & \text{for } T \leq 50^\circ C, \\
1 - C1 \left( \frac{T - 50}{100} \right)^{C2}, & \text{for } 50^\circ C < T < 1100^\circ C, \\
0, & \text{for } T \geq 1100^\circ C.
\end{cases}
$$

The model parameters $C1$ and $C2$ obtained by regression analysis are given in Table 5. The scatter in the assessment of residual compressive strength of concrete using this model is plotted in Figure 5(d). The effect of model simplification involving the replacement of cubic polynomial of $T$ by the power function on error estimates is marginal with some parameters such as MAPE, RMSE, and percent error enveloping 80% data showing small deterioration, whereas the remaining two error estimates (i.e., MPE and percent data for error within 15%) show nominal improvement.

Figure 6 shows the $T$ versus $R$ plots along with the prediction models given by using equations (7) and (8) (i.e., Model 3 and Model 4). It is discernable from the figure that there is no definite trend for different percentage ranges of temperature and thus the development of above models for the whole range of temperature is justified.

Figure 7 shows a comparison between the normalized strength of HSC assessed by proposed predictive models with experiments. The histogram of error for the four predictive models is shown in Figure 8. It is indicated that the errors in prediction of the normalized strength of HSC by Model 1 is almost the same as those predicted using Model 3 and errors estimated using predictive Model 2 are almost identical to those predicted using Model 4. The values of the statistical indicators such as mean, $SD$, $CV$, $CC$, and $R^2$ for the proposed predictive models are listed in Table 7, which shows good correlation for all the four models with marginal difference. It is observed from the error estimates given in Table 6 and the statistical indicators listed in Table 7 that the models developed based on the temperature $T$ alone (i.e., Model 3 and Model 4) are equally good as the remaining two models. Thus the incorporation of the variables other than temperature, $T$, has almost negligible effect on the prediction of $R$, which was also evident in the sensitivity analysis. It is due to this reason that Model 3 and Model 4 will be used for the development of the proposed design models.

6. New Proposed Design Models

For making conservative estimates of the residual compressive strength of concrete after high-temperature exposure, the regression models given by using equations (7) and (8) (i.e., Model 3 and Model 4) are transformed to the empirical design models such that 95% of the data lies above the proposed equations. The proposed design models are therefore given by Model 5:

$$
R = \begin{cases} 
1, & \text{for } T \leq 50^\circ C, \\
1 + C1 \left( \frac{T - 50}{100} \right) + C2 \left( \frac{T - 50}{100} \right)^2, & \text{for } 50^\circ C < T < 1000^\circ C, \\
+ C3 \left( \frac{T - 50}{100} \right)^3, & \text{for } T \geq 1000^\circ C,
\end{cases}
$$

and Model 6:

$$
R = \begin{cases} 
1, & \text{for } T \leq 50^\circ C, \\
1 - C1 \left( \frac{T - 50}{100} \right)^{C2}, & \text{for } 50^\circ C < T < 1000^\circ C, \\
0, & \text{for } T \geq 1000^\circ C.
\end{cases}
$$

The $T$ versus $R$ plots of the two proposed design models (i.e., Model 5 and Model 6) are shown in Figure 6, which shows that most of the data points lie above the curves given by the two models. For temperatures of 1000°C and above, the values of $R$ are taken as zero for the two models, which is a conservative estimate for some of the experimental results. Figure 9 depicts a comparison between the normalized strength of HSC assessed by proposed design models with experiments. As seen from the figure, nonconservative predictions of 5.6% and 4.7% were calculated for Model 5 and Model 6, respectively. Figures 10 and 11 show a comparison between the normalized strength of HSC assessed by models of codes and researchers with experiments, respectively.

Figure 12 presents the spread of quartiles of the deviations in the assessment of residual concrete strength. A global view of the scatter in the assessment of residual concrete strength using different models is provided by this plot. In this figure, nonconservative assessment (with predicted values being greater than the experimental ones) is given by the positive deviation. The upper and lower bounds of the deviations are represented, respectively, by the top and bottom ends of the bars. This plot will help in identifying the best performing model for which the full height of deviation bar should be under the line of zero deviation, and the 2nd and 3rd quartiles as well as the total height of vertical bar are minimum. The proposed design models (Model 5 and Model 6) are the ones to meet all these favorite ideal features as evident from Figure 12.

The design models were evaluated on the basis of the mean, $SD$, $CV$, $CC$, and $R^2$. Table 7 provides the values of these parameters. The table also enlists 5th percentile value and the percentage of nonconservative data. For the best design model, $SD$ and $CV$ should be small, whereas $CC$ and $R^2$ should be close to unity. Moreover, the mean value should be more than 1; however, it should be close to unity. Also,
the nonconservative data points should be negligible and the 5th percentile should be at least 1.0.

Among the three different code models, ACI 216.1-07 [5] is better than others. Moreover, all the three code models are nonconservative; however, the nonconservative data for the model developed by ACI 216.1-07 [5] are low which is 17.9%. The model of the ASCE Manual [6] is the most nonconservative with 66.0% nonconservative data. Among the researchers’ design models, the model of Phan and Carino [33] is the best with the nonconservative data of 7.6%, whereas the nonconservative data of other models vary from 12.4% to 41.4%. Although the nonconservative data for Phan and Carino [33] model are close to the proposed models, the error estimates of the model are significantly higher. It is explicable from Table 7 that the proposed regression-based design models (i.e., Model 5 and Model 6) are better than other models. The value of the 5th percentile for both of the proposed design models is 1.00, thus satisfying the target.

As only 6.2% of the data is for $f'_{cr}$ greater than 100 MPa, the proposed design formulae should be applicable only to HSC of compressive strength not exceeding 100 MPa. Moreover, the maximum heating rate of the experimental data (20 °C/min) is quite less than that of standard fire [86–88]. Although the effect of the heating rate is found to be insignificant, this conclusion is based on the data of low

Figure 6: Performance of the proposed models in comparison with experiments: (a) Model 3 and Model 5 and (b) Model 4 and Model 6.
Figure 7: Comparison of normalized strength of HSC predicted by the proposed predictive models with experiment: (a) regression Model 1, (b) regression Model 2, (c) regression Model 3, and (d) regression Model 4.

Figure 8: Histogram of error in the prediction of residual strength of concrete by the regression predictive models.
Table 7: Statistical parameters for the assessment of models (485 data points).

<table>
<thead>
<tr>
<th>Model</th>
<th>Statistical parameters for experimental to predicted ratio</th>
<th>Nonconservative data (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Predictive models</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression Model 1</td>
<td>1.00</td>
<td>0.24</td>
</tr>
<tr>
<td>Regression Model 2</td>
<td>0.99</td>
<td>0.28</td>
</tr>
<tr>
<td>Regression Model 3</td>
<td>1.00</td>
<td>0.24</td>
</tr>
<tr>
<td>Regression Model 4</td>
<td>0.98</td>
<td>0.25</td>
</tr>
<tr>
<td>Design models</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression Model 5</td>
<td>1.77</td>
<td>0.59</td>
</tr>
<tr>
<td>Regression Model 6</td>
<td>1.60</td>
<td>0.44</td>
</tr>
<tr>
<td>Eurocode 2: EN 1992-1-2 [4]</td>
<td>1.31</td>
<td>0.80</td>
</tr>
<tr>
<td>ACI 216.1-07 [5]</td>
<td>1.44</td>
<td>1.10</td>
</tr>
<tr>
<td>ASCE Manual [6]</td>
<td>0.94</td>
<td>0.31</td>
</tr>
<tr>
<td>Kodur et al. [29]</td>
<td>1.23</td>
<td>0.42</td>
</tr>
<tr>
<td>Nielsen et al. [30]</td>
<td>1.67</td>
<td>0.44</td>
</tr>
<tr>
<td>Aslani and Bastami [31]</td>
<td>1.57</td>
<td>0.90</td>
</tr>
<tr>
<td>Kodur et al. [34]</td>
<td>2.15</td>
<td>1.95</td>
</tr>
</tbody>
</table>

SD, standard deviation; CV, coefficient of variation; CC, coefficient of correlation; R², coefficient of determination.

Figure 9: Comparison of normalized strength of HSC predicted by the proposed design models with experiment: (a) regression Model 5 and (b) regression Model 6.

Figure 10: Continued.
Figure 10: Comparison of normalized strength of HSC predicted by the models of different codes with experiment: (a) Eurocode 2: EN 1992-1-2 [4], (b) ACI 216.1-07 [5], and (c) ASCE Manual [6].

Figure 11: Continued.
heating rate. In future, these models may however be reviewed and revised once more data for higher concrete strength and higher heating rate become available.

7. Conclusions

The following conclusions can be derived from the current study about the effect of high temperatures on the residual compressive strength of HSC:

(i) As expected, the maximum temperature plays by far the major role in controlling residual compressive strength of HSC. The remaining parameters show almost the same level of sensitivity and the effect of these parameters is quite small as compared to the elevated temperature.

(ii) Among the formulae of different codes, ACI 216.1-07 [5] is better with least nonconservative data, whereas the model of the ASCE Manual [6] is the

FIGURE 11: Comparison of normalized strength of HSC predicted by the models of different researchers with experiment: (a) Kodur et al. [29], (b) Nielsen et al. [30], (c) Aslani and Bastami [31], (d) Choe et al. [32], (e) Phan and Carino [33], and (f) Hertz [34].

FIGURE 12: Spread of error percentiles for different models.
most nonconservative with 66.0% nonconservative data. Among the researchers’ design models, the model of Phan and Carino [33] is the best with the nonconservative data of 7.6%.

(iii) Four regression-based models have been developed for the assessment of the residual compressive strength of HSC. These models propose single formula for whole range of elevated temperature. Two of the models incorporate all identified parameters, whereas the remaining two are a function of the elevated temperature alone. The models show small errors and acceptable correlation coefficients. Based on the models that are a function of the elevated temperature alone, two new design models are proposed. These models are cubic polynomial and power function of temperature, respectively. The proposed design models show low error estimates, and the nonconservative data points do not exceed 6%.

(iv) The proposed models are applicable for high-strength plain concrete produced using OPC and mineral additives such as fly ash or silica fume not exceeding 15% by weight of the cement. The use of the proposed models should be restricted to HSC of compressive strength up to 100 MPa.

(v) Although there is marginal effect of rate of heating on the residual compressive strength of concrete, the future research should focus on higher heating rate corresponding to the fire because the current data are only for the maximum heating rate of 20 °C/min.

(vi) The test data used in this study were obtained from different test programs by testing HSC specimens of different size and geometry using different heating rates and curing conditions. These differences may lead to inconsistent test results. Therefore, there is a necessity for a standardized test protocol, especially for HSC as the moisture escape path and the rate of pore pressure buildup have a major effect on the behavior of the test specimen. For the sake of comparison of data obtained from different sources, it is highly recommended to create a set of standard test methods. Also, the effects of previous load histories in addition to specimen size and geometry on measured properties should deeply be investigated. Moreover, other material characteristics such as moisture transport properties, pore pressure buildup, and water release during the dehydration process have to be measured as the functions of temperature and heating rate to give input data for theoretical models.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a/b$</td>
<td>aggregate-to-binder ratio</td>
</tr>
<tr>
<td>BP</td>
<td>back propagation</td>
</tr>
<tr>
<td>C1 to C7</td>
<td>model parameters</td>
</tr>
<tr>
<td>$d$</td>
<td>diameter of the concrete cylinder or size of the concrete cube in mm</td>
</tr>
<tr>
<td>$f'_c$</td>
<td>compressive strength of the standard $150 \times 300$ mm concrete cylinder</td>
</tr>
<tr>
<td>$f'_{c,r}$</td>
<td>compressive strength of concrete at room temperature</td>
</tr>
<tr>
<td>$f'_{r,c}$</td>
<td>residual compressive strength of concrete after exposure to temperature</td>
</tr>
<tr>
<td>$f_{cu}(d)$</td>
<td>compressive strength of the general cube with size $d$ in mm</td>
</tr>
<tr>
<td>$f_{cy}(h,d)$</td>
<td>compressive strength of the general cylinder of diameter $d$ in mm and height $h$ in mm</td>
</tr>
<tr>
<td>$h$</td>
<td>height of the concrete cylinder in mm</td>
</tr>
<tr>
<td>$H_i$</td>
<td>heating rate</td>
</tr>
<tr>
<td>$n$</td>
<td>number of specimens</td>
</tr>
<tr>
<td>$n_1$</td>
<td>number of neurons</td>
</tr>
<tr>
<td>$T$</td>
<td>elevated temperature in °C</td>
</tr>
<tr>
<td>$w/b$</td>
<td>water-to-binder ratio</td>
</tr>
<tr>
<td>$R$</td>
<td>normalized concrete strength (ratio of residual compressive strength to the compressive strength of concrete at room temperature)</td>
</tr>
<tr>
<td>$R_{exp}$</td>
<td>measured normalized concrete strength</td>
</tr>
<tr>
<td>$R_{th}$</td>
<td>predicted normalized concrete strength</td>
</tr>
<tr>
<td>$R^2$</td>
<td>coefficient of determination</td>
</tr>
<tr>
<td>CC</td>
<td>coefficient of correlation</td>
</tr>
<tr>
<td>CV</td>
<td>coefficient of variation</td>
</tr>
<tr>
<td>MAPE</td>
<td>mean absolute percent error</td>
</tr>
<tr>
<td>MPE</td>
<td>mean percent error</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean square error</td>
</tr>
<tr>
<td>SD</td>
<td>standard deviation</td>
</tr>
</tbody>
</table>
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