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Abstract. 
In this paper, we propose an iterative method for solving a beam
problem which is described by a nonlinear fourth-order equation with nonlinear boundary conditions. The method reduces this nonlinear fourth-order
problem to a sequence of linear second-order problems with linear boundary
conditions. The convergence of the method is proved, and some numerical
examples demonstrate the efficiency of the method.


1. Introduction
In the paper, we consider the following boundary value problem (BVP):
						
	
 		
 			
				(
				1
				)
			
 		
	

	
		
			

				𝑢
			

			
				(
				4
				)
			

			
				
				(
				𝑥
				)
				=
				𝑓
				𝑥
				,
				𝑢
				,
				𝑢
			

			

				
			

			
				
				𝑢
				,
				0
				<
				𝑥
				<
				𝐿
				,
				𝑢
				(
				0
				)
				=
				0
				,
				𝑢
				(
				𝐿
				)
				=
				0
				,
			

			
				
				
			

			
				
				𝑢
				(
				0
				)
				=
				𝑔
			

			

				
			

			
				
				(
				0
				)
				,
				𝑢
			

			
				
				
			

			
				
				𝑢
				(
				𝐿
				)
				=
				ℎ
			

			

				
			

			
				
				,
				(
				𝐿
				)
			

		
	

					which models bending equilibrium of elastic beams on nonlinear supports [1]. Here, 
	
		
			

				𝑢
			

		
	
 represents the deflection of an elastic beam of length 
	
		
			

				𝐿
			

		
	
, subjected to a force 
	
		
			

				𝑓
			

		
	
 exerted by a foundation, and 
	
		
			

				𝑔
			

		
	
 and 
	
		
			

				ℎ
			

		
	
 express the influence of fixed torsional springs at the ends of the beam.
In [2], the problem (1) by means of a Green function was reduced to the problem of finding fixed point of a nonlinear integral equation by successive approximations. Therefore, at each iteration, it is needed to compute a single and a double integrals and a derivative. Differently from this approach in this paper following the methodology of [3, 4], we lead the solution of problem (1) to a sequence of simple linear boundary value problems (BVPs) for second-order equation, which are easily solved numerically. The convergence of the iterative method is established by the contraction principle. Some performed numerical examples demonstrate the efficiency of the method.
It should be noticed that the idea of reduction of linear BVPs for fourth partial differential equations, namely, for the biharmonic and biharmonic-type equations to operator equations for investigating iterative methods for their solution was successfully used by ourselves in many works, for example, in [5, 6].
2. Iterative Method
First, we reduce problem (1) to an operator equation, and then apply the successive approximation method to the latter one. For this purpose, we set
						
	
 		
 			
				(
				2
				)
			
 		
	

	
		
			

				𝑢
			

			

				
			

			
				=
				𝑣
				,
				𝑢
			

			
				
				
			

			
				=
				𝑤
				.
			

		
	

					Then, due to the boundary conditions for the function 
	
		
			

				𝑢
			

		
	
 we have
						
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			
				𝑢
				
				(
				𝑥
				)
				=
			

			
				𝑥
				0
			

			
				𝑣
				(
				𝑡
				)
				𝑑
				𝑡
				,
			

		
	

					and the function 
	
		
			

				𝑣
			

		
	
 has the property
						
	
 		
 			
				(
				4
				)
			
 		
	

	
		
			

				
			

			
				𝐿
				0
			

			
				𝑣
				(
				𝑡
				)
				𝑑
				𝑡
				=
				0
				.
			

		
	

					By the setting (2), problem (1) is decomposed to the problems
						
	
 		
 			
				(
				5
				)
			
 			
				(
				6
				)
			
 		
	

	
		
			

				𝑤
			

			
				
				
			

			
				
				
				(
				𝑥
				)
				=
				𝑓
				𝑥
				,
			

			
				𝑥
				0
			

			
				
				𝑢
				𝑣
				(
				𝑡
				)
				𝑑
				𝑡
				,
				𝑣
				(
				𝑥
				)
				,
				0
				<
				𝑥
				<
				𝐿
				,
				𝑤
				(
				0
				)
				=
				𝑔
				(
				𝑣
				(
				0
				)
				)
				,
				𝑤
				(
				𝐿
				)
				=
				ℎ
				(
				𝑣
				(
				𝐿
				)
				)
				,
			

			
				
				
			

			
				(
				𝑥
				)
				=
				𝑤
				(
				𝑥
				)
				,
				0
				<
				𝑥
				<
				𝐿
				,
				𝑢
				(
				0
				)
				=
				0
				,
				𝑢
				(
				𝐿
				)
				=
				0
				.
			

		
	

					Obviously, the solution 
	
		
			
				𝑢
				(
				𝑥
				)
			

		
	
 from these problems depends on the function 
	
		
			

				𝑣
			

		
	
. Consequently, its derivative 
	
		
			

				𝑢
			

			

				
			

		
	
 also depends on 
	
		
			

				𝑣
			

		
	
. Therefore, we can represent this dependence by an operator
						
	
 		
 			
				(
				7
				)
			
 		
	

	
		
			

				𝑢
			

			

				
			

			
				=
				𝐵
				𝑣
				.
			

		
	

					Combining with the first relation in (2), we get the operator equation for 
	
		
			

				𝑣
			

		
	
:
						
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				𝑣
				=
				𝐵
				𝑣
				.
			

		
	

					That is, 
	
		
			

				𝑣
			

		
	
 is a fixed point of 
	
		
			

				𝐵
			

		
	
.
Now, we consider properties of the operator 
	
		
			

				𝐵
			

		
	
. For this purpose, we introduce the space
						
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				
				[
				]
				
				𝑆
				=
				𝑣
				∈
				𝐶
				(
				0
				,
				𝐿
				)
				,
			

			
				𝐿
				0
			

			
				
				.
				𝑣
				(
				𝑡
				)
				𝑑
				𝑡
				=
				0
			

		
	

					Next, we make the following assumptions on the given functions in Problem (1): there exist constants 
	
		
			

				𝜆
			

			

				𝑓
			

		
	
, 
	
		
			

				𝜆
			

			

				𝑔
			

		
	
, and 
	
		
			

				𝜆
			

			

				ℎ
			

			
				>
				0
			

		
	
 such that
						
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			
				|
				|
				
				𝑓
				(
				𝑡
				,
				𝑢
				,
				𝑣
				)
				−
				𝑓
				𝑡
				,
			

			
				
			
			
				𝑢
				,
			

			
				
			
			
				𝑣
				
				|
				|
				≤
				𝜆
			

			

				𝑓
			

			
				
				|
				|
				m
				a
				x
				𝑢
				−
			

			
				
			
			
				𝑢
				|
				|
				,
				|
				|
				𝑣
				−
			

			
				
			
			
				𝑣
				|
				|
				
				,
				|
				|
				𝑔
				
				(
				𝑢
				)
				−
				𝑔
			

			
				
			
			
				𝑢
				
				|
				|
				≤
				𝜆
			

			

				𝑔
			

			
				|
				|
				𝑢
				−
			

			
				
			
			
				𝑢
				|
				|
				,
				|
				|
				
				ℎ
				(
				𝑢
				)
				−
				ℎ
			

			
				
			
			
				𝑢
				
				|
				|
				≤
				𝜆
			

			

				ℎ
			

			
				|
				|
				𝑢
				−
			

			
				
			
			
				𝑢
				|
				|
			

		
	

					for any 
	
		
			
				𝑢
				,
			

			
				
			
			
				𝑢
				,
				𝑣
			

		
	
,  and  
	
		
			
				
			
			

				𝑣
			

		
	
.
Proposition 1.  The operator 
	
		
			

				𝐵
			

		
	
 maps the space 
	
		
			

				𝑆
			

		
	
 to 
	
		
			

				𝑆
			

		
	
 and is a contraction operator in 
	
		
			

				𝑆
			

		
	
 if the number
							
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				𝐿
				𝑞
				=
			

			

				3
			

			
				
			
			
				𝜆
				1
				6
			

			

				𝑓
			

			
				
				𝐿
				m
				a
				x
			

			
				
			
			
				2
				
				+
				𝐿
				,
				1
			

			
				
			
			
				2
				
				𝜆
			

			

				𝑔
			

			
				+
				𝜆
			

			

				ℎ
			

			
				
				<
				1
				.
			

		
	

Proof. Since by definition 
	
		
			
				𝐵
				𝑣
				=
				𝑢
			

			

				
			

		
	
, then 
	
		
			

				∫
			

			
				𝐿
				0
			

			
				𝐵
				𝑣
				𝑑
				𝑡
				=
				𝑢
				(
				𝐿
				)
				−
				𝑢
				(
				0
				)
			

		
	
. Due to the boundary conditions for 
	
		
			
				𝑢
				(
				𝑥
				)
			

		
	
, we have 
	
		
			

				∫
			

			
				𝐿
				0
			

			
				𝐵
				𝑣
				𝑑
				𝑡
				=
				0
			

		
	
; that is, 
	
		
			
				𝐵
				𝑣
				∈
				𝑆
			

		
	
.Now, we prove the contraction property of 
	
		
			

				𝐵
			

		
	
. Let 
	
		
			

				𝑣
			

		
	
,  
	
		
			
				
			
			

				𝑣
			

		
	
 be two functions from 
	
		
			

				𝑆
			

		
	
, 
	
		
			

				𝑤
			

		
	
,  
	
		
			
				
			
			

				𝑤
			

		
	
 and 
	
		
			

				𝑢
			

		
	
, and let  
	
		
			
				
			
			

				𝑢
			

		
	
 be the corresponding solutions of the problems (5), (6). Then, using Appendix A, it is easy to get
							
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				𝐵
				𝑣
				−
				𝐵
			

			
				
			
			
				𝑣
				=
				𝑢
			

			

				
			

			

				−
			

			
				
			
			

				𝑢
			

			

				
			

			
				=
				
			

			
				𝐿
				0
			

			
				−
				𝐺
			

			

				𝑥
			

			
				
				(
				𝑥
				,
				𝑡
				)
				𝑤
				(
				𝑡
				)
				−
			

			
				
			
			
				
				𝑤
				(
				𝑡
				)
				𝑑
				𝑡
				.
			

		
	

						Consequently, due to the second inequality in 
	
		
			
				(
				A
				.
				4
				)
			

		
	
, we have
							
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			
				‖
				‖
				𝐵
				𝑣
				−
				𝐵
			

			
				
			
			
				𝑣
				‖
				‖
				=
				‖
				‖
				𝑢
			

			

				
			

			

				−
			

			
				
			
			

				𝑢
			

			

				
			

			
				‖
				‖
				≤
				𝐿
			

			
				
			
			
				2
				‖
				‖
				𝑤
				−
			

			
				
			
			
				𝑤
				‖
				‖
				.
			

		
	

						Here and in sequel, 
	
		
			
				‖
				𝑢
				‖
				=
				m
				a
				x
			

			
				0
				≤
				𝑥
				≤
				𝐿
			

			
				|
				𝑢
				(
				𝑥
				)
				|
			

		
	
. For the solution 
	
		
			
				𝑤
				(
				𝑥
				)
			

		
	
 of (5) by Appendix A, we have the representation
							
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				
				𝑤
				(
				𝑡
				)
				=
			

			
				𝐿
				0
			

			
				
				
				−
				𝐺
				(
				𝑡
				,
				𝑠
				)
				𝑓
				𝑠
				,
			

			
				𝑠
				0
			

			
				
				+
				𝑣
				(
				𝜉
				)
				𝑑
				𝜉
				,
				𝑣
				(
				𝑠
				)
				𝑑
				𝑠
				𝐿
				−
				𝑡
			

			
				
			
			
				𝐿
				𝑡
				𝑔
				(
				𝑣
				(
				0
				)
				)
				+
			

			
				
			
			
				𝐿
				ℎ
				(
				𝑣
				(
				𝐿
				)
				)
				.
			

		
	

						Therefore,
							
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				|
				|
				𝑤
				(
				𝑡
				)
				−
			

			
				
			
			
				|
				|
				≤
				
				𝑤
				(
				𝑡
				)
			

			
				𝐿
				0
			

			
				|
				|
				|
				|
				|
				|
				|
				|
				𝑓
				
				
				𝐺
				(
				𝑡
				,
				𝑠
				)
				𝑠
				,
			

			
				𝑠
				0
			

			
				
				
				
				𝑣
				(
				𝜉
				)
				𝑑
				𝜉
				,
				𝑣
				(
				𝑠
				)
				−
				𝑓
				𝑠
				,
			

			
				𝑠
				0
			

			
				
			
			
				𝑣
				(
				𝜉
				)
				𝑑
				𝜉
				,
			

			
				
			
			
				
				|
				|
				|
				|
				+
				|
				|
				|
				𝑣
				(
				𝑠
				)
				𝑑
				𝑠
				𝐿
				−
				𝑡
			

			
				
			
			
				𝐿
				
				
				𝑔
				(
				𝑣
				(
				0
				)
				)
				−
				𝑔
			

			
				
			
			
				|
				|
				|
				+
				|
				|
				|
				𝑡
				𝑣
				(
				0
				)
				
				
			

			
				
			
			
				𝐿
				
				
				ℎ
				(
				𝑣
				(
				𝐿
				)
				)
				−
				ℎ
			

			
				
			
			
				|
				|
				|
				.
				𝑣
				(
				𝐿
				)
				
				
			

		
	

						Using the assumptions (10) and Lemma B.1 in Appendix B, we have the estimate
							
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				‖
				‖
				𝑤
				−
			

			
				
			
			
				𝑤
				‖
				‖
				≤
				𝐿
			

			

				2
			

			
				
			
			
				8
				𝜆
			

			

				𝑓
			

			
				
				m
				a
				x
				m
				a
				x
			

			
				0
				≤
				𝑠
				≤
				𝐿
			

			
				|
				|
				|
				|
				
			

			
				𝑠
				0
			

			
				
				𝑣
				(
				𝜉
				)
				−
			

			
				
			
			
				
				|
				|
				|
				|
				,
				𝑣
				(
				𝜉
				)
				𝑑
				𝜉
				m
				a
				x
			

			
				0
				≤
				𝑠
				≤
				𝐿
			

			
				|
				|
				𝑣
				(
				𝑠
				)
				−
			

			
				
			
			
				|
				|
				
				𝑣
				(
				𝑠
				)
				+
				𝜆
			

			

				𝑔
			

			
				|
				|
				𝑣
				(
				0
				)
				−
			

			
				
			
			
				|
				|
				𝑣
				(
				0
				)
				+
				𝜆
			

			

				ℎ
			

			
				|
				|
				𝑣
				(
				𝐿
				)
				−
			

			
				
			
			
				|
				|
				≤
				
				𝐿
				𝑣
				(
				𝐿
				)
			

			

				2
			

			
				
			
			
				8
				𝜆
			

			

				𝑓
			

			
				
				𝐿
				m
				a
				x
			

			
				
			
			
				2
				
				,
				1
				+
				𝜆
			

			

				𝑔
			

			
				+
				𝜆
			

			

				ℎ
			

			
				
				‖
				‖
				𝑣
				−
			

			
				
			
			
				𝑣
				‖
				‖
				.
			

		
	

						Combining this estimate with (13), we obtain
							
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				‖
				‖
				𝐵
				𝑣
				−
				𝐵
			

			
				
			
			
				𝑣
				‖
				‖
				≤
				
				𝐿
			

			

				3
			

			
				
			
			
				𝜆
				1
				6
			

			

				𝑓
			

			
				
				𝐿
				m
				a
				x
			

			
				
			
			
				2
				
				+
				𝐿
				,
				1
			

			
				
			
			
				2
				
				𝜆
			

			

				𝑔
			

			
				+
				𝜆
			

			

				ℎ
			

			
				
				
				‖
				‖
				𝑣
				−
			

			
				
			
			
				𝑣
				‖
				‖
				.
			

		
	

						So, under the assumptions (10), the operator 
	
		
			

				𝐵
			

		
	
 is contractive with the contraction coefficient 
	
		
			

				𝑞
			

		
	
.
Now, we consider the following iterative method for finding the fixed point of 
	
		
			

				𝐵
			

		
	
.(i)Given an initial approximation 
	
		
			

				𝑣
			

			

				0
			

			
				(
				𝑥
				)
			

		
	
, for example, 
	
		
			

				𝑣
			

			

				0
			

			
				(
				𝑥
				)
				=
				0
			

		
	
, in 
	
		
			
				[
				0
				,
				𝐿
				]
			

		
	
.(ii)Knowing 
	
		
			

				𝑣
			

			

				𝑘
			

			
				(
				𝑥
				)
			

		
	
 (
	
		
			
				𝑘
				=
				0
				,
				1
				,
				2
				,
				…
			

		
	
), solve consecutively two BVPs
									
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			

				𝑤
			

			
				𝑘
				
				
			

			
				
				
				(
				𝑥
				)
				=
				𝑓
				𝑥
				,
			

			
				𝑥
				0
			

			

				𝑣
			

			

				𝑘
			

			
				(
				𝑡
				)
				𝑑
				𝑡
				,
				𝑣
			

			

				𝑘
			

			
				
				𝑤
				(
				𝑥
				)
				,
				0
				<
				𝑥
				<
				𝐿
				,
			

			

				𝑘
			

			
				
				𝑣
				(
				0
				)
				=
				𝑔
			

			

				𝑘
			

			
				
				(
				0
				)
				,
				𝑤
			

			

				𝑘
			

			
				
				𝑣
				(
				𝐿
				)
				=
				ℎ
			

			

				𝑘
			

			
				
				,
				𝑢
				(
				𝐿
				)
			

			
				𝑘
				
				
			

			
				(
				𝑥
				)
				=
				𝑤
			

			

				𝑘
			

			
				𝑢
				(
				𝑥
				)
				,
				0
				<
				𝑥
				<
				𝐿
				,
			

			

				𝑘
			

			
				(
				0
				)
				=
				0
				,
				𝑢
			

			

				𝑘
			

			
				(
				𝐿
				)
				=
				0
				.
			

		
	
(iii)Update the new approximation
									
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			

				𝑣
			

			
				𝑘
				+
				1
			

			
				(
				𝑥
				)
				=
				𝑢
			

			
				
				𝑘
			

			
				(
				𝑥
				)
				.
			

		
	
From the fixed point theorem and 
	
		
			
				(
				B
				.
				2
				)
			

		
	
, we have the following.
Theorem 2.  Under the assumptions (10) and (11) the iterative method (5), (6) converges with rate of geometric progression with the quotient 
	
		
			

				𝑞
			

		
	
, and there hold the estimates
							
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				‖
				‖
				𝑢
			

			
				
				𝑘
			

			
				−
				𝑢
			

			

				
			

			
				‖
				‖
				≤
				𝑞
			

			

				𝑘
			

			
				
			
			
				‖
				‖
				𝑣
				1
				−
				𝑞
			

			

				1
			

			
				−
				𝑣
			

			

				0
			

			
				‖
				‖
				,
				‖
				‖
				𝑢
			

			

				𝑘
			

			
				‖
				‖
				≤
				𝐿
				−
				𝑢
			

			
				
			
			
				2
				‖
				‖
				𝑢
			

			
				
				𝑘
			

			
				−
				𝑢
			

			

				
			

			
				‖
				‖
				,
			

		
	

						where 
	
		
			

				𝑢
			

		
	
 is the exact solution of the original problem (1).
3. Numerical Examples
In order to realize the iterative process, we use the finite difference method [7] for solving BVPs (5) and (6), where we use formulas of second-order approximation for the second derivatives and the trapezium formula for computing definite integral on a uniform grid 
	
		
			
				
			
			

				𝜔
			

			

				ℎ
			

			
				=
				{
				𝑥
			

			

				𝑖
			

			
				=
				𝑖
				ℎ
				,
				𝑖
				=
				0
				,
				…
				,
				𝑁
				}
			

		
	
 with the stepsize 
	
		
			
				ℎ
				=
				1
				/
				𝑁
			

		
	
, where 
	
		
			
				𝑁
				+
				1
			

		
	
 is the number of grid points. For computing the first derivative in (19), we also use formulas of second-order approximation.
For testing the convergence of the method, we perform some experiments for the case of the known exact solutions and also for the case of the unknown exact solutions.
Example 1. We take as in [2]
							
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			
				𝑓
				(
				𝑥
				,
				𝑢
				,
				𝑣
				)
				=
				𝑥
			

			

				5
			

			
				−
				𝑥
			

			

				4
			

			
				−
				𝑥
			

			

				3
			

			
				+
				1
				2
				1
				∗
				𝑥
				−
				2
				4
				−
				𝑢
				,
				𝑔
				(
				𝑣
				)
				=
				0
				,
				ℎ
				(
				𝑣
				)
				=
				−
				2
				𝑣
				.
			

		
	

						The exact solution in 
	
		
			
				[
				0
				,
				1
				]
			

		
	
 is
							
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			
				𝑢
				(
				𝑥
				)
				=
				𝑥
			

			

				5
			

			
				−
				𝑥
			

			

				4
			

			
				−
				𝑥
			

			

				3
			

			
				+
				𝑥
				.
			

		
	

						The convergence of the method is presented in Table 1, where 
	
		
			
				‖
				𝑦
				‖
			

			
				
			
			

				𝜔
			

			

				ℎ
			

			
				=
				m
				a
				x
			

			
				0
				≤
				𝑖
				≤
				𝑁
			

			
				|
				𝑦
			

			

				𝑖
			

			

				|
			

		
	
.
Table 1: The convergence in Example 1 for the starting approximation 
	
		
			

				𝑣
			

			

				0
			

			
				=
				0
			

		
	
.
	

	
	
		
			

				𝑁
			

		
	
	 Number of iterations 	
	
		
			
				|
				|
				𝑢
			

			

				𝑘
			

			
				−
				𝑢
				|
				|
			

			
				
			
			

				𝜔
			

			

				ℎ
			

		
	
	
	
		
			

				ℎ
			

			

				2
			

		
	

	

	 80 	       16 	
	
		
			
				8
				.
				4
				2
				9
				3
				𝑒
				−
				5
			

		
	
	
	
		
			
				1
				.
				5
				6
				2
				5
				𝑒
				−
				4
			

		
	

	 100 	       16 	
	
		
			
				6
				.
				8
				6
				2
				3
				𝑒
				−
				5
			

		
	
	
	
		
			
				1
				.
				0
				𝑒
				−
				4
			

		
	

	 150 	       18	
	
		
			
				3
				.
				2
				0
				2
				1
				𝑒
				−
				5
			

		
	
	
	
		
			
				4
				.
				4
				4
				4
				4
				𝑒
				−
				5
			

		
	

	 200 	       20 	
	
		
			
				3
				.
				5
				8
				6
				𝑒
				−
				6
			

		
	
	
	
		
			
				2
				.
				5
				𝑒
				−
				5
			

		
	

	 250 	       22 	
	
		
			
				1
				.
				3
				2
				6
				9
				𝑒
				−
				5
			

		
	
	
	
		
			
				1
				.
				6
				𝑒
				−
				5
			

		
	

	




Example 2. We take as in [2]
							
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			
				𝑓
				(
				𝑥
				,
				𝑢
				,
				𝑣
				)
				=
				4
				𝜋
			

			

				4
			

			
				−
				s
				i
				n
				(
				𝜋
				𝑥
				)
				c
				o
				s
				(
				𝜋
				𝑥
				)
				s
				i
				n
			

			

				2
			

			
				(
				𝜋
				𝑥
				)
				c
				o
				s
			

			

				2
			

			
				(
				𝜋
				𝑥
				)
			

			
				
			
			
				1
				6
				+
				𝑢
			

			

				2
			

			
				,
				𝑣
				𝑔
				(
				𝑣
				)
				=
			

			
				
			
			
				2
				−
				𝜋
			

			
				
			
			
				8
				𝑣
				,
				ℎ
				(
				𝑣
				)
				=
			

			
				
			
			
				2
				−
				𝜋
			

			
				
			
			
				8
				.
			

		
	

						The exact solution in 
	
		
			
				[
				0
				,
				1
				]
			

		
	
 is
							
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			
				𝑢
				(
				𝑥
				)
				=
				s
				i
				n
				(
				𝜋
				𝑥
				)
				c
				o
				s
				(
				𝜋
				𝑥
				)
			

			
				
			
			
				4
				.
			

		
	

						The convergence of the method is presented in Table 2.
Table 2: The convergence in Example 2 for the starting approximation 
	
		
			

				𝑣
			

			

				0
			

			
				=
				0
			

		
	
.
	

	
	
		
			

				𝑁
			

		
	
	 Number of iterations 	
	
		
			
				|
				|
				𝑢
			

			

				𝑘
			

			
				−
				𝑢
				|
				|
			

			
				
			
			

				𝜔
			

			

				ℎ
			

		
	
	
	
		
			
				2
				ℎ
			

			

				2
			

		
	

	

	 80 	       4 	 0.00026809 	 0.0003125 
	 100 	       4 	 0.000012153 	 0.0002 
	 140 	       4	
	
		
			
				1
				.
				0
				2
				0
				4
				𝑒
				−
				4
			

		
	
	
	
		
			
				3
				.
				5
				7
				3
				9
				𝑒
				−
				5
			

		
	

	 160 	       4 	
	
		
			
				7
				.
				8
				1
				2
				5
				𝑒
				−
				5
			

		
	
	
	
		
			
				3
				.
				0
				4
				6
				4
				𝑒
				−
				5
			

		
	

	 200 	       4 	
	
		
			
				5
				𝑒
				−
				5
			

		
	
	
	
		
			
				2
				.
				7
				0
				5
				7
				𝑒
				−
				5
			

		
	

	 250 	       4 	
	
		
			
				3
				.
				2
				𝑒
				−
				5
			

		
	
	
	
		
			
				2
				.
				6
				8
				4
				9
				𝑒
				−
				5
			

		
	

	




In the next examples, the exact solution of Problem (1) is unknown, and we carry out iterations until 
	
		
			
				‖
				𝑣
			

			
				𝑘
				+
				1
			

			
				−
				𝑣
			

			

				𝑘
			

			
				‖
				≤
				ℎ
			

			

				2
			

		
	
.
Example 3. We consider the influence of the right-hand side 
	
		
			
				𝑓
				(
				𝑥
				,
				𝑢
				,
				𝑣
				)
			

		
	
 on the solution. For this purpose, we take two functions
							
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			

				𝑓
			

			

				1
			

			
				(
				𝑥
				,
				𝑢
				,
				𝑣
				)
				=
				4
				𝜋
			

			

				4
			

			
				s
				i
				n
				(
				𝜋
				𝑥
				)
				c
				o
				s
				(
				𝜋
				𝑥
				)
				+
				𝑢
			

			

				2
			

			
				𝑓
				+
				2
				𝑣
				,
			

			

				2
			

			
				(
				𝑥
				,
				𝑢
				,
				𝑣
				)
				=
				4
				𝜋
			

			

				4
			

			
				𝑢
				s
				i
				n
				(
				𝜋
				𝑥
				)
				c
				o
				s
				(
				𝜋
				𝑥
				)
				+
			

			

				2
			

			
				
			
			
				2
				+
				𝑣
			

			

				2
			

			
				+
				𝑢
				𝑣
				,
			

		
	

						with the same
							
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			
				𝑣
				𝑔
				(
				𝑣
				)
				=
			

			

				2
			

			
				
			
			
				2
				𝑣
				,
				ℎ
				(
				𝑣
				)
				=
			

			

				3
			

			
				
			
			
				5
				.
			

		
	

						The convergence of the iterative method in these cases is given in Table 3, where 
	
		
			

				𝐾
			

			

				1
			

		
	
 and 
	
		
			

				𝐾
			

			

				2
			

		
	
 are the number of iterations for the cases of 
	
		
			

				𝑓
			

			

				1
			

		
	
 and 
	
		
			

				𝑓
			

			

				2
			

		
	
, respectively. The graph of the approximate solutions for these cases is depicted in Figure 1.
Table 3: The convergence in Example 3 for the starting approximation 
	
		
			

				𝑣
			

			

				0
			

			
				=
				0
			

		
	
.
	

	
	
		
			

				𝑁
			

		
	
	
	
		
			

				𝐾
			

			

				1
			

		
	
	
	
		
			

				𝐾
			

			

				2
			

		
	

	

	 80 	 6 	 6 
	 100 	 6 	 6 
	 150 	 6	 6 
	 200 	 7 	 7 
	 250 	 7 	 7 
	





	
		
		
		
		
		
		
		
		
		
		
		
		
			
			
		
		
			
		
			
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
		
	
	
		
			
		
		
			
			
			
		
	
	
		
			
		
		
			
			
			
			
		
	
	
		
			
		
		
			
			
			
		
	
	
		
			
		
		
			
			
			
			
		
	
	
		
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
			
			
			
		
		
			
		
	
	
		
			
			
			
			
		
		
			
		
	

Figure 1: Graph of approximate solutions in Example 3 for the cases 
	
		
			

				𝑓
			

			

				1
			

		
	
 and 
	
		
			

				𝑓
			

			

				2
			

		
	
.



Example 4. We consider the influence of the functions 
	
		
			

				𝑔
			

		
	
 and 
	
		
			

				ℎ
			

		
	
 in boundary conditions on the solution. For this purpose we take
							
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			
				𝑓
				(
				𝑥
				,
				𝑢
				,
				𝑣
				)
				=
				4
				𝜋
			

			

				4
			

			
				s
				i
				n
				(
				𝜋
				𝑥
				)
				c
				o
				s
				(
				𝜋
				𝑥
				)
				+
				𝑢
			

			

				2
			

			
				+
				2
				𝑣
				,
			

		
	

						and two combinations of 
	
		
			
				𝑔
				(
				𝑣
				)
			

		
	
 and 
	
		
			
				ℎ
				(
				𝑣
				)
			

		
	

	
 		
 			
				(
				2
				8
				)
			
 		
	

	
		
			

				𝑔
			

			

				1
			

			
				(
				𝑣
				)
				=
				𝑣
			

			

				2
			

			
				+
				1
				,
				ℎ
			

			

				1
			

			
				𝑣
				(
				𝑣
				)
				=
			

			
				
			
			
				2
				−
				𝜋
			

			
				
			
			
				8
				,
				𝑔
			

			

				2
			

			
				(
				𝑣
				𝑣
				)
				=
			

			

				2
			

			
				
			
			
				2
				,
				ℎ
			

			

				2
			

			
				(
				𝑣
				𝑣
				)
				=
			

			

				3
			

			
				
			
			
				5
				.
			

		
	

						The convergence of the iterative method in these cases is given in Table 4, where 
	
		
			

				𝐾
			

			

				1
			

		
	
 and 
	
		
			

				𝐾
			

			

				2
			

		
	
 are the number of iterations for the cases of 
	
		
			

				𝑔
			

			

				1
			

			
				,
				ℎ
			

			

				1
			

		
	
 and 
	
		
			

				𝑔
			

			

				2
			

			
				,
				ℎ
			

			

				2
			

		
	
, respectively. The graph of the approximate solutions for these cases is depicted in Figure 2.
Table 4: The convergence in Example 4 for the starting approximation 
	
		
			

				𝑣
			

			

				0
			

			
				=
				0
			

		
	
.
	

	
	
		
			

				𝑁
			

		
	
	
	
		
			

				𝐾
			

			

				1
			

		
	
	
	
		
			

				𝐾
			

			

				2
			

		
	

	

	 80 	 6 	 6 
	 100 	 6 	 6 
	 150 	 7	 6 
	 200 	 7 	 7 
	 250 	 7 	 7 
	





	
	
	
	
	
	
	
	
	
	
	
	
		
		
	




	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
		
	


	
		
	
	
		
		
		
	


	
		
	
	
		
		
		
		
	


	
		
	


	
		
		
		
		
	


	
		
		
		
	


	
		
		
		
		
	


	
		
	


	
		
	


	
		
		
		
		
	
	
		
	


	
		
		
		
		
	
	
		
	

Figure 2: Graph of approximate solutions in Example 4 for different pairs of 
	
		
			
				𝑔
				,
				ℎ
			

		
	
.



4. Concluding Remarks
In this paper, we propose an iterative method for solving a nonlinear beam equation with nonlinear boundary conditions. The idea of the method is the reduction of the problem for the fourth-order equation to a sequence of linear second-order problems, which are easily solved numerically. The method can be successfully applied to other nonlinear beam problems, for example, the problems considered in [8–10]. For the problems in [8, 9], the nonlinear BVPs are reduced to sequences of Cauchy problems for linear second-order ODE. The application of the proposed method to these problems will be investigated in the future.
Appendices
A. Green Function and Its Estimates (See [2])

						The Green function associated to the second-order problem
								
	
 		
 			
				(
				A
				.
				1
				)
			
 		
	

	
		
			

				𝑢
			

			
				
				
			

			
				(
				𝑥
				)
				=
				𝑣
				(
				𝑥
				)
				,
				0
				<
				𝑥
				<
				𝐿
				,
				𝑢
				(
				0
				)
				=
				𝛼
				,
				𝑢
				(
				𝐿
				)
				=
				𝛽
				,
			

		
	

							is
								
	
 		
 			
				(
				A
				.
				2
				)
			
 		
	

	
		
			
				⎧
				⎪
				⎨
				⎪
				⎩
				𝐺
				(
				𝑥
				,
				𝑡
				)
				𝑥
				(
				𝐿
				−
				𝑡
				)
			

			
				
			
			
				𝐿
				,
				𝑥
				≤
				𝑡
				≤
				𝐿
				,
				𝑡
				(
				𝐿
				−
				𝑥
				)
			

			
				
			
			
				𝐿
				,
				𝑡
				≤
				𝑥
				≤
				𝐿
				.
			

		
	

							So, the solution of (A.1) is represented in the form
								
	
 		
 			
				(
				A
				.
				3
				)
			
 		
	

	
		
			
				
				𝑢
				(
				𝑥
				)
				=
			

			
				𝐿
				0
			

			
				−
				𝐺
				(
				𝑥
				,
				𝑡
				)
				𝑣
				(
				𝑡
				)
				𝑑
				𝑡
				+
				𝛼
				𝐿
				−
				𝑥
			

			
				
			
			
				𝐿
				𝑥
				+
				𝛽
			

			
				
			
			
				𝐿
				.
			

		
	

							For the function Green, there hold the estimates
								
	
 		
 			
				(
				A
				.
				4
				)
			
 		
	

	
		
			

				
			

			
				𝐿
				0
			

			
				|
				|
				|
				|
				𝐿
				𝐺
				(
				𝑥
				,
				𝑡
				)
				𝑑
				𝑡
				≤
			

			

				2
			

			
				
			
			
				8
				,
				
			

			
				𝐿
				0
			

			
				|
				|
				𝐺
			

			

				𝑥
			

			
				|
				|
				𝐿
				(
				𝑥
				,
				𝑡
				)
				𝑑
				𝑡
				≤
			

			
				
			
			
				2
				.
			

		
	

B. Norm in 
	
		
			

				𝐶
			

			

				1
			

			
				(
				[
				0
				,
				𝐿
				]
				)
			

		
	


						In the space
								
	
 		
 			
				(
				B
				.
				1
				)
			
 		
	

	
		
			
				
				𝐸
				=
				𝑢
				∈
				𝐶
			

			

				1
			

			
				(
				[
				]
				
				,
				0
				,
				𝐿
				)
				,
				𝑢
				(
				0
				)
				=
				𝑢
				(
				𝐿
				)
				=
				0
			

		
	

							there holds the estimate
								
	
 		
 			
				(
				B
				.
				2
				)
			
 		
	

	
		
			
				𝐿
				‖
				𝑢
				‖
				≤
			

			
				
			
			
				2
				‖
				‖
				𝑢
			

			

				
			

			
				‖
				‖
				,
			

		
	

							where 
	
		
			
				‖
				𝑢
				‖
				=
				m
				a
				x
			

			
				0
				≤
				𝑥
				≤
				𝐿
			

			
				|
				𝑢
				(
				𝑥
				)
				|
			

		
	
 (see [2]).
Lemma B.1.  For any function 
	
		
			
				𝑣
				(
				𝑥
				)
			

		
	
 from the space 
	
		
			

				𝑆
			

		
	
 defined by (9), there holds the estimate
									
	
 		
 			
				(
				B
				.
				3
				)
			
 		
	

	
		
			
				m
				a
				x
			

			
				0
				≤
				𝑠
				≤
				𝐿
			

			
				|
				|
				|
				|
				
			

			
				𝑠
				0
			

			
				|
				|
				|
				|
				≤
				𝐿
				𝑣
				(
				𝑥
				)
				𝑑
				𝑥
			

			
				
			
			
				2
				‖
				𝑣
				‖
			

			

				∞
			

			

				.
			

		
	

Indeed, it is valid because for this function 
	
		
			

				𝑣
			

		
	
 if setting
								
	
 		
 			
				(
				B
				.
				4
				)
			
 		
	

	
		
			
				𝜑
				
				(
				𝑠
				)
				=
			

			
				𝑠
				0
			

			
				𝑣
				(
				𝑡
				)
				𝑑
				𝑡
				,
			

		
	

							then we have
								
	
 		
 			
				(
				B
				.
				5
				)
			
 		
	

	
		
			
				𝜑
				(
				0
				)
				=
				𝜑
				(
				𝐿
				)
				=
				0
				,
				𝜑
			

			

				
			

			
				(
				𝑠
				)
				=
				𝑣
				(
				𝑠
				)
				,
			

		
	

							and (B.3) follows immediately from (B.2).
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