1. Introduction

Simulated annealing is a probabilistic local search method for global combinatorial optimisation problems that allows gradual convergence to a near-optimal solution. It consists of a sequence of moves from a current solution to a better one according to certain transition rules while accepting occasionally some uphill solutions in order to guarantee a diversity in the domain exploration and to avoid getting caught at local optima. The process is managed by a certain cooling schedule that controls the number of iterations. Simulated annealing has shown robustness and success for many applications and has received significant attention since its introduction. Consequently, multiobjective simulated annealing has been introduced with the aim to allow a construction of near-Pareto optimal solutions by means of an archive in which nondominated solutions are gradually gathered while exploring the feasible domain. Although simulated annealing provides a balance between the exploration and the exploitation, multiobjective optimisation problems require a special design to achieve this balance due to many factors including the number of objective functions. Accordingly, many variants of multiobjective simulated annealing have been introduced in the literature. This paper reviews and discusses simulated annealing algorithm for multiobjective optimisation and delineates some algorithm variants.

2. Overview on Mono-Objective Simulated Annealing

Simulated annealing is a meta-heuristic that dates back to the works of Kirkpatrick et al. [1] and Černý [2] having shown that the Metropolis algorithm [3] (an algorithm of statistical physics that consists in constructing a sequence of Markov chains for sampling from a probability distribution. The algorithm is often used under an extended version called Metropolis-Hastings algorithm.) can be used to obtain optimal solution of optimisation problems by considering the energetic state as objective function and thermodynamic equilibrium states as local optima. Simulated annealing mimics the metallurgical process of careful annealing that consists in cooling a heated metal or alloy until reaching the most solid state called the ground state. Simulated annealing is considered as an extension of the hill climbing algorithm which consists of a sequence of transitions across solutions while improving a certain energetic objective function at
each iteration until reaching the global optimum. Simulated annealing has introduced an occasional acceptance mechanism of uphill solutions in order to explore the feasible domain intensively and to avoid getting caught at local optima. The process is managed by a certain cooling schedule that controls the temperature variation during the algorithm process. Figure 1 presents the generic simulated annealing algorithm flowchart.

The generic simulated annealing algorithm consists of two nested loops. Given a current solution and a fixed temperature, the inner loop consists, at each iteration, in generating a candidate neighbouring solution that will undergo an energy evaluation to decide whether to accept it as current. Occasionally, some nonimproving solutions are accepted according to a certain probabilistic rule. The loop is controlled by an equilibrium condition that limits the number of iterations at every temperature level. It refers to a thermal equilibrium when the algorithm is not expected to find more improving solutions within the current explored neighbourhood. The outer loop consists in decreasing the temperature level according to a certain cooling scheme. The temperature is supposed to be iteratively decreased until reaching a cooling condition that often corresponds to a final temperature due. The algorithm involves therefore two main considerations, namely the neighbourhood structure and the cooling schedule.

Neighbourhood structure refers to a set of conceptual considerations regarding both the representation and the generation mechanism of neighbouring solutions. It is supposed to be proper to the problem under consideration and to provide a restricted number of possible transitions. For ease handling, solutions of optimisation problems are usually considered in a certain indirect representation that consists of a finite number of components within a certain configuration. Thus, two solutions are neighbours if their configurations are similar; that is, the two configurations differ in few components only or may have close energy values. Neighbourhood structure consists rather in defining the candidate solutions that the algorithm may move to at each iteration. Even often underestimated in early studies [4, 5], the neighbourhood structure choice has a significant impact on the neighbourhood size and even on the simulated annealing performance. Moreover, it may affect the concept of local optimality itself [6, 7], thereby identifying a local optimum for every neighbourhood. Accordingly, the algorithm
Purpose is to hopefully reach, at each temperature level, the local optimum before reaching the equilibrium condition.

The cooling schedule controls the temperature decrease in the course of the algorithm. It consists of four entities, namely, an initial temperature, a final temperature, an equilibrium condition, and a cooling scheme that consists of a decreasing sequence of temperature. Whilst the final temperature is supposed to be preset to zero or around, the choice of the other parameters is rather challenging and strongly related to the case under investigation; no specific rule does exist for all situations and preliminary experiments are often required. The equilibrium condition is a parameter that limits the number of iterations at every temperature level. It could be merely preset to a certain upper bound on that number, plausibly proportional to the current solution neighbourhood cardinality. In order to utterly mimic the careful annealing, thereby receiving satisfactory solutions, any parameters choice should ensure that the process starts at a sufficiently high temperature value and terminates at sufficiently low temperature value according to a sufficiently slow cooling scheme.

The choice of an appropriate cooling scheme is crucial in order to ensure success of the algorithm. A wide range of cooling schemes have been introduced in the literature that are either monotonic or adaptive. A cooling scheme is a function of iteration index that depends more often on the previous temperature value and the initial temperature. Monotonic schemes consist of static decrease of temperature at every iteration independently of the quality of the found solutions nor the current explored neighborhood structure, whereas adaptive cooling schemes involve a mechanism of decreasing the temperature in accordance to the quality of transitions. Therefore, more satisfactory moves occur more the decrease hop is larger. This would imply some reannealing occurrences allowing more diversification and intensification. A summary of classical schemes is presented in Table 1. Nevertheless, Triki et al. [8] have demonstrated based on an empirical study that almost all classical cooling schemes are equivalent; that is, they can be tuned to result in similar decrease of the temperature during the course of the algorithm.

During the course of the algorithm, two kinds of acceptance are involved, namely, a regular acceptance corresponding to the case when an improving solution is found, and a probabilistic acceptance corresponding to the case when a nonimproving solution is found that would imply diversification and escape from local optima. Given a candidate solution $S_j$, the acceptance of the candidate move to $S_j$ is expressed by means of the Metropolis rule given by the following formula:

$$P(\text{Accept } S_j) = \min \left( 1; \exp \left( \frac{-\Delta E}{kT} \right) \right)$$

where $\Delta E$ is the move energetic variation and $T$ is the current temperature. $k$ is called Boltzmann constant and often assumed to be equal to 1. This rule tolerates frequent acceptance occurrences of uphill solutions at high temperature levels. That is, almost all candidate solutions would be accepted if the temperature is high, whereas only improving solutions would be accepted if the temperature is low. Furthermore, given that the exponential function is increasing, the acceptance rule favours small deteriorations than large ones. The algorithm is supposed to stop when one of the two following cases is due: the temperature level attains the final temperature or either the process results on a solution for which no improving solution could be found within a reasonable number of annealing cases. A criterion responsible for dealing with both cases is called a cooling condition.

Simulated annealing has shown significant success for many applications and has received significant attention since its introduction. Moreover, it is problem-dependent and the choice of appropriate parameters is rather a challenging task. More detailed review can be found in [14–19].
3. Multiobjective Simulated Annealing

3.1. Multiobjective Optimisation and Metaheuristics. Multi-objective optimisation, also called multicriteria or multivariate optimisation, deals with problems involving more than one objective function to be simultaneously optimised. The objective functions under consideration are often in contradiction (or conflicting) in such a way no improvement on any objective function is possible without any deterioration in any one of the others—otherwise the problem is said to be trivial and is reduced to a mono-objective optimisation problem. Given $m$ objective functions $E_i : \mathbb{R}^n \rightarrow \mathbb{R}$ for $i = 1, \ldots, m$, a multiobjective optimisation problem (often said to be bi-objective if $m = 2$ and many-objective if $m \geq 4$) can generally be formulated as

$$\text{minimise } (E_1(x), \ldots, E_m(x))$$

subject to $x \in D$ (MOP)

where $D \subseteq \mathbb{R}^n$, called the feasible domain, is a set of equalities and inequalities of the decision variable $x$. The optimality concept in multiobjective optimisation is based on the dominance binary relation which serves as a comparison function between feasible solutions. A solution $x$ is said to be dominated another one if the former improves at least one objective function value compared to the latter without any deterioration in the other objective function values. Given $x$ and $y$ two feasible solutions of (MOP), that is $x, y \in D$, the following alternatives are possible:

1. $x < y$; that is, $x$ dominates $y$, if $E_i(x) \leq E_i(y)$ for all $i = 1, \ldots, m$ and $(E_1(x), \ldots, E_m(x)) \neq (E_1(y), \ldots, E_m(y))$.

2. $x \sim y$; that is, $x$ and $y$ are equivalent, if $E_i(x) = E_i(y)$ for all $i = 1, \ldots, m$.

3. $x \not< y$; that is, $x$ and $y$ are noncomparable, if there exist $i$ and $j$ such that $E_i(x) < E_i(y)$ and $E_j(x) > E_j(y)$.

A nondominated solution is defined then as one for which no feasible solution exists that dominates it—it corresponds to the best trade-off between all considered objective functions. Compared to mono-objective optimisation, the optimality is typically attained by means of a set of non-dominated solutions, called Pareto set, rather than a single solution. Pareto set is usually referred to by means of its dominated solutions, called Pareto set, rather than a single function. Compared to mono-objective optimisation, the optimality concept in multiobjective optimisation is rather challenging and difficult, at least in comparison with mono-objective optimisation case.

A variety of techniques have been addressed in the literature to deal with multiobjective optimisation that can be classified into three approaches: a priori, a posteriori, and progressive. An a priori approach consists of a transformation of the mathematical multiobjective model into a mono-objective one. Many methods have been introduced from this perspective, namely, goal programming, aggregation or scalarisation, and lexicographical, which return typically one (Pareto) optimal solution of the original model. An a posteriori approach consists of a construction of the Pareto set. Yet, such a construction is usually difficult and computationally consuming. Thus, approximation algorithms are plausibly suggested in this case. They consist in constructing a subset of the Pareto set, or otherwise a set of efficiently nondominated (or near-Pareto optimal) solutions, that is, feasible solutions that are not dominated by any solution that can be alternatively computed in reasonable computational cost. The construction of the actual or an approximating Pareto set is sometimes referred to as Pareto optimisation. As to progressive approach, also called interactive approach, it is a hybridisation of the two aforementioned approaches where the decision-maker provides a kind of guidance to the algorithm execution. It consists actually of an a priori approach that involves an a posteriori partial result learning and preference defining as long as the algorithm progresses. More details about progressive optimisation can be found in [20, 21].

Due to the success of metaheuristics in mono-objective optimisation, especially for combinatorial problems where information about the problem (in terms of the feasible domain, called in this context the search space) is often accessible, metaheuristics have been widely adapted to cope with multiobjective combinatorial problems as well. Contrary to the constructive techniques, metaheuristics are solution-based allowing, therefore, a manageable compromise between the quality of solution (efficiency) and the execution time (number of iterations). Moreover, metaheuristics are expected to bring a generic and adaptable framework for a wide range of problems. Vector evaluated genetic algorithm [22] has been the first multiobjective metaheuristic proposed in the literature consisting of an adaptation of the genetic algorithm to the multiobjective optimisation case. Thenceforth many other multiobjective metaheuristics have been developed that include multiobjective Tabu search [23], multiple ant colony system for vehicle routing problems with time windows [24], multi-objective simulated annealing [25], and multiobjective scatter search [26].

Metaheuristics adaptations have been developed into two main paradigms: one run and multiruns. One-run-based techniques consist in adapting the original metaheuristic to return a set of solutions at only one execution. One of the important advantages of this paradigm is that it follows the main principle of metaheuristics consisting of dealing with a solution at each iteration, rather than a solution component, which refers in the multiobjective optimisation case to a set of solutions with a certain level of efficiency. Yet, the number of returned solutions is rather uncontrollable. Indeed, if the
potential near-optimal solutions are archived progressively, each solution returned should undergo an evaluation phase where it is compared to the previous archived potential near-optimal solutions, in order to eliminate any dominated one. If the near-optimal solutions are returned unsteadily at the algorithm termination, for example, for population-based meta-heuristics like genetic algorithms, the solutions are compared to each other at this stage.

Inspired from the a priori multiobjective approach, multi-runs-based techniques consist in applying the original metaheuristic on a certain aggregation of the objective functions under consideration. At each run, the metaheuristic is expected to reach one near-optimal solution of the problem that satisfies a certain preference structure. The algorithm is assumed to be executed as many times as the required number of near-optimal solutions. Unfortunately, there is no guarantee that two different preference structures lead to two distinct near-optimal solutions. Once again, the gathered solutions are compared to each other to eliminate any dominated one. Nevertheless, the near-optimal solutions found should be diverse, that is, dispersed on the Pareto front. Das and Dennis [27] showed that evenly spread solutions are not guaranteed even with an evenly distributed set of weights. Thus, although the concept that multi-runs-based techniques follow is quite simple, determining effective and pertinent preference structures in advance is not straightforward at least for a whole range of multiobjective problems.

3.2. Principles of Multiobjective Simulated Annealing. Multiobjective simulated annealing originates from the works of Serafini [28] where many probabilistic acceptance rules have been designed and discussed with the aim at increasing the probability of accepting nondominated solutions, that is, solutions nondominated by any generated solution so far. Two alternative approaches have been proposed in consequence. Given m objective functions $E_i$ assigned to m scalar-valued weights $\omega_i$ for $i = 1, \ldots, m$, and a candidate solution $S_j$, the first approach consists in accepting with certainty only improving solutions, thereby accepting with probability less than 1 any other solution. This strong acceptance rule allows deep exploration of the feasible domain and has been expressed as follows:

$$P(Accept S_j) = \prod_{i=1}^{m} \min \left(1; \exp \left(\frac{\omega_i \Delta E_i}{T}\right)\right)$$  \hspace{1cm} (2)

The second approach consists in accepting with certainty any either dominating or noncomparable solution, allowing diversity in the exploration of the feasible domain. This weak acceptance rule is expressed in the following form:

$$P(Accept S_j) = \min \left(1; \max_{i=1,...,m} \left( \exp \left(\frac{\omega_i \Delta E_i}{T}\right) \right) \right)$$  \hspace{1cm} (3)

The two alternatives lead to quite different Markov chains for which nondominated solutions were proved to have higher stationary probability. A composite acceptance rule has been proposed consisting of the following formula:

$$P(Accept S_j) = \alpha \prod_{i=1}^{m} \min \left(1; \exp \left(\frac{\omega_i \Delta E_i}{T}\right)\right)$$

$$+ (1-\alpha) \max_{i=1,...,m} \left( \exp \left(\frac{\omega_i \Delta E_i}{T}\right) \right)$$  \hspace{1cm} (4)

where $\alpha \in [0, 1]$ and $T/\omega_i$ is considered as a temperature $T_i$ related to each objective function $E_i$, that is, each objective function has its own annealing scheme. Besides, each considered occurrence of weights $(\omega_i)_{i=1,..,m}$ is assumed to correspond to a certain preference structure. In order to guarantee entire exploration of the Pareto set, a slow random variation of the weights has been proposed in consequence at every iteration.

3.3. MOSA Methods. Multiobjective Simulated Annealing method (MOSA) is a class of simulated annealing extensions to multiobjective optimisation exploiting the idea of constructing an estimated Pareto front by gathering nondominated solutions found while exploring the feasible domain. An archive is considered that serves for maintenance of those efficient solutions. Accordingly, many multiobjective simulated annealing paradigms have been proposed in the literature [25, 29–34] that have in common the suggestion of considering a variation of a certain composite energy often as a linear combination of the considered objective functions. Under certain choice of acceptance probabilities, asymptotic convergence to the Pareto solutions set has been proved [35].

Ulun et al. [25, 36] have developed a MOSA method that involves a potentially efficient solutions list that catches non-dominated solutions; it contains all the generated solutions which are not dominated by any other generated solution so far. The method uses weighted functions for measuring the quality of transitions. Each scalarising function would induce a privileged search direction towards a relative optimal solution. If that optimal solution is not reached, some near-optimal solutions would be considered. The use of a wide diversified set of weights has been proposed with the aim to cover all the efficient front. The potentially efficient solutions list is assumed to be updated after every occurrence of a new solution acceptance, at which any dominated solution is removed from the list. If no dominated solution exists, the potentially efficient solutions list increases in cardinality.

Czyżak and Jaszkiewicz [30] have proposed a Pareto Simulated Annealing (PSA) procedure using a weak acceptance criterion where any solution not dominated by the current solution could be accepted. Inspired from genetic algorithms, PSA is a population-based metaheuristic that considers at each temperature a set of (sample) generated solutions to be hopefully improved. Each solution from the sample is improved in such a way the new accepted solution should be distant from the closest solution to the former solution. This approach is performed by increasing weights of objectives according to which the closest solution is better than the
Input: A cooling schedule $\tau$; a starting temperature $T \leftarrow T_0$; a starting sample of generated solutions $\mathcal{S}$; and an initial memory $M \leftarrow \mathcal{S}$

Output: The archive $M$ representing an approximation of the Pareto solutions set

1: repeat
2:  for each $S_c \in \mathcal{S}$ do
3:    repeat
4:      Construct a neighbouring solution $S_{\text{new}}$
5:      if $S_{\text{new}}$ is not dominated by $S_c$ then
6:        Update $M$ with $S_{\text{new}}$
7:        Select $S_{\text{cl}}$ (if exists) the closest solution to $S_c$
8:        Update weights of objectives in accordance with $S_c$ and $S_{\text{new}}$ partial dominance
9:      else
10:        Accept $S_{\text{new}}$ with certain probability
11:    end if
12:  until Equilibrium condition
13: end for
14: Decrease temperature $T$
15: until Cooling condition
16: return $M$

Algorithm 1: PSA procedure.

Current solution, thereby decreasing the weights of objectives according to which the closest solution is better than the current solution. The new weights combination will be used for the evaluation step in the next iteration as well as for the probabilistic acceptance. The PSA procedure is summarised in Algorithm 1.

PSA attempts to keep a kind of uniformity while improving the sample of generated solutions. That is, each sequence of improving solutions related to a certain solution from the starting sample should be moved away from the other sequences of improving solutions related to the other elements of the starting sample. This would hopefully suggest the sample cardinality conservation and thus allowing to control the number of the returned efficient solutions. Furthermore, the fact that PSA deals, at each temperature, with a sample of potential solutions, allows parallelisation. As shown in Figure 2, when PSA is parallel, all the sample elements are updated at the same time with the improving solutions of all parallel annealing sequences. Baños et al. [37] have investigated four alternative parallelisations of PSA in terms of quality of the solutions and execution time. Moreover, extensions to the fuzzy multiobjective combinatorial optimisation [38] and stochastic multiobjective combinatorial optimisation [39] have been addressed in the literature.

With the same idea of using a population of solutions as a starting archive, Li and Landa-Silva [40, 41] have proposed an adaptive evolutionary multiobjective approach combined with simulated annealing (EMOSA). It is a hybridisation of the multiobjective evolutionary algorithm based on decomposition (MOEA/D) proposed by Zhang and Li [42], and simulated annealing metaheuristic. The proposed method consists in considering a set of starting solutions that is assumed to be evenly spread and where each solution corresponds to an initial solution of a certain subproblem, that is, a problem corresponding to an aggregation objective function. Solutions evaluation is performed with respect to both weighted aggregation and Pareto dominance based on the concept of $\epsilon$-dominance introduced by Laumanns et al. [43]: the regular acceptance of candidate solutions is performed in accordance to the improvement of the corresponding aggregation function, while the update of the nondominated solutions archive is performed using the $\epsilon$-dominance. Besides, for each aggregation function, weights are adaptively modified at the lowest temperature in order to assure search diversify.

Suppapitnarm et al. [32] proposed an extension to a previous work conducted by Engrand [44] which consists in using a logarithmic composite objective function:

$$\sum_i \ln(E_i) = \ln \left( \prod_i E_i \right)$$ (5)

for a given number of objective functions $E_i$, and an acceptance probability formulation for a generated candidate
solution $S_c$ in reference to a given current solution $S_{cur}$ defined as follows:

$$P(\text{Accept } S_c) = \exp \left( -\frac{1}{T_i} \sum_i \ln \left( \frac{E_i(S_c)}{E_i(S_{cur})} \right) \right)$$  \hfill (6)

The lack of any weight assigned to objectives, in addition to the multiplicative scheme of the considered composite objective, would suggest that all objectives have the same magnitude. This implies an acceptance issue in both regular and probabilistic modes. Indeed, any weak dominating or incomparable solution is supposed to be accepted. However, the magnitude order of some objectives could affect the acceptance in a way that favours some objectives over others. Similarly, the probabilistic acceptance depends on the relative change of all the objectives, thereby influenced by the objectives with high magnitude order. Suppapitnarm et al. have proposed to not use any aggregation objective function for candidate solutions evaluation so that any decrease in any objective will systematically result in regular acceptance. As to the probabilistic acceptance, a probability rule that involves a temperature parameter for each objective function has been introduced as follows:

$$P(\text{Accept } S_c) = \prod_i \exp \left( -\frac{\Delta E_i}{T_i} \right) = \exp \left( \sum_i -\frac{\Delta E_i}{T_i} \right)$$  \hfill (7)

where $\Delta E_i$ is the energy variation of the objective function $E_i$ between the candidate and the current solution and $T_i$ is the current temperature assigned to $E_i$ which serves as weight for the objective. From this perspective, some objectives could be favoured independently of their magnitude order. The method enables a return to base strategy that consists in recommencing the search periodically from an archived nondominated solution. This strategy allows diversity in the exploration of the feasible domain. Besides and in order to allow intensification in less explored regions, Suppapitnarm et al. proposed to restart the search from the most isolated solution from the archive. An isolation measurement has been introduced in addition to a monitoring strategy for the rate at which the return to base could be activated.

### 3.4. Domination-Based MOSA Methods

In the above methods, the quality of solutions at hand is measured in accordance to the last accepted solution as a unique reference criteria. An alternative to this approach would consist in comparing generated solutions to the actual Pareto front as well. Yet, it is crucial to determine a certain performance indicator to characterise the closeness to the Pareto front. Thus, many performance indicators have been introduced in the literature that consist of either a certain distance to the Pareto front, or the ratio of the volume dominated by the resultant archive to that dominated by the Pareto front. Nevertheless, this approach is faced to the prevailing lack of advanced information about the actual Pareto front. Hence, algorithms performance is often investigated using test problems that are average computing cost optimisation problems with known properties. Discussions on and construction of test problems have been widely addressed in the literature within different contexts of multiobjective optimisation (e.g., [45–50]).

In concept, solutions are mainly configurations of decision variables; however, they could be considered as configurations of objective functions as well. This gives rise to two different, but equivalent, representations of the feasible domain. Figure 3 illustrates the correspondence between the two representations in the decision space, which is constituted by variables and, in the objective space, which is constituted by objective functions (Note that the dimension of the decision space and that of the objective space are not necessary the same.). Given a Pareto front $\mathcal{P}$ of a certain optimisation problem and an archive under evaluation $\mathcal{A}$, that are assumed, without loss of generality, to be finite, the distance between any solution $S_{\mathcal{A}}$ from $\mathcal{A}$ to $\mathcal{P}$, denoted $\text{dist}(S_{\mathcal{A}}, \mathcal{P})$, is measured in the objective space by a Euclidean distance based formula:

$$\text{dist} (S_{\mathcal{A}}, \mathcal{P}) = \min_{S_{\mathcal{P}} \in \mathcal{P}} d(S_{\mathcal{A}}, S_{\mathcal{P}})$$  \hfill (8)

where $d$ is the classical Euclidean distance. Yet, the naive formulation of the distance between $\mathcal{A}$ and $\mathcal{P}$

$$\text{dist} (\mathcal{A}, \mathcal{P}) = \min_{S_{\mathcal{A}} \in \mathcal{A}} \text{dist}(S_{\mathcal{A}}, \mathcal{P}) = \min_{S_{\mathcal{A}} \in \mathcal{A}, S_{\mathcal{P}} \in \mathcal{P}} d(S_{\mathcal{A}}, S_{\mathcal{P}})$$  \hfill (9)

returns the distance between the nearest pairs from $\mathcal{A}$ and $\mathcal{P}$, which does not reflect the closeness between the two sets as...
a matter of course; indeed, if only one solution is very close to the Pareto set, the distance would be lower providing a confusing closeness measurement. Therefore, a sophisticated distance formulation would consist in taking into account the distances between all pairs from $\mathcal{A}$ and $\mathcal{P}$ (either the considered optimisation problem is discrete or continuous; only a discrete sample of the actual Pareto front would be available, and yet a discrete approximating Pareto front would be solicited.). Accordingly, Smith [51] has proposed to use the median of the Euclidean distance between pairs from the two sets:

$$M(\mathcal{A}, \mathcal{P}) = \text{median}_{S_a \in A} \{ \text{dist}(S_a, \mathcal{P}) \}$$ (10)

Besides, two metrics that have been widely used in the literature are the generational distance [52], $G$, and the inverted generational distance [53], $IG$, that consist of the following:

$$G(\mathcal{A}, \mathcal{P}) = \frac{1}{|\mathcal{A}|} \sum_{S_a \in \mathcal{A}} \text{dist}^2(S_a, \mathcal{P})$$ (11)

$$IG(\mathcal{A}, \mathcal{P}) = \frac{1}{|\mathcal{P}|} \sum_{S_p \in \mathcal{P}} \text{dist}^2(S_p, \mathcal{A})$$ (12)

where $|\mathcal{A}|$ and $|\mathcal{P}|$ are the cardinality of $\mathcal{A}$ and $\mathcal{P}$ respectively.

Another example of metrics used in the literature is the distance of Hausdorff consisting of the following:

$$H(\mathcal{A}, \mathcal{P}) = \max \left\{ \sup_{S_a \in \mathcal{A}} \inf_{S_p \in \mathcal{P}} d(S_a, S_p), \sup_{S_p \in \mathcal{P}} \inf_{S_a \in \mathcal{A}} d(S_a, S_p) \right\}$$ (13)

that has been used in an extended version in the works of Schütze et al. [50] and Bogoya et al. [54].

It is straightforward that a multiobjective optimisation should result in a set that is sufficiently covering as well as efficiently close to the actual Pareto set. Deb et al. [55] proposed a spread metric parameter to characterise the covering. Yet, no performance indicator from the aforementioned has got the general approval as an efficient and accurate indicator for both closeness and spread measurement. Volume domination has been proposed in the literature [56–58] as a promising alternative towards efficient evaluation of the constructed archive.

Hypervolume is a useful metric for characterising the coverage of an archive as well as its closeness to the Pareto front. This metric, which dates back to the works of Zitzler and Thiele [58], consists in calculating in the objective space the size of the area covered by the archive elements. The considered optimisation problem would be reduced to maximising such measurement. Similarly, a certain ratio of the volume dominated by the resultant archive to that dominated by the Pareto front would be an alternative performance indicator. Smith [51] has considered the area dominated by the Pareto front and not dominated by the archive under evaluation. Figure 4 illustrates the conceptual areas delimited by the Pareto front and the archive. Of course, the domination is related to the acceptance rule (weak or strong). Yet, in practice, three areas can be differentiated, namely, the area dominated by both the available Pareto sample and the archive under evaluation (hatched grey zone), the area dominated by the Pareto sample only (hatched dark grey zone), and the unexplored area (grey zone).

Many MOSA methods have used one or more dominance-oriented performance indicators in order to provide an advanced metaheuristic. An early discussion has been conducted by Nam and Park [59] where six acceptance criteria have been suggested and evaluated. Besides, Smith et al. [60] have proposed a composite energy function based on domination as an alternative to the classical weighted combination of objective functions. While the latter approach allows a priori biasing guidance towards a certain region of the Pareto front, thereby making the algorithm sensitive to the weighting given to the competitive objective functions, the proposed approach aims at eschewing any limiting proposal on the feasible domain exploration in favour of dominance concept.

Sankararao and Yoo [61] proposed a robust multiobjective simulated annealing (rMOSA) with the aim to speed up the convergence process and to get a uniform Pareto set approximation. The method is developed with application to chemical engineering problems.

A domination-based method, called Archived Multiojective Simulated Annealing method (AMOSA), has been...
proposed [62] using a parameter called amount of domination. For a given number of objective functions \( E_i \) and considering an archived solution \( S_a \) and a candidate solution \( S_c \), the amount of domination between the two solutions is given by the following:

\[
\Delta \text{dom}(S_c, S_a) = \prod_{E_i(S_c) \neq E_i(S_a)} \frac{|E_i(S_c) - E_i(S_a)|}{R_i}
\]  

(14)

where \( R_i \) is the range of the \( i^{th} \) objective function. This domination amount represents a hypervolume for which each side in the Euclidean plane, constituted by certain two objective functions \( E_i \) and \( E_j \), is a rectangle delimited by the points \( S_a, (E_i(S_a), E_j(S_a)), S_c \), and \( (E_i(S_c), E_j(S_c)) \). At each iteration, AMOSA constructs a candidate solution from a current solution at hand that will undergo an evaluation in respect of the archive as well as the current solution—an average amount of domination \( \Delta \text{dom}_{avr} \) is computed in regard to either the solutions dominated by the candidate solution or those dominating it. Any candidate solution that is nondominated by the current solution or any other solution from the archive is accepted as current and added to the archive. Meanwhile, any dominated solution from the archive is removed. If the candidate solution is dominated by a certain number of solutions from the archive, the considered acceptance rule consists of the following:

\[
P(\text{Accept } S_c) = \frac{1}{1 + \exp\left(\Delta \text{dom}_{avr}(S_c) \times T\right)}
\]  

(15)

where \( T \) is the current value of the temperature parameter. If the candidate solution dominates the current solution (which does not necessary belong to the archive) while it is dominated by a certain number of archived solutions, a transition to an archived solution is performed with certain probability. Overall, the possible transitions consist in accepting the candidate solution, keeping the current solution, or moving to a solution from the archive. In order to decide on the resultant archive size, AMOSA defines two limiting parameters called hard limit and soft limit. The archive size is allowed to increase up to the soft limit, after which the number of solutions is reduced to the hard limit by means of a certain clustering process.

Suman et al. [63] have presented an extension of AMOSA method on the basis of the orthogonal experiment design (OED), called Orthogonal Simulated Annealing (OSA). The main contribution of this method lies in the use of the OED for guiding the selection of good neighbouring solutions, by means of an orthogonal table and a fractional factorial analysis. OED aims at allowing effective search while reducing computational cost. Figure 5 presents the OSA method flowchart. The equilibrium condition is set to impose an upper bound on the number of iterations that should be performed for the same current solution at each temperature level.

On the basis of AMOSA method, Sengupta and Saha [64] proposed a reference point based many-objective simulated annealing algorithm, referred to as RSA. Rather than moving from one solution to a neighbouring one, the work introduced the archive-to-archive concept that consists in moving from an archive of solutions to another one. The idea is analogous to the use of population of solutions in genetic algorithms. The method involves in addition a switching strategy, called mutation switching, which consists in periodically switching between different mutation techniques. Besides, the method uses the reference point based clustering algorithm in order to get a uniform spread of the returned archive.

Due to its computational efficiency and simplicity, simulated annealing has been widely used to solve multiobjective optimisation problems, as well as mono-objective ones, in various fields including clustering [65–67], jobshop problems [68], and scheduling [69]. Besides, genetic algorithms and particle swarm optimisation methods have received much attention in the recent years, and many commercial solvers permit simple implementation of such methods. Accordingly, few hybridisations of multiobjective simulated annealing with one of the aforementioned metaheuristics have been introduced in the literature [70, 71] in addition to many applications in supply chain [72, 73], distribution networks [74, 75], facility layout design [76, 77], design optimisation[66], and scheduling [69, 78–80].

4. Summary and Concluding Remarks

Simulated annealing is a metaheuristic belonging to the local search methods family. It guarantees gradual convergence to a near-optimal solution and provides the ability of escaping local optima and being memoryless. Due to its adaptability to many combinatorial and continuous optimisation problems, a wide range of adaptations have hitherto emerged. Such a success has motivated an extension of the simulated annealing meta-heuristic to the multiobjective optimisation context that consists in approximating the optimal solutions set by means of an archive that holds the nondominated solutions found while exploring the feasible domain. Accordingly, many variants of multiobjective simulated annealing have been introduced in the literature. Nevertheless, the following remarks are observed:

(i) Compared to other metaheuristics, simulated annealing is a powerful tool for many applications due to its asymptotic convergence. However, the algorithm process is rather slow especially for some cooling schemes and using another heuristic seems to give better result for problems with few optima.

(ii) The use of an archive within a sequential storage process has emerged in almost all Pareto optimisation including swarm optimisation and evolutionary algorithms (e.g., [81, 82]). The process involves an updating mechanism that becomes restrictive when the nondominated solutions number gets larger. A discussion has been conducted on the use of archive regarding the performance of metaheuristics in Pareto optimisation [83].

(iii) Controlling the number of returned solutions keeps challenging in multiobjective simulated annealing.
Generally, all metaheuristics involving an archive to represent an approximation of the actual Pareto solutions set should strive for this archive to be bounded and of limited size [84]. Yet, it may be difficult to decide on the archive cardinality in practice, and the same metaheuristic may lead to a very concise archive for a certain problem occurrence and to a very large one for others. Knowles and Corne [84] have addressed a theoretical study of metaheuristics archiving, as a sequential storage process, leading to the no significant performance of any proposed approach, so far, to control the archive size. Nevertheless, Gaspar-Cunha et al. [85] have proposed a solution clustering mechanism with the aim to reduce the returned near-Pareto front when it is of large size.
(iv) Tuning simulated annealing parameters is challenging in both single and multiple criteria optimisation. As a wise choice of parameters would result on fairly representative approximation of the Pareto-optimal solutions set, many works [86–88] have required preliminary experiments. Yet, experiments would require some knowledge on the actual Pareto front in terms of range or cardinality, which is not often the case. The situation becomes more problematic if the experiments would involve comparison with other metaheuristics.
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