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The effectiveness of Simulation Program with Integrated Circuit Emphasis (SPICE) in calculating probabilities, reliability, steady-state availability and mean-time to failure of redundant systems with non-repairable units and common-cause failures described by Markov models is demonstrated. General equations and procedure for constructing the equivalent circuit for N parallel units are presented. Results obtained, for N = 1, 2, 3, using SPICE are compared with previously published results obtained using the Laplace transform method. Full SPICE listings are included.
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I. INTRODUCTION

In practice most component failures are hardly statistically independent. Thus, common-cause failure, where a single failure event can propagate and cause failure of more than one unit in the system, has attracted the attention of many investigators in the area of system reliability and availability [1–8]. There are several reasons which can lead to common cause failures [5]. Whether it is for predicting the
behavior of new designs or studying possible changes to existing ones, models of systems with common-cause failures are essential tools for their investigation. Of particular interest here is the Markov analysis technique which is widely used for calculating the reliability and availability of a redundant system with non-repairable units.

Figure 1 shows the state space diagram of a non-repairable $N$ identical unit parallel system with one identical warm standby [2]. As long as one unit is operating normally, the system is considered in an up-state. Figure 1 is obtained on the assumption that common-cause and hardware failures are statistically independent, all failure rates are constant and a common-cause failure can occur from any of the $N+1$ up states of the system. Also, it is assumed that the switching mechanism of the standby is automatic and instantaneous and the standby may fail in its standby mode, in addition to failure in its switching mechanism [1]. The state transition equations associated with the system represented by the state space diagram of Figure 1 can be represented by [1]

$$\frac{dP_0(t)}{dt} = \mu_2 P_2(t) - (N\lambda_1 + \lambda_2 + \lambda_{e0})P_0(t)$$

(1)

FIGURE 1 State-space diagram of a redundant system comprising $N$ parallel identical units, a warm standby and common-cause failures. $P_0$: $N$ units up and one standby; $P_1$: $N$ units up and one unit fails; $P_2$: $N$ units up and standby fails; $P_3$: $N - 1$ units up and two units fail; $P_4$: $N - 2$ units up and three units fail; $P_{N+1}$: One unit up and $N+1$ units fail; $P_{N+2}$: System fails; $P_{N+3}$: System fails due to common-cause failure; $\lambda_1$: Constant failure rate of a unit; $\lambda_2$: Constant failure rate of switching mechanism and/or standby itself; $\lambda_{e0}$: Constant common-cause failure rate from system up-state $n = 0, 1, \ldots, N+1$; $\mu_2$: Repairability rate of the warm standby and/or switching mechanism.
\[
\frac{dP_1(t)}{dt} = N\lambda_1 P_0(t) - (N\lambda_1 + \lambda_{c1})P_1(t) \tag{2}
\]

\[
\frac{dP_2(t)}{dt} = \lambda_2 P_0(t) - (N\lambda_1 + \mu_2 + \lambda_{c2})P_2(t) \tag{3}
\]

\[
\frac{dP_3(t)}{dt} = N\lambda_1 P_1(t) + N\lambda_1 P_2(t) - ((N-1)\lambda_1 + \lambda_{c3})P_3(t) \tag{4}
\]

\[
\frac{dP_4(t)}{dt} = (N-1)\lambda_1 P_3(t) - ((N-2)\lambda_1 + \lambda_{c4})P_4(t) \tag{5}
\]

\[
\frac{dP_5(t)}{dt} = (N-2)\lambda_1 P_4(t) - ((N-3)\lambda_1 + \lambda_{c5})P_5(t) \tag{6}
\]

\[
\frac{dP_N(t)}{dt} = 3\lambda_1 P_{N-1}(t) - (2\lambda_1 + \lambda_{cN})P_N(t) \tag{7}
\]

\[
\frac{dP_{N+1}(t)}{dt} = 2\lambda_2 P_N(t) - (\lambda_1 + \lambda_{cN+1})P_{N+1}(t) \tag{8}
\]

\[
\frac{dP_{N+2}(t)}{dt} = \lambda_1 P_{N+2}(t) \tag{9}
\]

\[
\frac{dP_{N+3}(t)}{dt} = \lambda_{c0} P_0(t) + \lambda_{c1} P_1(t) + \lambda_{c2} P_2(t) + \cdots + \lambda_{cN+3} P_{N+3}(t) \tag{10}
\]

where \(\frac{dP_n(t)}{dt}\) represents the differentiation of the \(n\)th-state probability \(P_n(t)\), at time \(t = 0\), \(P_0(0) = 1\) and \(P_k(0) = 0\), for \(k = 1, 2, 3, \ldots, N+3\). Equations (1)–(10) can be solved using the Laplace transform method [1–5], yielding expressions for the probability, \(P_n(t)\), that the overall system under consideration is in state \(n\) at time \(t\) for \(n = 0, 1, \ldots, N+3\). Alternatively, the steady state probabilities, \(P_n\), \(n = 0, 1, \ldots, N+3\) can be obtained by setting the derivatives with respect to time, of Eqs. (1)–(10), equal to zero and using the relationship

\[
\sum_{n=0}^{N+3} P_n(t) = 1 \tag{11}
\]

to solve the resulting \(N+4\) algebraic equations. While these approaches are attractive for relatively simple systems, it is virtually impossible to obtain a general time dependent expressions for the
probabilities of more complicated systems with large values of \( N \). Moreover, in some cases recourse to numerical methods may be inevitable in order to solve high order algebraic equations before obtaining the Laplace transforms of the different probabilities.

On the other hand, the Simulation Program with Integrated Circuit Emphasis (SPICE) is a general-purpose program which can be used for d.c., transient and a.c. analysis. Although it was initially developed for integrated circuit analysis, it is now widely used for many non-integrated circuit applications [9–11]. Recently, the use of SPICE capabilities in studying the behavior of multi-state systems described by Markov models was investigated [12]. The equivalent circuits used and the results obtained for the steady-state probabilities of four-state and five-state models prove that SPICE circuit simulation program is a useful tool for studying the behavior of multi-state systems described by the Markov models.

The major intention of this paper is to present equivalent circuits for studying the behavior of the general non-repairable \( N \) identical unit parallel system with one identical warm standby described by Figure and Eqs. (1)–(10). Using the proposed equivalent circuits, reliability and availability analysis of these systems can be easily performed using SPICE. From the SPICE output file the following can be obtained:

1. The probability, \( P_n(t) \), that the system is in state \( n \) at time \( t \).
2. The system reliability, \( R(t) \), that is the probability that the system is in an up state.
3. The system steady state availability, \( AV_{ss} \), that is the long term probability that the system is in an up state.
4. The system mean time to failure (MTTF).

II. PROPOSED MODEL

According to [12], an appropriate source for the model must be identified and this source-state is recommended to be the equation having the larger number of terms. The source equation is replaced by Eq. (11). It is worth mentioning that, the choice of a particular equation as the source is not critical and any of the state Eqs. (1)–(10)
can be assigned as the source-state. In the present analysis the source
equation is taken as Eq. (1). After replacing Eq. (1) by Eq. (11),
performing the necessary modifications and rearrangements, Eqs.
(1)–(10), can be rewritten as

\[
P_0(t) = 1 - P_1(t) - P_2(t) - \cdots - P_{N+3}(t)
\]  

(12)

\[
P_1(t) = \alpha_1 - \alpha_1 P_2(t) - \cdots - \alpha_1 P_{N+3}(t) - \frac{\alpha_1}{N\lambda_1} \frac{dP_1(t)}{dt}
\]  

(13)

\[
P_2(t) = \alpha_2 - \alpha_2 P_1(t) - \alpha_2 P_3(t) - \cdots - \alpha_2 P_{N+3}(t) - \frac{\alpha_2}{\lambda_2} \frac{dP_2(t)}{dt}
\]  

(14)

\[
P_3(t) = \alpha_3 P_1(t) + \alpha_3 P_2(t) - \frac{\alpha_3}{N\lambda_1} \frac{dP_3(t)}{dt}
\]  

(15)

\[
P_4(t) = \alpha_4 P_3(t) - \frac{\alpha_4}{(N-1)\lambda_1} \frac{dP_4(t)}{dt}
\]  

(16)

\[
P_5(t) = \alpha_5 P_4(t) - \frac{\alpha_5}{(N-2)\lambda_1} \frac{dP_5(t)}{dt}
\]  

(17)

\[
P_{N}(t) = \alpha_N P_{N-1}(t) - \frac{\alpha_N}{3\lambda_1} \frac{dP_N(t)}{dt}
\]  

(18)

\[
P_{N+1}(t) = \alpha_{N+1} P_N(t) - \frac{\alpha_{N+1}}{2\lambda_1} \frac{dP_{N+1}(t)}{dt}
\]  

(19)

\[
P_{N+2}(t) = \lambda_1 \int_0^\infty P_{N+1}(t) dt
\]  

(20)

\[
P_{N+3}(t) = 1 + \left( \frac{\lambda_{N+1}}{\lambda_0} - 1 \right) P_1(t) + \left( \frac{\lambda_{N+2}}{\lambda_0} - 1 \right) P_2(t) + \left( \frac{\lambda_{N+3}}{\lambda_0} - 1 \right) P_3(t) + \cdots + \left( \frac{\lambda_{N+N}}{\lambda_0} - 1 \right) P_{N+1}(t) + P_{N+2}(t) - \frac{dP_{N+3}(t)}{dt}
\]  

(21)
where

\[ \alpha_1 = \frac{N\lambda_1}{2N\lambda_1 + \lambda_{c1}} \]

\[ \alpha_2 = \frac{\lambda_2}{N\lambda_1 + \lambda_{c2} + \lambda_2 + \mu_2} \]

\[ \alpha_3 = \frac{N\lambda_1}{(N-1)\lambda_1 + \lambda_{c3}} \]

\[ \alpha_4 = \frac{(N-1)\lambda_1}{(N-2)\lambda_1 + \lambda_{c4}} \]

\[ \alpha_5 = \frac{(N-2)\lambda_1}{(N-3)\lambda_1 + \lambda_{c5}} \]

\[ \alpha_N = \frac{3\lambda_1}{2\lambda_1 + \lambda_{c4}} \]

\[ \alpha_{N+1} = \frac{2\lambda_1}{\lambda_1 + \lambda_{cN+1}}. \]

The electrical equivalent circuit of Eqs. (13)–(21) can be constructed using the subcircuit shown in Figure 2. In the subcircuit, the current is the analog of \( P_n(t) \), the voltage across the inductor is the

![Figure 2](image-url)

FIGURE 2 Subcircuit used to construct the equivalent circuit of Eqs. (13)–(21) for \( n = 0, 1, \ldots, N+3 \).
analog of the derivative with respect to time, \( (dP_n(t)/dt) \), the voltage across the capacitor is the analog of the integration with respect to time, \( \int_0^\infty P_n(t)\,dt \), and the voltage-controlled current source (VCCS), \( G_n, \, n = 0, 1, \ldots, N + 3 \), represent the right-hand sides of Eqs. (13)–(21). The resistor, \( R \), in parallel with the capacitor prevent floating node to satisfy PSPICE rules. This resistor is too large to avoid any significant effect on the circuit dynamics. The polynomial feature of SPICE will be used to represent these VCCSs [12]. In the SPICE input file of the circuit of Figure 1, the initial conditions of \( P_n(t), \, n = 0, 1, \ldots, N + 3 \) are realized by the Initial Condition (IC) option, the transient analysis option (TRAN) will be used to perform the transient analysis of the circuit of Figure 1 and the SPICE output file will contain the probabilities \( P_n(t), \, n = 0, 1, \ldots, N + 3 \) as a function of time.

Using the probabilities \( P_n(t), \, n = 0, 1, \ldots, N \), the system reliability can be calculated using Eq. (22).

\[
R_s(t) = \sum_{n=0}^{M} P_n(t)
\]

where \( M < N + 3 \) is the number of states with the system up. The electrical equivalent circuit of Eq. (22) is shown in Figure 3. In the circuit the current is the analog of the system reliability \( R_s(t) \) and the VCCS, \( G_R \), represents the right hand-side of Eq. (22).

The steady-state availability, defined as the long term probability

![FIGURE 3 Electrical equivalent circuit of Eq. (22) used to calculate the system reliability.](image-url)
that the system is in the up state, can be expressed as

\[ AV_{ss} = \sum_{n=0}^{M} P_n(\infty) \]  

(23)

where \( M < N \) is the number of states with the system up. Thus, the steady-state system availability can be obtained directly from the SPICE output file.

The system mean-time to failure can be expressed as

\[ MTTF = \int_{0}^{\infty} R_s(t)dt \]  

(24)

The electrical equivalent circuit of Eq. (24) is shown in Figure 4. In the circuit the voltage across the capacitor is the analog of the system MTTF.

III. EXAMPLES

The circuits of Figures 2–4 can be used for obtaining the probabilities \( P_n(t), \ n = 0, 1, \ldots, N + 3 \), the reliability \( R_s(t) \), the steady-state availability \( AV_{ss} \) and the MTTF of any system described by a set of state transition equations. To illustrate the validity of this approach, two special cases will be considered.
Case 1 \( N=1 \) and \( \mu_2 = 0 \). Using Eqs. (1)–(10) and Figure 1, the state transition equations of this case can be written as (Dhillon and Anude, 1993):

\[
\frac{dP_0(t)}{dt} = -(\lambda_1 + \lambda_2 + \lambda_c)P_0(t)
\]

(25)

\[
\frac{dP_1(t)}{dt} = \lambda_1 P_0(t) - (\lambda_1 + \lambda_c)P_1(t)
\]

(26)

\[
\frac{dP_2(t)}{dt} = \lambda_2 P_0(t) - (\lambda_1 + \lambda_c)P_2(t)
\]

(27)

\[
\frac{dP_3(t)}{dt} = \lambda_1 P_1(t) + \lambda_1 P_2(t)
\]

(28)

and

\[
\frac{dP_4(t)}{dt} = \lambda_c P_0(t) + \lambda_1 P_1(t) + \lambda_2 P_2(t).
\]

(29)

Solving Eqs. (25)–(29) with the aid of Laplace transforms yields the state probabilities. However, this approach is deeply involved in a sea of algebra [2]. Following the procedure described in the previous section, assuming that Eq. (25) is the source equation, Eqs. (25)–(29) can be rewritten as

\[
P_0(t) = 1 - P_1(t) - P_2(t) - P_3(t) - P_4(t)
\]

(30)

\[
P_1(t) = \alpha_1(1 - P_2(t) - P_3(t) - P_4(t)) - \frac{\alpha_1}{\lambda_1} \frac{dP_1(t)}{dt}
\]

(31)

\[
P_2(t) = \alpha_2(1 - P_1(t) - P_3(t) - P_4(t)) - \frac{\alpha_2}{\lambda_2} \frac{dP_2(t)}{dt}
\]

(32)

\[
P_3(t) = \lambda_1 \int_0^\infty P_1(t)dt + \lambda_1 \int_0^\infty P_2(t)dt
\]

(33)

and

\[
P_4(t) = \lambda_1 \int_0^\infty P_1(t)dt + \lambda_2 \int_0^\infty P_2(t)dt
\]

(34a)
or

\[ P_4(t) = 1 + \frac{\lambda_1 - \lambda_{c0}}{\lambda_{c0}} P_1(t) + \frac{\lambda_2 - \lambda_{c0}}{\lambda_{c0}} P_2(t) - P_3(t) - \frac{1}{\lambda_{c0}} \frac{dP_4(t)}{dt} \]  

(34b)

where

\[ \alpha_1 = \frac{\lambda_1}{2\lambda_1 + \lambda_{c1}} \]

and

\[ \alpha_2 = \frac{\lambda_2}{\lambda_1 + \lambda_2 + \lambda_{c2}}. \]

Equation (34a) is valid for \( \lambda_{c0} = 0 \) and Eq. (34b) is valid for \( \lambda_{c0} \neq 0 \).

Under the following conditions, \( \lambda_1 = 0.0004, \lambda_2 = 0.0001, \lambda_{c1} = \lambda_{c2} = 0.0003 \), then \( \alpha_1 = 0.363636, \alpha_2 = 0.125, (\alpha_1/\lambda_1) = 909.09075 \), \( (\alpha_2/\lambda_2) = 1250.0 \), and Eqs. (30)–(34) be reduced to

\[ P_0(t) = 1 - P_1(t) - P_2(t) - P_3(t) - P_4(t) \]  

(35)

\[ P_1(t) = 0.363636(1 - P_2(t) - P_3(t) - P_4(t)) - 909.09075 \frac{dP_1(t)}{dt} \]  

(36)

\[ P_2(t) = 0.125(1 - P_1(t) - P_3(t) - P_4(t)) - 1250.0 \frac{dP_2(t)}{dt} \]  

(37)

\[ P_3(t) = 0.0004 \int_0^\infty P_1(t)dt + 0.0004 \int_0^\infty P_2(t)dt \]  

(38)

and

\[ P_4(t) = 0.0003 \int_0^\infty P_1(t)dt + 0.0003 \int_0^\infty P_2(t)dt \]  

(39a)

or

\[ P_4(t) = 1.0 + 29.0P_1(t) + 29.0P_2(t) - P_3(t) - 100000.0 \frac{dP_4(t)}{dt}. \]  

(39b)

Equation (39a) is valid for \( \lambda_{c0} = 0 \) and Eq. (39b) is valid for \( \lambda_{c0} = 0.00001 \).
The equivalent circuit of Eqs. (35)-(39b) is shown in Figure 5 and its SPICE input file is shown in Figure 6 where the initial conditions \( P_n(0) = 0, n = 1, 2, 3, 4 \) are set to zero. The transient results of Figure 7 show the state probabilities \( P_n(t) = 0, n = 0, 1, \ldots, 4 \) and the system reliability. Table I shows the MTTF for different values of \( \lambda_0 \) and \( \mu_2 = 0.0006 \). Also shown in Table I are the results obtained using the Laplace transform method (Eqs. (45) and (46) of [2]). From Table I

![Figure 5: Electrical equivalent circuit of Eqs. (25)-(39b) used to calculate probabilities, system reliability and MTTF of Case 1 with \( N = 1, \mu_2 = 0.0, \lambda_0 = 0.00001 \).](image)

![Figure 6: SPICE input file for the circuit of Figure 5 corresponding to the state transition diagram of Case 1 with \( N = 1, \mu_2 = 0.0, \lambda_0 = 0.00001 \).](image)
FIGURE 7  (a) Probabilities $P_n(t)$, $n = 0, 1, \ldots, 4$; (b) System reliability $R_d(t)$ of Case 1.
FIGURE 7 (Continued).
TABLE I  MTTF of Case 1 with $N=1$, $\lambda_1=0.0004$, $\lambda_2=0.0001$ and $\lambda_{c1}=\lambda_{c2}=0.0003$

<table>
<thead>
<tr>
<th>$\lambda_{c0}$</th>
<th>$\mu_2=0.0$</th>
<th>$\mu_2=0.0006$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SPICE simulation</td>
<td>Laplace transform method</td>
</tr>
<tr>
<td>0.0000</td>
<td>3429</td>
<td>3428.6</td>
</tr>
<tr>
<td>0.00001</td>
<td>3361</td>
<td>3361.3</td>
</tr>
<tr>
<td>0.00002</td>
<td>3296</td>
<td>3296.7</td>
</tr>
<tr>
<td>0.00003</td>
<td>3234</td>
<td>3234.5</td>
</tr>
<tr>
<td>0.00004</td>
<td>3174</td>
<td>3174.6</td>
</tr>
<tr>
<td>0.00005</td>
<td>3117</td>
<td>3116.9</td>
</tr>
</tbody>
</table>

*Dhillon and Anude (1993).*

It can be seen that the results obtained using SPICE simulation are in excellent agreement with the results obtained using the Laplace transform method.

**Case 2 $N=2$ and $\mu_2=0$.** Using Eqs. (1)-(10) and Figure 1, the state transition equations of this case can be written as [2]:

$$\frac{dP_0(t)}{dt} = -(2\lambda_1 + \lambda_2 + \lambda_{c0})P_0(t)$$  \hspace{1cm} (40)

$$\frac{dP_1(t)}{dt} = 2\lambda_1P_0(t) - (2\lambda_1 + \lambda_{c1})P_1(t)$$  \hspace{1cm} (41)

$$\frac{dP_2(t)}{dt} = \lambda_2P_0(t) - (2\lambda_1 + \lambda_{c2})P_2(t)$$  \hspace{1cm} (42)

$$\frac{dP_3(t)}{dt} = 2\lambda_1P_1(t) + 2\lambda_1P_3(t) - (\lambda_1 + \lambda_{c3})P_3(t)$$  \hspace{1cm} (43)

$$\frac{dP_4(t)}{dt} = \lambda_1P_3(t)$$  \hspace{1cm} (44)

and

$$\frac{dP_5(t)}{dt} = \lambda_{c0}P_0(t) + \lambda_{c1}P_1(t) + \lambda_{c2}P_2(t) + \lambda_{c3}P_3(t).$$  \hspace{1cm} (45)
Following the procedure described in the previous section, assuming that Eq. (40) is the source equation, Eqs. (40)–(45) can be rewritten as

\[
P_0(t) = 1 - P_1(t) - P_2(t) - P_3(t) - P_4(t) - P_5(t) \quad (46)
\]

\[
P_1(t) = \alpha_1(1 - P_2(t) - P_3(t) - P_4(t) - P_5(t)) - \frac{\alpha_1}{2\lambda_1} \frac{dP_1(t)}{dt} \quad (47)
\]

\[
P_2(t) = \alpha_2(1 - P_1(t) - P_3(t) - P_4(t) - P_5(t)) - \frac{\alpha_2}{\lambda_2} \frac{dP_2(t)}{dt} \quad (48)
\]

\[
P_3(t) = \alpha_3(P_1(t) + P_2(t)) - \frac{\alpha_3}{2\lambda_1} \frac{dP_3(t)}{dt} \quad (49)
\]

\[
P_4(t) = \lambda_1 \int_0^\infty P_3(t)dt \quad (50)
\]

\[
P_5(t) = \lambda_{c0} \int_0^\infty P_1(t)dt + \lambda_{c2} \int_0^\infty P_2(t)dt + \lambda_{c3} \int_0^\infty P_3(t)dt \quad (51a)
\]

or

\[
P_5(t) = 1 + \frac{\lambda_{c1} - \lambda_{c0}}{\lambda_{c0}} P_1(t) + \frac{\lambda_{c2} - \lambda_{c0}}{\lambda_{c0}} P_2(t) + \frac{\lambda_{c3} - \lambda_{c0}}{\lambda_{c0}} P_3(t) - P_4(t) - \frac{1}{\lambda_{c0}} \frac{dP_5(t)}{dt} \quad (51b)
\]

where

\[
\alpha_1 = \frac{2\lambda_1}{4\lambda_1 + \lambda_{c1}}
\]

\[
\alpha_2 = \frac{\lambda_2}{2\lambda_1 + \lambda_2 + \lambda_{c2}}
\]

and

\[
\alpha_3 = \frac{2\lambda_1}{\lambda_1 + \lambda_{c3}}.
\]

Equation (51a) is valid for \( \lambda_{c0} = 0.0 \) and Eq. (51b) is valid for \( \lambda_{c0} \neq 0.0 \).
Under the following conditions, \( \lambda_1 = 0.0004, \lambda_2 = 0.0001, \lambda_{c1} = \lambda_{c2} = \lambda_{c3} = 0.0003 \), then \( \alpha_1 = 0.4210526, \alpha_2 = 0.08333333, \alpha_3 = 1.1428571, (\alpha_1/2\lambda_1) = 526.31575, (\alpha_2/\lambda_2) = 833.3333, (\alpha_3/2\lambda_{c3}) = 1428.5713 \) and Eqs. (46)–(51) reduce to

\[
P_0(t) = 1 - P_1(t) - P_2(t) - P_3(t) - P_4(t) \tag{52}
\]

\[
\begin{align*}
P_1(t) &= 0.4210526(1 - P_2(t) - P_3(t) - P_4(t) - P_5(t)) \\
&- 526.31575 \frac{dP_1(t)}{dt} \tag{53}
\end{align*}
\]

\[
\begin{align*}
P_2(t) &= 0.08333333(1 - P_1(t) - P_3(t) - P_4(t) - P_5(t)) \\
&- 833.3333 \frac{dP_2(t)}{dt} \tag{54}
\end{align*}
\]

\[
\begin{align*}
P_3(t) &= 1.1428571(P_1(t) + P_2(t)) - 1428.5713 \frac{dP_3(t)}{dt} \tag{55}
\end{align*}
\]

\[
P_4(t) = 0.0004 \int_0^\infty P_3(t) dt \tag{56}
\]

and

\[
P_5(t) = 0.0003 \left( \int_0^\infty P_1(t) dt + \int_0^\infty P_2(t) dt + \int_0^\infty P_3(t) dt \right) \tag{57a}
\]

\[
\text{or}
\]

\[
P_4(t) = 1.0 + 29.0P_1(t) + 29.0P_2(t) + 29.0P_3(t) - P_4(t) - 100000.0 \frac{dP_5(t)}{dt} \tag{57b}
\]

Equation (57a) is valid for \( \lambda_{c0} = 0 \) and Eq. (57b) is valid for \( \lambda_{c0} = 0.00001 \).

The equivalent circuit of Eqs. (52)–(57b) is shown in Figure 8 and its SPICE input file is shown in Figure 9 where the initial conditions \( P_n(0) = 0, n = 1, 2, \ldots, 5 \) are set to zero. The transient results of Figure 10 shows the state probabilities \( P_n(t) = 0, n = 0, 1, \ldots, 5 \) and the system reliability. Table II shows the MTTF for different values of \( \lambda_{c0} \) and \( \mu_2 = 0.0006 \). Also shown in Table II are the results obtained
FIGURE 8   Electrical equivalent circuit of Eqs. (25)-(39b) used to calculate probabilities, system reliability and MTTF of Case 2 with N = 2, μ₂ = 0.0, λ₀ = 0.00001.

FIGURE 9   SPICE input file of the circuit of Figure 8 corresponding to the state transition diagram of Case 2 with N = 2, μ₂ = 0.0, λ₀ = 0.00001.
FIGURE 10  (a) Probabilities $P_n(t)$, $n = 0, 1, \ldots, 5$; (b) System reliability $R(t)$ of Case 2.
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TABLE II MTTF of Case 2 with \( N=2, \lambda_1=0.0004, \lambda_2=0.0001 \) and \( \lambda_3=0.0003 \)

<table>
<thead>
<tr>
<th>( \lambda_0 )</th>
<th>( \mu_2=0.0 )</th>
<th>( \mu_2=0.0006 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Laplace transform method</td>
<td>SPICE simulation</td>
</tr>
<tr>
<td>0.0000</td>
<td>3059</td>
<td>3059.2</td>
</tr>
<tr>
<td>0.00001</td>
<td>3025</td>
<td>3025.5</td>
</tr>
<tr>
<td>0.00002</td>
<td>2992</td>
<td>2992.7</td>
</tr>
<tr>
<td>0.00003</td>
<td>2960</td>
<td>2960.5</td>
</tr>
<tr>
<td>0.00004</td>
<td>2929</td>
<td>2929.0</td>
</tr>
<tr>
<td>0.00005</td>
<td>2898</td>
<td>2898.0</td>
</tr>
</tbody>
</table>

* Dhillon and Anude (1993).

using the Laplace transform method (Eqs. (45) and (46) of [2]). From Table II it can be seen that the results obtained using SPICE simulation are in excellent agreement with the results obtained using the Laplace transform method.

IV. CONCLUSION

It is evident, from the analysis presented and the examples considered in this paper, that SPICE circuit simulation program is an effective tool for calculating the time dependent probabilities, the system reliability, the system steady-state availability and the mean-time to failure of redundant systems with non-repairable units and common-cause failures. Especially for complicated systems with large number of parallel units, the use of SPICE is highly recommended as it saves time and avoids involvement in a sea of algebra or the possible recourse to numerical solution of high order algebraic equations.
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