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We report an automated diagnostic test that uses the NMR spectrum of a single spot urine sample to accurately distinguish patients who require a colonoscopy from those who do not. Moreover, our approach can be adjusted to tradeoff between sensitivity and specificity. We developed our system using a group of 988 patients (633 normal and 355 who required colonoscopy) who were all at average or above-average risk for developing colorectal cancer. We obtained a metabolic profile of each subject, based on the urine samples collected from these subjects, analyzed via $^1$H-NMR and quantified using targeted profiling. Each subject then underwent a colonoscopy, the gold standard to determine whether he/she actually had an adenomatous polyp, a precursor to colorectal cancer. The metabolic profiles, colonoscopy outcomes, and medical histories were then analysed using machine learning to create a classifier that could predict whether a future patient requires a colonoscopy. Our empirical studies show that this classifier has a sensitivity of 64% and a specificity of 65% and, unlike the current faecal tests, allows the administrators of the test to adjust the tradeoff between the two.

1. Introduction

Colorectal cancer (CRC) is a major public health concern as it is globally ranked as the third most frequent form of cancer with the age standardized incidence rate of 20.4 per 100,000 population and represents almost 8% of all deaths due to cancer [1]. It is the third leading cause of cancer-related deaths in the Western world [2]. In 2010, the National Cancer Institute estimated that there were 102,900 new cases of colon cancer, 39,670 new cases of rectal cancer, and 51,370 deaths from colon or rectal cancer in the United States [3]. In 2011, the Canadian Cancer Society estimated that 22,200 Canadians were diagnosed with CRC, which was the cause of death in 8,900 cases [4]. CRC is largely preventable through population-based and individual-based screening programs that aim to detect adenomatous polyps, the precursor to CRC. Currently, noninvasive, faecal-based testing forms the foundation of screening programs to determine which individuals should receive a colonoscopy [5], the definitive test for identifying and removing adenomatous polyps. Unfortunately, relatively few individuals complete the standard faecal-based testing, including those known to be at above-average risk for CRC [6].

Polyps in the colon are precursors to CRC, which, if detected through screening programs and removed at the precancerous stage, can help prevent CRC from developing. There are, however, several factors that limit the effectiveness of the faecal-based testing methods as screening tests. The first is low patient compliance and uptake of any faecal-based diagnostic test. Second the faecal-based diagnostic tests have low sensitivity. The guaiac-based faecal test, which tests for hemoglobin, has a sensitivity of approximately 3% for detecting any adenoma [7] and 10–30% for detecting advanced (>10 mm) adenomatous polyps [8, 9]. Newer faecal immunochemical tests, which use antibodies to globin, have reported sensitivities of 13–26% for any adenomatous polyps [7] and 20–67% for advanced adenomatous polyps [10]. Third, the interpretation of these faecal-based tests is subjective as the result is a colorimetric change, which means it can
be difficult to determine whether the test is truly positive or not.

Colonoscopy is the gold standard for identifying both CRC and polyps. In an ideal world, every at-risk subject would receive a colonoscopy, since the cost of a colonoscopy (∼CDN $1,000) is significantly lower for the health industry than the expected cost of treating the possible colon cancer (∼CDN $20,000) [11]. However, the cost of colonoscopy and its associated morbidity and mortality precludes it as a cost effective population-based screening test. An accurate, patient compliant and inexpensive “Colonoscopy Predictor” (i.e., a test that can accurately predict whether a patient has an adenomatous polyp and so should receive a colonoscopy) would serve as the ideal population-based screening test.

Metabolomics is a relatively new field of study, which focuses on small molecule metabolites. There are over 6,500 metabolites in the human body (and as many as 40,000) [12], whose concentrations provide a snapshot of a person’s current state of health. While genomics can suggest what may develop in a particular person, a metabolomic profile provides an “up-to-the-minute” description, since these metabolite concentrations vary quickly as changes occur in the body. We used targeted-profiling metabolomics [13, 14] to obtain metabolic profiles from spot urine samples [15, 16], along with answers to clinical questions, to accurately discriminate which patients are at a greater risk of colonic polyps or colon cancer.

We hypothesized that metabolites found in urine would be indicative of colorectal cancer and its precursor adenomatous polyp and thus can be used as a population-based screening test to determine who would require a colonoscopy to remove these polyps. The aim of this study therefore was to determine whether we could learn a classifier that used the urine concentration of various metabolites, as well as answers to clinical questions, to accurately discriminate between subjects that have a polyp and in hindsight required a colonoscopy (as s/he had polyps or CRC), or not. We applied machine-learning techniques to create a classifier from the data sample of historical subjects (whose “need colonoscopy” status was known) and compared its accuracy, on novel patients, with fecal-based tests.

### 2. Materials and Methods

#### 2.1. Participants and Methods

##### 2.1.1. Participants

Study participants were prospectively and consecutively recruited through a population-based colon cancer screening program of asymptomatic individuals undergoing colonoscopy in Edmonton (Alberta, Canada) between April 2008 and October 2009 (SCOPE-Stop Colorectal Cancer through Prevention and Education). Participants included those at average CRC risk (50–75 years of age and no personal or first-degree family history of CRC or polyps) and at increased CRC risk (40–75 years of age with a personal or first-degree family history of CRC or polyps). Participants were excluded from the study if they were under 40 or over 75 years of age or had findings of colonic or ileal disease at the time of colonoscopy [7].

<table>
<thead>
<tr>
<th>Result of colonoscopy</th>
<th>Total</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>633</td>
<td>Normal</td>
</tr>
<tr>
<td>Hyperplastic</td>
<td>110</td>
<td>Colonoscopy</td>
</tr>
<tr>
<td>Adenoma</td>
<td>243</td>
<td>Colonoscopy</td>
</tr>
<tr>
<td>Colorectal cancer</td>
<td>2</td>
<td>Colonoscopy</td>
</tr>
</tbody>
</table>

#### 2.1.2. Urine and Fecal Collections

On the day of entry into the study, participants provided informed written consent, a midstream urine sample, and a completed clinical questionnaire [7]. No dietary or activity modification was required prior to the urine collection. Urine was collected in containers that contained 6 drops of sodium azide (27.3 mg/mL; Sigma Aldrich). Samples were stored at 4°C within 4 hours and then frozen at −80°C within 24 hours. Within one week of providing the urine sample, participants provided a fecal sample for a guaiac-based fecal occult blood test and two immune-based fecal occult blood tests.

#### 2.1.3. Colonoscopy and Polyp Detection

Colonoscopy, the gold standard for identifying polyps, was performed 2 to 6 weeks after the urine and fecal collections were completed. Patients followed a standard diet and preparation procedure. Cecal intubation rate was 98% and polyp detection rate was 27%. All polyps identified were characterized according to location and size. As described in a previous publication describing the study [7], “... all 14 colonoscopists in the study were experienced endoscopists each performing a minimum of 250 procedures annually.” In all cases, the colonoscopists were blinded to the results of the fecal guaiac tests.

Colonoscopy results partition the subjects into one of four outcomes (from least severe to most severe): subjects that have (i) no abnormality (Normal); (ii) hyperplastic polyps (Hyperplastic); (iii) adenomatous polyps (Adenoma), or (iv) colorectal cancer (CRC); see Table 1. One colonoscopy patient required overnight observation in hospital for postpolypectomy syndrome and another required an appendectomy within 24 hrs of colonoscopy.

To build a predictor that can determine whether a person requires a colonoscopy, we needed a training set that has subjects who have been labeled either “Colonoscopy” (i.e., the subject had a polyp and in hindsight required a colonoscopy), or “Normal” (i.e., the subject did not require a colonoscopy). While hyperplastic polyps typically are not considered to be precancerous until these polyps are removed at colonoscopy and examined histologically, they cannot be distinguished from the precancerous adenomatous polyps. For this reason, we have included all polyps into the “Colonoscopy” group. As shown in Table 1, this labels 633 subjects as “Normal” and 110 + 243 + 2 = 355 as “Colonoscopy.”

##### 2.1.4. Fecal Occult Blood Analysis

As part of the SCOPE program, participants’ fecal samples, collected 2 to 6 weeks prior to colonoscopy, underwent fecal occult blood testing using 3 commercially available tests. The Hemoccult II Beckman
Table 2: Clinical features used for prediction.

<table>
<thead>
<tr>
<th>Label</th>
<th>Age</th>
<th>Sex</th>
<th>Smoker</th>
<th>GI Bleeding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colonoscopy</td>
<td>$\mu = 58.9$</td>
<td>$F = 159$</td>
<td>Yes = 57</td>
<td>Yes = 12</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 8.2$</td>
<td>$M = 196$</td>
<td>Ex-smoker = 10</td>
<td>No = 343</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No = 274</td>
<td>Unknown = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unknown = 14</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>$\mu = 56.2$</td>
<td>$F = 364$</td>
<td>Yes = 57</td>
<td>Yes = 8</td>
</tr>
<tr>
<td></td>
<td>$\sigma = 8.1$</td>
<td>$M = 269$</td>
<td>Ex-smoker = 14</td>
<td>No = 623</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No = 540</td>
<td>Unknown = 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unknown = 2</td>
<td></td>
</tr>
</tbody>
</table>

Coulter Canada Inc. test (nonrehydrated) was considered positive if at least 1 test window displayed a blue color within 60 s of developer. The Hemoccult ICT Beckman Coulter Inc., USA test was considered positive if a pink line appeared in the test area within 5 min of buffer. The MagStream HemSp/HT, Fujirebio Diagnostics Inc., USA test was considered positive if finding a level of 67 µg Hemoglobin/g stool or above. Testing was completed by a licensed technologist at DynaLIFE DX.

2.1.5. Urine Metabolomic Analysis. Urine samples, collected approximately 1 week prior to the fecal samples collection, underwent metabolomic analysis to obtain a metabolite profile.

**NMR Acquisition.** Spectra were collected using a 600 MHz NMR spectrometer (Oxford Instruments, Oxfordshire, UK) with a VNMRDS two-channel console (Varian Inc., Palo Alto, CA, USA) running VNMRJ software version 2.2C on a RHEL 4 (Red Hat) host computer. The spectrometer was equipped with an HX probe with Z-axis gradients. The first increment of a 2D-1H, 1H-NOESY pulse sequence was utilized for the acquisition of 1H-NMR data and for suppressing the solvent signal. Experiments used a 100 ms mixing time along with a 990 ms presaturation (~80 Hz gammaB). Spectra were collected at 25°C, with a total of 32 scans over a period of 3.5 min.

**Metabolite Quantification.** Once the spectra were acquired, quantification of 72 metabolites was completed using the targeted profiling technique of Chenomx NMRSuite v7.0 (Chenomx, Inc., Edmonton, Canada). The samples were analyzed by Chenomx as a paid service. The quantification process was completed at Chenomx by one individual and verified by a second individual blinded to the initial results. The staff at Chenomx were blinded to the results of colonoscopy and the answers to the clinical questions. From each patient profile, we excluded DSS (internal standard), ibuprofen and salicylate (drug metabolites), and 9 other metabolites (3-hydroxybutyrate, adipate, benzoate, ethanol, galactose, glycerol, guanidocacetcate, trimethylamine, urea, and beta-alanine) that were considered unreliably measured as they were difficult to profile due to both noise and additional peaks that can lead to an effect known as "tenting" (i.e., some peaks overlap with others, forming a large single peak that is actually comprised of two or more peaks). This can make quantification of a single peak much more difficult. At this point, we were left with 59 quantified metabolites.

Whenever a metabolite was not observed (perhaps because its concentrations fell below the limit of detection for NMR), we recorded its value as half of the minimum measured value for that metabolite in our sample [17]. Overall, 26% of the values in our metabolite data matrix (988 samples × 59 metabolites) had this issue. The metabolites that had the most missing values were later removed (see Section 3.1.2).

2.1.6. Clinical Questionnaire. In addition to the 59 quantified metabolites for each subject, we also collected his/her answers to 4 questions thought to be relevant to CRC susceptibility: age, gender, smoking, and symptoms of gastrointestinal (GI) bleeding. Table 2 shows the distribution of the answers to these questions in our data.

2.2. Statistical Methods

2.2.1. Data Preprocessing. As our learning algorithms process numeric values, we had to first convert each clinical feature to numeric values. For age, no conversion was needed since the parameter was already numeric. Gender and GI bleeding data were converted to binary features. For smoking, we replaced "yes" and "no" with 1 and 0, respectively, and ex-smoking with 0.5 since this response intuitively lies somewhere between yes and no. We replaced missing values for the clinical features with the arithmetic mean of the feature over all subjects (both case and control).

The measured concentration value for each metabolite in a urine sample depends on the actual concentration of that metabolite in the subject’s body, as well as the dilution factor present in the urine sample. To address this dilution effect, we considered several forms of normalization, shown in Table 3. We found, however, that some standard techniques—creatinine normalization [18], probability quotient normalization [19], vector length normalization [19], and total metabolite normalization [20, 21]—reduced the accuracy of our classifiers. Similar to results in [15], we found that log-transforming the metabolite concentrations was the only transformation that improved prediction accuracy (Section 3.1.2). We therefore used the natural logarithm, which transforms the metabolite concentration distributions (across subjects) to appear more Gaussian.
As we were not normalizing each sample, the concentration values reported for the metabolites might not be accurate. For our goal—of building an effective predictive classifier—the accuracy of specific metabolite concentrations is not critical; it is sufficient that the values be consistent. For example, a classifier could still work correctly even if the concentration value for every metabolite was twice the correct value. Our results, below, show that our values are sufficiently consistent.

2.2.2. Learning a Classifier. Many metabolomic studies are univariate association studies [22]—that is, they use a historical labeled sample to try to identify the metabolites that are individually most related to the condition of study (here, “Normal” versus “Colonoscopy”). These studies help to identify candidate metabolites to further investigate in the wet lab. Although related [23], our goal is slightly different: we used the urine samples to build a classifier that would predict whether a person has a polyp and thus should undergo a colonoscopy. The distinction is important because our end goal is to produce the most accurate classifier possible based upon the metabolomic profiles of urine.

A classifier is simply a mathematical formula, \( f(x) \), that produces a predicted label \( \hat{y} \), given a description \( x = [x_1, \ldots, x_d] \in \mathbb{R}^d \) of a subject, which is a vector of real values, corresponding to the concentrations of the list of metabolites, as well as the answers to the clinical questions (see description above). Classifiers that use linear equations, such as linear Support Vector Machines (SVM) (and many others), seek the parameters \( w = [w_1, \ldots, w_d] \in \mathbb{R}^d \) (a vector) and \( b \in \mathbb{R} \) (a constant), such that the formula

\[
f_{w,b}(x) = \sum_{i=1}^{d} w_i x_i + b \quad (1)
\]

maximizes some optimization (this depends on the machine learning algorithm employed). After learning these \((w, b)\) parameters (from the set of historical subjects), we can then use the associated classifier \( f_{w,b} \) to make a prediction for any new subject \( x \). First, evaluate \( f_{w,b}(x) \), using (1). If the resulting value is above some threshold \( \tau \) (we initially set \( \tau = 0 \)), we predict “Colonoscopy,” otherwise we predict “Normal”:

\[
\text{Decision,}(x) = \begin{cases} 
\text{"Colonoscopy"} & \text{if } f_{w,b}(x) \geq \tau \\
\text{"Normal"} & \text{if } f_{w,b}(x) < \tau 
\end{cases} \quad (2)
\]

We discuss how we evaluate the performance of our classifiers in Section 2.3.

2.2.3. Software. All code was written in R (version 2.15.1). For SVM [24] we used the e1071 (version 1.6) R library. For naïve Bayes, we used the RWeka (version 0.4-12) library for R, which is an interface to the WEKA software [25]. For PLS-DA, KNN, and RBF SVM we used the caret R library (version 1.8). For C4.5 we used the gbm R library (version 1.8). For C4.5 we used the C5.0 R library (version 0.1.0-15).

Some of these approaches require hyperparameters to be optimized during the training of the classifier. For SVM (RBF kernel) and KNN we used the built-in parameter tuning functionality in the caret library, with the tunelength parameter set to 10. For SVM (linear) we set the cost to the default of 1, as tuning did not help here. For PLS-DA, we used the first 2 components. For Random Forest, we used the default settings. For LASSO, we used the built-in cross-validation functionality in the glmnet package for finding the optimal lambda parameter. Finally, C4.5 and naïve Bayes do not require optimization of hyperparameters.

2.3. Evaluation. Learning a classifier requires labeled training data, which describes a set of subjects using, for each subject, the feature values \( x_i \), along with a label \( y_i \) (in our case, “Colonoscopy” or “Normal”). This data is used by a machine learning algorithm (we consider several, shown in Table 4) to build a classifier. Since we are most interested in how well our classifiers can predict labels for new, unlabeled instances, we follow the standard machine learning methodology [27] of cross-validation: we first use all of the training data to produce a classifier. Then, to estimate the quality of this learned classifier, we split the data set into \( k \) folds (partitions).

Next, each fold is used to evaluate the quality of a classifier built using the remaining data as used as a training set.
Finally, we estimate the quality of the classifier built using all of the data as the mean (and standard deviation) of the qualities over these $k$ classifiers.

Sensitivity quantifies the classifier’s ability to identify positive ("Colonoscopy") results: how often our classifier predicts "Colonoscopy," of the cases that truly need a colonoscopy. Thus, if we use a classifier with high sensitivity, we will reliably perform colonoscopies on many subjects that need to undergo colonoscopy; this can be cost-effective, as it will lead to timely detection and hence timely treatment. However, the classifier might also incorrectly identify subjects that do not need this test, thus wasting valuable resources performing unnecessary colonoscopies.

Specificity deals with this other direction, by quantifying the classifier’s ability to identify negative (Normal) results: how often our classifier predicts Normal, of the cases that were Normal. High specificity also saves cost since it means performing fewer unnecessary colonoscopies. However, a higher specificity could be coupled with low sensitivity, which would mean not performing the needed colonoscopies and so not detecting colorectal cancer precursors early enough.

We of course want a classifier whose sensitivity and specificity are both 100%—meaning it will give a colonoscopy to everyone who needs one and only to those people. However, this is often not possible. The threshold parameter $\tau$ (see (2)) allows us to trade-off sensitivity for specificity. That is, for fixed $(w, b)$ parameters, each value of the threshold $\tau$ defines a classifier; we can therefore consider a whole range of different classifiers, by adjusting this $\tau$ value. A smaller $\tau$ value means more subjects will be predicted "Colonoscopy," which leads to a large sensitivity. (As $\tau \to -\infty$, we will predict that everyone should get a colonoscopy, which guarantees the sensitivity will be 1—it's largest value). However, small $\tau$ can also reduce the specificity, as fewer of the Normals will be labeled as Normal. Analogously, specificity will rise, and sensitivity will drop with increasing $\tau$. Hence, each value of $\tau$ leads to a (Sensitivity[$\tau$], Specificity[$\tau$]) pair of values.

If we knew the desired (specificity, sensitivity) trade-off, we could set $\tau$ to optimize this—for example, if we wanted at least some specificity, we could then set $\tau$ to match this and then read off the sensitivity. Of course, this assumes that we know the trade-offs. If not, we could produce the ROC curves—a 2D graph, whose points correspond to (Sensitivity[$\tau$], 1-Specificity[$\tau$]) for various $\tau$ values. Note the perfect classifier corresponds to $(1, 0)$—the upper left point (see Figure 1). We often use the "Area under the ROC curve" (AUC) as a way to evaluate a predictor; notice this value is at most 1 (if it includes the $(1, 0)$ point), and it should be at least 0.5 (if that line is the diagonal line from $(0, 0)$ to $(1, 1)$—corresponding to randomly guessing). This AUC is an overall measure of how much we can achieve over all possible values.
of \( \tau \). (i.e., while sensitivity and specificity are measures of performance for a specific threshold \( \tau \), the AUC is a measure of performance over all possible \( \tau \)'s).

### 3. Results

#### 3.1. Prediction Accuracy

**3.1.1. Fecal-Based Tests.** Fecal tests have high specificity but low sensitivity for detection of polyps. Table 7 shows the results of running the 3 fecal tests on our Colonoscopy versus Normal data. In a clinical setting of population-based screening, a high sensitivity (i.e., we want to give colonoscopies to many of those that need them) is preferred, while maintaining a high specificity (not giving colonoscopies to subjects who do not need them). This motivates our goal of creating a classifier that can meet both requirements.

**3.1.2. Urine-Based Test.** In our study, some of the metabolites were often below the level of detection either due to noise in the spectrum or to the detection limits of the instruments. We removed such metabolites and used only metabolites that were above the level of detection in at least 80% of the samples. This further eliminated 32 of our 59 metabolites, leaving 27 metabolites. Our learning algorithm used only these, as well as the answers to the four clinical questions.

As a first test, we learned a linear SVM. Using 5-fold cross-validation, we estimate this classifier performs with an average sensitivity of 32.5% and a specificity of 90.0% when using \( \tau = 0 \). The performance of this approach is superficially similar to the fecal-based tests: low sensitivity and high specificity. We can form the ROC curves, shown in Figure 1, by plotting the \((\text{Sensitivity}[\tau], 1-\text{Specificity}[\tau])\) points for various \( \tau \) values. For ease of visualization, we show an aggregate ROC curve, rather than all 5 (one for each cross-validation fold). Figure 1(a) shows the performance of the trained classifier on the training data (resubstitution error) during cross-validation and Figure 1(b), the performance on the evaluation data during cross-validation. As the ROC curves for the training set and the evaluation set have similar shapes, we can use the performance on the training data to determine our preferred tradeoff between sensitivity and specificity; and feel confident that this will generalize to future subjects. We show the convex hull of each ROC curve [28], which is the maximum achievable predictive performance we can achieve with these classifiers, if we use them stochastically [29].

For population-based screening tests, it is sometimes desirable to have a test with equal sensitivity and specificity. This corresponds to a point on the ROC curve where the two measures are equal. During the training process, we find the threshold \( \tau \) where sensitivity is approximately equal to specificity. By doing this we achieve an average sensitivity of 67% and a specificity of 66% on the training data (using an average \( \tau = -0.691 \)). Using these \( \tau \) thresholds on the test sets, produces an average sensitivity of 62% and specificity of 63%.

We considered a range of machine-learning techniques. Since the desired sensitivity and specificity cutoff may be different based on where the test is being used (e.g., based on the threshold for false positive and negative testing), we compared the tests using the area under the ROC curves; see Table 4. We also used SVM modified with a class-specific cost for misclassification. Since the class distribution is 422 Normal and 236 Colonoscopy, we used a cost of 1.0 for mispredicting Colonoscopy for a Normal subject and a cost of \((422/236) = 1.79\) for mispredicting Normal for a Colonoscopy subject.

The AUC of the various machine-learning algorithms were very similar, although the LASSO method outperformed others in learning a classifier from the full data set. We thus proceeded with further experiments using the LASSO algorithm.

Table 4 presents the results of using 27 metabolites and 4 clinical features with various machine-learning algorithms. Since LASSO performed the best, we also show the effect of using various transformations to the metabolite data (see Section 2.2.2) using LASSO. No transformations were done to the clinical data. As noted above, we achieved the highest performance when using just the log transformation.

**3.2. Feature Selection.** As noted above, we obtained the metabolite concentrations by manually fitting each subject's NMR spectrum. We can therefore reduce the cost of our classification system by reducing the number of metabolites used in our prediction formula. Furthermore, a predictor that uses fewer metabolites could perform better than one using all of the metabolites, since extra metabolites may introduce noise to the training algorithm and cause overfitting [30]. While the LASSO learning algorithm takes as input a database that includes values for all of the features, it is designed to produce a classifier that uses only a subset of those features [26]. There are also "feature selection" techniques that can reduce the set of features presented to the learner. This typically reduces the chance of overfitting and means that the resulting classifier will involve fewer features. Table 5 shows the performance of our classifier when presented with a subset of the metabolite set (all clinical features are used in each experiment).

We considered using just the top 10 features, where the ranking is based on the correlation coefficient, minimum redundancy maximum relevance [31] (which has been applied to other human studies [32]), mutual information (which has been used successfully in mRNA research [33]),

---

**Table 5:** Feature selection methods used to select 10 metabolites, while using a LASSO classifier and all 4 clinical features.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average AUC</th>
<th>AUC standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.678</td>
<td>0.036</td>
</tr>
<tr>
<td>Correlation (Pearson)</td>
<td>0.712</td>
<td><strong>0.008</strong></td>
</tr>
<tr>
<td>mRMR</td>
<td>0.707</td>
<td>0.018</td>
</tr>
<tr>
<td>Mutual information</td>
<td>0.712</td>
<td>0.015</td>
</tr>
<tr>
<td>SVM weights</td>
<td>0.699</td>
<td>0.020</td>
</tr>
<tr>
<td>SVM recursive</td>
<td>0.697</td>
<td>0.016</td>
</tr>
</tbody>
</table>

The bolded row shows the approach we have decided to use.
using the top SVM weights, and recursive feature elimination via SVM [34]. With each of these approaches, we sorted our metabolites from most to least important then trained a classifier with the 10 most important features. This feature selection was done infold, to avoid producing results that are unfairly optimistic. Table 5 shows that we can achieve similar performance (to using all metabolites) by using only the 10 features with the highest correlation score, or the highest mutual information. We chose to use the correlation approach since the standard deviation of AUC was lower.

We then experimented towards identifying the optimal number of features to use. Here we trained a classifier with the $k$ most important metabolites, where $k \in \{0, \ldots, 27\}$. Figure 2 shows the (a) sensitivity, specificity, and (b) AUC, as we varied the number of metabolites. We have included the clinical features throughout, as without them, sensitivity and specificity are lower.

The performance of the classifier varied considerably for small numbers of metabolites. At the 4 metabolites mark, however, the performance began to stabilize and reached the maximum AUC. This classifier has an AUC of 0.715, and the thresholding performance has a sensitivity of 64% and a specificity of 65%. Table 6 shows the top 4 metabolites, based on correlation coefficient on the entire dataset (988 patients).

We also ran permutation tests [35] to determine whether this learning process—using LASSO on just the top 4 metabolites and all clinical features—was finding useful patterns. This involved randomizing the labels in the training set, then running our entire cross-validation process using the feature selection and LASSO processes. This was repeated 100 times. As shown in Figure 3, of these 100 permutation tests, none
Table 6: Correlation coefficient for top 4 metabolites and 4 clinical features, where a positive correlation coefficient shows that the metabolite was positively correlated with patients that need to receive colonoscopies.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PubChem CID</th>
<th>Metabolic pathways</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>887</td>
<td>Gut flora metabolism</td>
<td>-0.16</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>0.16</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td>Trigonelline</td>
<td>5570</td>
<td>Nicotinate and nicotinamide metabolism</td>
<td>0.12</td>
</tr>
<tr>
<td>Acetone</td>
<td>180</td>
<td>Degradation of ketone bodies; propanoate metabolism</td>
<td>-0.11</td>
</tr>
<tr>
<td>Smoker</td>
<td></td>
<td></td>
<td>0.11</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>6057</td>
<td>Many amino acid pathways; present in gut flora</td>
<td>0.09</td>
</tr>
<tr>
<td>GI Bleeding</td>
<td></td>
<td></td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 7: Sensitivity and specificity for fecal tests for polyp detection. Some tests are labeled as N/A because the subject did not take the test.

<table>
<thead>
<tr>
<th>Test</th>
<th>Sensitivity</th>
<th>All data</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fecal guaiac HemII</td>
<td>2.6%</td>
<td>99.4%</td>
<td>22 (2.2%)</td>
</tr>
<tr>
<td>Fecal immune ICT</td>
<td>9.1%</td>
<td>96.9%</td>
<td>28 (2.8%)</td>
</tr>
<tr>
<td>Fecal immune MagSt</td>
<td>15.1%</td>
<td>94.5%</td>
<td>23 (2.3%)</td>
</tr>
</tbody>
</table>

of the AUCs were better than the value 0.715 based on the original unpermuted data. This supports our findings that the classifier performance is not due to random chance; that is, the chance of the null hypothesis (that we would see this 0.715 AUC performance, by chance alone) is $P < 0.01$.

4. Discussion

4.1. Predictor. Our predictor, based on urine metabolic profiles, identifies which subjects are likely to have a polyp and thus should receive a colonoscopy, with an adjustable tradeoff between sensitivity and specificity. The current standard fecal-based tests (Table 7) do not have an adjustable sensitivity or specificity threshold. Note that these tests were designed to detect colon cancer and not all polyps. However, these tests are currently used to screen for colonoscopies, and we believe that all patients with polyps should be receiving a colonoscopy.

Figure 4 shows how well these three fecal-based tests compared to our predictor’s performance in cross-validation. Since none of the fecal tests have an adjustable threshold, each corresponds to a point in the ROC space. All three fecal tests lie below our urine-based predictor’s ROC curve, which indicates that on this data set, our predictor always outperforms the fecal tests. This curve shows that it is never better to use the fecal blood tests.

Figure 4(a) (as well as Figure 1) also shows the convex hull of the ROC curve, which is a series of lines connecting the outermost points of the ROC curve. The convex hull is the maximum realizable potential performance of this classifier [29], which can be attained if we stochastically combine classifiers. For example, if we want to use a point on the convex hull halfway between two thresholds ($\tau_1$ and $\tau_2$) on the ROC curve, 50% of the time we randomly choose threshold $\tau_1$, and 50% of the time we randomly choose threshold $\tau_2$.

Although this may increase overall performance, clinicians or patients may not accept this, since many clinicians would not use a predictor that uses random chance.

Several previous metabolomic studies have examined patients who have colorectal cancer [36–43], adenomatous polyps [44], or various stages of colorectal cancer [45]. Our study is unique in three ways: first, we are examining a single population of patients. This differs from many studies that involve two populations—for example, CRCs from one population (say, from one geographic region) versus controls from another (different region). In those situations, the researcher cannot be sure that the observed differences are associated with the case-control differences as opposed to the population differences. In our study, all subjects were from the same population—they are all eligible subjects that appeared in our clinic between certain dates—so we expected all noncolonoscopy factors to be randomized naturally. Second, we were running a predictive study to develop a classifier that could use many features (metabolites and clinical questionnaire responses) to distinguish cases versus controls; this differs from “associative studies” that instead try to identify features (such as specific metabolites) that are individually highly associated with the case-control difference; see Section 2.2.2. Third, we explicitly sought a screening test to determine which subjects should receive a colonoscopy, which means distinguishing controls versus all polyps and colorectal cancer. This differs with other studies that try to distinguish control versus just CRC, or versus just adenomatous polyps.

4.2. Features. Table 6 summarizes important features for our predictor, which is made up of 4 metabolite concentrations, and the answers to 4 clinical questions. Methanol is produced in the anaerobic metabolism of many bacteria [12]. Consequently, this breakdown can be seen in the urinary excretion. Miyagi et al. [46] has previously associated tyrosine
Figure 4: Performance of LASSO classifier using 4 metabolites and 4 clinical features. ROC curve and convex hull for our final "4 metabolite + survey questions" predictor, on the (a) training data (resubstitution error) and (b) testing (evaluation) data, both during cross-validation. The overall performance of the 3 tested fecal tests is also shown.

with colorectal cancer and further discusses the relationships between amino acids and cancers. Tyrosine is also present in E. coli [12] and has also been linked to muscle breakdown in cancer cachexia [15]. Trigonelline is a coffee alkaloid, and has previously been associated with pancreatic cancer [47]. Acetone is a breakdown product of acetoacetate through the action of gut microflora [12] and is also found in the urine during ketosis. The clinical features are important and complement the metabolite concentrations, as classifiers that use both sets of features together do better than ones that use only one set.

4.3. Future Directions. We applied a wide range of learning algorithms to our dataset. The observation that they all returned essentially the same accuracy supports our belief that this behaviour is probably as good as we can expect from this data. It may be possible to produce more accurate predictors with a larger data sample (i.e., more than the 988 in our study). Our predictor is also limited by the current set of metabolites; that is, it can only find patterns over this set of metabolites. We anticipate that a predictor that can use additional metabolites may well be more accurate.

We are currently in the process of examining several factors that could affect the performance of our predictor in a real world setting. First, we are examining the effect of various stages of our protocol—such as storage conditions, sample preparation, and metabolite quantification—on the stability of our predictions. We are also looking into the day-to-day biological variance of patients, which could affect our predictions on a per patient basis.

5. Conclusion

Our work is the first to use urine metabolomics to predict whether a person has polyps and so should receive a colonoscopy. This paper has precisely defined the project, with respect to a well-defined clinical task, and produced a tool that has excellent performance on that task. Our predictor, which uses only 4 urine metabolite concentrations and the answers to 4 clinical questions, performs significantly better than any of the three standard fecal blood tests, with a sensitivity of 64% and a specificity of 65%. Finally, since our study used an entire sample population (including hyperplastic and colorectal cancer subjects), it has general utility across a real clinical environment.
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