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This study utilized data from over 9,300 youth from 11 national or within-nation ethnic groups to evaluate the relationship between youth religiosity and youth social outcomes (social initiative, antisocial behavior) and psychological outcomes (self-esteem and depression) considering the roles of religious tradition, national-ethnic group, and gender. We created national-ethnic group by religious tradition (NEG × RT) combinations, partitioned religiosity into between-group and within-group components, and performed a series of mixed model regressions for each outcome. The levels of all four outcomes of interest differed significantly across NEG × RT groups, and these differences were attributable to national-ethnic group rather than religious tradition. Youth reports of antisocial behavior and self-esteem were predicted by between-group religiosity. Additionally, within-group religiosity predicted all four outcomes, indicating that the protective role of religiosity functions in a comparative, or relative, manner with youth who are more religious than others in their group reaping the most benefits.

1. Introduction

Although religious practices differ by culture, political boundary, local community, and individual, some form of religion is influential, even central, in the lives of many people across the globe [1, 2]. Religion is an important context for development because it provides a means of socialization in areas such as moral behavior and offers emotional support to individuals from the cradle to the grave [2, 3]. Given cognitive advances during adolescence including increased abilities to think abstractly and understand symbolism [4], it is important to study the impact of religion during this stage. Over 80% of American teens ages 13–17 have expressed the importance of faith in their daily lives and decision making processes, and approximately 90% have been reported to have some kind of belief in God or a “cosmic life force” [5, page 41]. Religion also plays an important role for youth elsewhere in the world. For example, Lippman and Keith [6] reported that 82% of 20,000 teens and young adults from 41 countries indicated a belief in God. Additionally, there is much support for the protective role of religion in relation to various aspects of youth well-being including both social (cf. [7]) and psychological (cf. [8]) outcomes.

Despite the consistency of these findings, less is known about the role of broader contextual features within which youth religiosity is situated. Cultural-religious factors such as religious affiliation and nationality might directly impact youth functioning (and therefore potentially reduce the impact attributed to religiosity), or they might alter the relationship between religiosity and youth functioning. In addition to these contextual factors, it is also important to consider the potential role of gender in any investigation of religiosity given that gender has been shown to impact both religiosity (cf. [9]) and youth functioning (cf. [10]). Therefore, the purpose of the present study was to examine the role of religion (religious tradition and religiosity) in relation to various aspects of youth functioning in a large, diverse,
multinational sample, considering variation in gender and cultural settings.

2. Theoretical Foundations

Various sociological and developmental theories suggest a positive role of religion in the lives of adolescents. Durkheim's [11] theory of social integration suggests that participation in a religious organization will be associated with well-being. Durkheim indicated that devotion to a group and participation in community rituals, such as church services and activities, would help to ameliorate a sense of anomie in the individual. In addition, his theory proposes that religion plays an important role in legitimizing and reinforcing a given society's norms, thus providing individuals with guidelines that encourage positive behaviors. Similarly, Erikson [12] postulated that youth are attracted to ideologies that answer the larger questions in life, questions that are frequently asked in adolescence. Erikson also speculated that religion provides social support and helps develop social values, functions that are likely to protect youth from alienation.

3. Religiosity and Youth Functioning

Much empirical research also suggests that religiosity positively impacts both youth social (externalized) outcomes and youth psychological (internalized) outcomes.

3.1. Religiosity and Youth Social Outcomes. Religiosity has generally been shown to positively predict youth prosocial behaviors (e.g., social initiative) and negatively predict youth antisocial behaviors (e.g., substance use, delinquency). With regard to prosocial behaviors, Wagener et al. [7, page 276] found that “going to programs, groups, or services” was positively related to prosocial behaviors and attitudes. Additionally, both Wagener et al. and Dowling et al. [13] reported a relationship between adolescent self-perceived religiosity and both school engagement and helping others. “Religious importance” [14, page 727] predicted positive health behaviors such as seat belt use, dietary habits, sleep patterns, and exercise among high school seniors. Additionally, research based on representative samples of adults in the US and Canada found that prayer frequency and religious reading was positively related to volunteerism [15] and civic involvement [16].

In addition to fostering prosocial behaviors, religiosity has also been shown to predict lower levels of antisocial behavior. For example, Chadwick and Top [17] reported that private religious behaviors (praying privately, reading scripture, church magazines, and books) were negatively related to delinquency in Mormon adolescents. Additionally, higher perceived importance of religion has been found to protect against antisocial behaviors such as substance use and abuse [7, 18–21], truancy and sexual activity [19], and conduct problems including harm to others [7]. Church attendance and other measures of organizational religiousness were also negatively related to risk behaviors such as smoking, alcohol use, drug use, sexual activity, delinquency, and harming others [7, 8, 19, 20, 22]. Overall, there is a strong support for the relationship between religiosity with positive youth social behaviors and avoidance of negative social behaviors, though much of this work was conducted with Western samples.

3.2. Religiosity and Youth Psychological Outcomes. There is also support for the idea that religiosity fosters a more positive internal state (e.g., self-esteem) and protects against negative internalized outcomes (e.g., depression) in adolescents. Religious youth, as compared to less religious youth, have reported a stronger sense of meaning and purpose in their lives [5]. Specifically, prayer was found to be a personal resource used by Dutch youth to construct meaning [23]. Prayer frequency also encouraged self-awareness [24] and contributed positively to the feeling that one’s life had a sense of purpose for both churchgoing and nonchurchgoing adolescents [25]. Additionally, Good and Willoughby [8] reported that church attendance had a unique positive association with higher levels of life satisfaction. Positive associations have also been found between personal prayer and self-esteem [26] and between overall religiosity and self-esteem [27].

Religiosity also protects against negative youth psychological outcomes such as depression. For example, perceived importance of religion [19], “relational spirituality” [28, page 1021], and “meaningfulness of religion” [29, page 563] have all been linked to lower levels of youth depression. Youth participation in worship and other religious activities also (negatively) predicted depression among American youth [19, 29] and Canadian youth [8]. Additionally, prayer frequency has also been linked to (less) depression among adolescents in Ireland [25] and young adults from the UK [26]. Overall, there is much support for the relationship between religiosity and youth psychological well-being.

4. The Role of Gender

Research suggests that the level of religiosity differs by gender. Compared to males, females attend church more often [29] and engage in personal prayer more frequently [25]. Overall, young women appear to believe and practice their religion more than young men [9, 30]. Gender has also been shown to impact three of the four youth outcomes under consideration in the present study. Compared to girls, boys have been reported to have higher levels of self-esteem [10, 31] and antisocial behavior [32, 33] but lower levels of depression [34, 35].

Given that (a) gender has been found to moderate the relationships between other (e.g., parental) socialization contexts and youth functioning [36] and (b) gender has been shown to be related to both youth religiosity and youth functioning, it seems reasonable to investigate whether gender serves to moderate the link between religiosity and youth functioning. Only one study was found that tested this question. Milot and Ludden [37] reported significant gender interactions for academic self-efficacy and school bonding (with religiosity being more protective for males). However, gender interactions between religious importance and attendance were not significant for the youth outcomes.
of depression, self-esteem, and substance use or school misbehavior.

5. Placing Religiosity in Cultural-Religious Context

Although the research reviewed above suggests stable relationships between (a) youth religiosity and both social and psychological outcomes and (b) youth gender and both religiosity and youth functioning, several researchers have called for more research on the contextual features within which the experience of adolescent religion is situated. For example, Smith [38] indicated the need for cross-national research to determine if the religious factors influencing American adolescents are unique to American culture or if they “identify more general human processes and mechanisms that transcend such cultural and religious particularities” (page 28). Regnerus [39] indicated that “the influence of individual religiosity on personal conduct may be the strongest among religious adolescents who are embedded in contexts of like-minded others” (page 409). Two potentially salient contexts—religious tradition (affiliation) and nationality (including cultural heritage and national identity)—are reviewed below.

First, although all religions follow common patterns of experience enabling adherents to share values, deepen understanding, and assist in making ethical choices, interpretations of these experiences and prescribed rules for living differ by religious tradition [1]. This diversity has the potential to differentially impact youth outcomes. Specifically, outcomes that have been shown to vary as a function of religious affiliation including alcohol use [32, 40-43], general well-being and death anxiety [44], and childhood behavioral problems [45]. It is also possible that the relationship between religiosity and youth functioning differs as a function of specific religious affiliation (i.e., a moderating effect); however, no studies were located that tested this notion. Overall, there is much support for the idea that youth functioning (especially antisocial behavior and substance use) varies by religious tradition.

Second, nation and culture of origin might also be differentially directly linked with youth functioning. Specifically, motives for engaging in alcohol use [46], risky behaviors [47], ethnic prejudice [48], cyberbullying [49], apathy [50], depressive symptoms [51], and suicidal attitudes [52] have all been reported to vary cross-nationally. In an effort to explicitly compare religious tradition effects with nationality effects, Northover and Gonzalez [53] compared Roman Catholics in Spain with Canadian Catholics and Canadian Protestants to determine if religious beliefs were influenced more by culture or religion. They hypothesized that the differences would be greater between the two cultures than between the two religious groups in Canada, and this hypothesis was confirmed.

The work of Inglehart and colleagues [54-56] provides a potential explanation for Northover and Gonzalez’s [53] finding that nationality was more influential than religious tradition. Theories of secularization suggest that the influence of religion has gradually declined. However, Inglehart maintains that long established cultural patterns based on the strong influence of religion in the past are still apparent today. Specifically, Inglehart and colleagues reported that cultural differences between societies are rooted in their historical, religious, and linguistic heritage. Thus, the influence of religious tradition is less direct than that of the cultural or national group regarding many indicators of quality of life and well-being.

The present study pursues this question of the contextual, or situated, nature of religion. We consider whether “cultural (or) religious peculiarities” [38, page 28] impact the experience of religion for adolescents. We also investigate two different types of potentially “like-minded others” [39, page 409]—those who share one’s geographic location and cultural heritage, and those who share one’s religious faith system—to determine whether those two contexts (collectively, and if so, individually) impact youth functioning and/or the relationship between religiosity and youth functioning.

6. Summary, Research Questions, and Hypotheses

In sum, our investigation is responsive to the current state of knowledge in that we begin with the notions that (a) religiosity plays a generally protective function in the lives of youth, (b) gender is related to both religiosity and youth functioning, (c) nationality, ethnicity, and religious tradition, collectively (i.e., cultural-religious context), are likely to impact youth functioning, and (d) where cultural-religious effects are found, they are likely to be statistically attributable to national-ethnic group more so than to religious tradition. We advance the present state of knowledge by (a) replicating the anticipated patterns with a large, geographically-diverse sample, (b) investigating whether the salient features of religiosity operate at the within-group level (i.e., in a relative manner) or at the between group level (i.e., in a general manner), and (c) testing whether gender and cultural-religious context moderate the religiosity—youth functioning links. Specific research questions and hypotheses (where warranted) are indicated below.

(Q1) Does religiosity (i.e., between-group and within-group religiosity) predict youth self-esteem, social initiative, depression, and antisocial behavior controlling for gender?

(H1) Higher levels of religiosity will be positively related to social initiative and self-esteem and negatively related to antisocial behavior and depression.

(Q2) Does youth gender moderate the relationships between youth religiosity and youth self-esteem, social initiative, depression, and antisocial behavior?

(H2) Gender will (directly) predict youth antisocial behavior, self-esteem, and depression. No hypothesis is advanced for the relationship between gender and social initiative or for the moderating role of gender.
7. Method

7.1. Sample and Instrument. Data for these analyses stem from the Cross-National Adolescence Project (C-NAP), a survey and interview project of over 9,300 youth from 11 national or within-nation ethnic groups (see [57], for a full description of the study). The nine general locations were selected because they represented diversity (e.g., societies in peace versus those in conflict, family size, level of economic development, religious tradition, etc.) with regard to factors that had the potential to impact family socialization experiences and personal development of school-going youth. In all cases but South Africa, the on-site collaborator selected the schools in a general effort to maximize the diversity that existed in that particular urban setting (often by selecting schools serving wealthy, moderate income, and poor students). In South Africa, where other project priorities necessitated a different sampling strategy, a stratified random sample of three ethnic groups of school-going youth in Cape Town was gathered. We thus use the term national-ethnic group (NEG) to refer to distinctive national and/or ethnic populations, seven of which are nations, one of which is contested territory (Palestine), and three of which are within-nation ethnic groups (South Africa—black, coloured, and white).

With assistance from an on-site native colleague, surveys were administered to mostly urban, school-going youth aged 14–17 in classrooms of selected schools. Table 1 presents the national-ethnic group, sample size, city where data were collected, and language of the survey.

7.2. Measures

7.2.1. Youth Antisocial Behavior. Eight items from the Delinquency subscale of the Child Behavior Checklist-Youth Self-Report (CBC-YSR; [58]) were used to measure youth antisocial behavior. Sample items are “I use alcohol or drugs for nonmedical purposes,” “I disobey at school,” and “I lie or cheat.” Response options ranged from 0 = not true to 2 = very or often true.

7.2.2. Youth Social Initiative. Social initiative, a measure of prosocial behavior, was conceptualized as the degree to which youth initiate interaction with peers and adults outside of the home. Eight items from a 13-item social initiative scale (see [59]) were used to tap social initiative in the present study. Subjects responded on a 5-point scale from 1 = never/almost never true to 5 = very often/always true. Items included “I share feelings and ideas with peers;” “I talk to teachers and staff about things other than class,” and “I help other students in need.”

7.2.3. Youth Self-Esteem. Self-esteem was measured using the 10-item Rosenberg Self-Esteem scale [60]. Sample items included “I certainly feel useless at times” and “I take a positive attitude toward myself.” Responses ranged from 1 = strongly agree to 5 = strongly disagree. Items were reverse-scored as necessary such that a higher value on this scale reflected a higher level of self-esteem.

7.2.4. Youth Depression. The Child Depression Inventory (CDI; [61]) was used to assess youth depression. Youth were provided 10 sets of three statements each and were asked to choose the statement within each set that most accurately described their feelings over the prior two weeks. One sample item set was “I am sad once in a while,” “I am sad many times,” and “I am sad all the time.”

7.2.5. Religious Tradition. Religious affiliation (denomination) was measured by one item: “What is your religious preference?” Surveys conducted in each country included a list of the religions pertinent to that particular nation.
Table 2: Measure reliability by national-ethnic group.

<table>
<thead>
<tr>
<th>National-Ethnic Group</th>
<th>Social Initiative</th>
<th>Depression</th>
<th>Self-esteem</th>
<th>Anti-social Behavior</th>
<th>Religiosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangladesh</td>
<td>.609</td>
<td>.552</td>
<td>.603</td>
<td>.608</td>
<td>.634</td>
</tr>
<tr>
<td>Bosnia</td>
<td>.762</td>
<td>.755</td>
<td>.814</td>
<td>.804</td>
<td>.800</td>
</tr>
<tr>
<td>China</td>
<td>.807</td>
<td>.763</td>
<td>.825</td>
<td>.729</td>
<td>.654</td>
</tr>
<tr>
<td>Colombia</td>
<td>.770</td>
<td>.757</td>
<td>.757</td>
<td>.719</td>
<td>.668</td>
</tr>
<tr>
<td>Germany</td>
<td>.729</td>
<td>.775</td>
<td>.849</td>
<td>.736</td>
<td>.829</td>
</tr>
<tr>
<td>India</td>
<td>.768</td>
<td>.688</td>
<td>.699</td>
<td>.765</td>
<td>.683</td>
</tr>
<tr>
<td>Palestine</td>
<td>.770</td>
<td>.642</td>
<td>.653</td>
<td>.659</td>
<td>.707</td>
</tr>
<tr>
<td>South Africa black</td>
<td>.750</td>
<td>.663</td>
<td>.515</td>
<td>.786</td>
<td>.761</td>
</tr>
<tr>
<td>South Africa coloured</td>
<td>.791</td>
<td>.790</td>
<td>.797</td>
<td>.746</td>
<td>.738</td>
</tr>
<tr>
<td>South Africa white</td>
<td>.797</td>
<td>.775</td>
<td>.819</td>
<td>.744</td>
<td>.863</td>
</tr>
<tr>
<td>United States</td>
<td>.866</td>
<td>.829</td>
<td>.906</td>
<td>.835</td>
<td>.892</td>
</tr>
</tbody>
</table>

7.2.6. Religiosity. Two items were intended to tap organizational (public) religiousness. The first item was “How frequently do you attend religious services/traditional spiritual ceremonies?” Response options ranged from 1 = weekly to 6 = never but were reverse coded for ease of interpretation. The second organizational religiousness item was, “In the last 6 months, how many times have you seen or spent time with church leaders?” Responses ranged from 1 = not at all to 7 = every day. One additional item was intended to tap overall religious importance: “How religious do you consider yourself to be?” Responses ranged from 1 = extremely to 5 = not at all, but these were again reverse-scored for ease of interpretation. This one item was not asked in Colombia. Four items were designed to tap private religious practices, each on a 7-point Likert scale. Responses ranged from 1 = not at all to 7 = every day. The items asked respondents to report how often they do each of the following: (a) “read scriptures by yourself,” (b) “pray privately,” (c) “think seriously about religion,” and (d) “talk about religion with your friends.” Given that various scholars have theorized that different aspects of religiosity are distinct constructs [39], we investigated whether the private religious practice items would factor separately from the organizational religiousness and religious importance items. However, maximum likelihood factor analysis indicated that all seven religiosity items loaded on a single factor (i.e., only one Eigen value exceeded 1.0) with factor loadings ranging from .435 to .805. As a result, we constructed a seven-item religiosity scale by averaging scores for the seven items.

Cronbach’s alpha reliability coefficients for all constructed scales within each national-ethnic group are provided in Table 2. Table 3 provides means and standard deviations for youth outcomes by religious tradition, including non-religious youth (a combination of those who selected “Atheist” and those who selected “non-religious”). Given that the subsamples used in the present study do not generalize to national-ethnic groups (NEG) or to religious traditions (RT), we offer Table 3 for use in sample-specific descriptive comparisons only. Global descriptive statistics, reliability coefficients, and correlations among constructed scales are provided in Table 4 only for those included in subsequent analyses (i.e., excluding non-religious youth).

7.3. General Plan of Analysis. In general, we were interested in identifying the roles of religiosity, religious tradition, national-ethnic group, and gender in predicting four areas of youth functioning. To address our stated research questions, we created national-ethnic group × religious tradition (NEG × RT) combinations, as evidenced by Table 5. Each cultural-religious (NEG × RT) group included all youth from a particular one of the 11 national-ethnic groups who was affiliated with a particular one of the 6 religious
Table 3: Means and standard deviations for youth outcomes by religious tradition category.

<table>
<thead>
<tr>
<th></th>
<th>Self esteem</th>
<th>Depression</th>
<th>Social initiative</th>
<th>Antisocial behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Buddhist</td>
<td>3.604</td>
<td>.613</td>
<td>1.500</td>
<td>.305</td>
</tr>
<tr>
<td>Christian</td>
<td>3.757</td>
<td>.684</td>
<td>1.363</td>
<td>.300</td>
</tr>
<tr>
<td>Muslim</td>
<td>3.531</td>
<td>.612</td>
<td>1.462</td>
<td>.287</td>
</tr>
<tr>
<td>No preference</td>
<td>3.691</td>
<td>.672</td>
<td>1.449</td>
<td>.330</td>
</tr>
<tr>
<td>Other</td>
<td>3.612</td>
<td>.643</td>
<td>1.425</td>
<td>.332</td>
</tr>
<tr>
<td>Atheist/non religious</td>
<td>3.698</td>
<td>.695</td>
<td>1.477</td>
<td>.331</td>
</tr>
</tbody>
</table>

Table 4: Correlations of constructed scales for girls (above diagonal; \(n = 4346\)) and boys (below diagonal; \(n = 3905\)), global means and standard deviations.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Religiosity</td>
<td>—</td>
<td>.05**</td>
<td>—</td>
<td>—</td>
<td>.20**</td>
</tr>
<tr>
<td>(2) Self-esteem</td>
<td>-.02</td>
<td>—</td>
<td>-.54**</td>
<td>—</td>
<td>-.18**</td>
</tr>
<tr>
<td>(3) Depression</td>
<td>-.02</td>
<td>-.53**</td>
<td>—</td>
<td>.19**</td>
<td>—</td>
</tr>
<tr>
<td>(4) Antisocial behavior</td>
<td>-.12**</td>
<td>-.18**</td>
<td>.17**</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(5) Social initiative</td>
<td>.18**</td>
<td>.26**</td>
<td>-.20**</td>
<td>-.04*</td>
<td>—</td>
</tr>
<tr>
<td>Overall mean (SD)</td>
<td>3.43 (1.38)</td>
<td>3.62 (.65)</td>
<td>1.42 (.30)</td>
<td>.34 (.34)</td>
<td>3.23 (.78)</td>
</tr>
<tr>
<td>Mean (SD) for females</td>
<td>3.49 (1.35)</td>
<td>3.57 (.65)</td>
<td>1.45 (.31)</td>
<td>.30 (.32)</td>
<td>3.25 (.78)</td>
</tr>
<tr>
<td>Mean (SD) for males</td>
<td>3.36 (1.39)</td>
<td>3.68 (.65)</td>
<td>1.38 (.28)</td>
<td>.40 (.36)</td>
<td>3.21 (.77)</td>
</tr>
<tr>
<td>Cronbach's alpha</td>
<td>.81</td>
<td>.78</td>
<td>.72</td>
<td>.75</td>
<td>.77</td>
</tr>
</tbody>
</table>

*p < .01; **p < .001.

Our study used multilevel modeling, sometimes called hierarchical linear modeling or mixed model regression, to analyze data from these groups and the individuals belonging to (nested within) the groups [66]. With such data, multilevel modeling considers variables and effects at both the individual level (level one) and at the group level (level two). The main variables used in our analyses (religiosity, youth functioning outcomes, and gender) were measured initially at the individual level. After first centering the religiosity variable at its grand mean to facilitate interpretation of intercepts and interactions, we partitioned the main independent variable, religiosity, into between-group and within-group components. The between-group component consisted of the group means for religiosity, where the groups were the \(\text{NEG} \times \text{RT}\) combinations, while the within-group component consisted of the deviations of individual respondents' scores from these group means. When used with the group mean component, the within-group component represents the relative level of religiosity compared to the group average.

We performed a series of multilevel or mixed model regressions with maximum likelihood estimation, using the mixed procedure in SPSS 16.0. Separate models were estimated for each of the four outcomes (social initiative, depression, self-esteem, and antisocial behavior). Conceptually, this approach allowed us to evaluate whether the four outcomes, or the role of religiosity in predicting them, varied as a function of the \(\text{NEG} \times \text{RT}\) combinations. If such variability was found, we could then move on to investigate whether the variability was predominant due to national-ethnic group or to religious tradition.

The fixed effect estimates are interpreted as regression coefficients in other (i.e., OLS) regression models, indicating an effect of a given predictor on a designated outcome variable. Large or statistically significant variance and covariance components indicate the presence of nontrivial group variability or covariation in the associated group slopes or intercepts. Due to the large sample size, we chose to use \(p < .01\) for determining statistical significance of results.

We utilized Optimal Design software to perform a post-hoc power analysis. There were 47 levels two units. The intraclass correlations for the four major outcome variables are as follows: social initiative (.041), self-esteem (.088), depression (.046), and antisocial behavior (.096). Given the number of clusters and average cluster size in our design, it is possible to detect effect sizes of .20 and .28 with 80% power at the .01 significance level, using .04 and .08 as lower and upper estimates of intra-class correlation. The magnitude of these effects is generally considered small to medium.

8. Results

The analysis proceeded in several steps. In the first step, initial random intercept models with fixed effects for within- and
between-group religiosity were estimated for each of the four dependent variables. In each case, there was a significant variance component for group membership, indicating that there was significant variation in the four youth outcomes across the NEG × RT groups. This was true for antisocial behavior \((Z = 3.875, p < .001)\), depression \((Z = 3.660, p < .001)\), self-esteem \((Z = 3.648, p < .001)\), and social initiative \((Z = 3.551, p < .001)\). These models therefore demonstrated that significant variation existed in the youth outcomes that could potentially be subsequently explained with the inclusion of other model predictors.

Next, in order to investigate whether gender, religiosity, or the interaction between gender and religiosity could explain this variability, we performed additional random intercept regressions. In each of these regressions the independent variables were the within- and between-group components of religiosity, gender, and the gender \(\times\) within-group religiosity product term. None of the dependent variables showed a statistically significant gender by religiosity interaction, indicating that the relationships between within-group religiosity and the outcomes did not differ by adolescent gender.

We then estimated models without this interaction, but including a random effect for the within-group religiosity slope. This examined whether there was significant variability in the effect of religiosity on youth functioning among the NEG × RT groups which could potentially be explained by other model predictors. To summarize, the three analysis steps described above allowed us to (a) determine that there was variability to be explained in the youth outcomes across the cultural-religious groups in the predicted levels of social initiative. Neither the variance of the slopes nor the covariance between the slopes and intercepts was statistically significant. This suggests that there was no significant variation among the slopes for the within-group component of religiosity nor was there a significant relationship between the estimated group slopes and intercepts. In other words, the effect of within-group religiosity on social initiative does not differ substantially from group to group.

### 8.1. Social Initiative
In the mixed model regression for social initiative, there was a substantial effect of the within-group religiosity component \((t = 12.184, p < .001)\), indicating that individuals' deviation from their group religiosity mean predicted their level of social initiative. There was no direct effect for gender. The religiosity between-group effect was nonsignificant, suggesting that the group's mean religiosity did not predict individual social initiative (i.e., youth in groups with higher average religiosity did not have higher average social initiative). With regard to the random effects, the significant variance component for the intercepts \((Z = 3.535, p < .001)\) indicates that there were differences among the cultural-religious groups in the predicted levels of social initiative. Neither the variance of the slopes nor the covariance between the slopes and intercepts was statistically significant. This suggests that there was no significant variation among the slopes for the within-group component of religiosity nor was there a significant relationship between the estimated group slopes and intercepts. In other words, the effect of within-group religiosity on social initiative does not differ substantially from group to group.

### 8.2. Depression
The results of the mixed model regression for depression follow the same pattern as those for social initiative with the exception of gender. Results predicting depression indicate a significant effect for gender \((t = -10.772, p < .001)\), with boys reporting lower levels of depression than girls. The significant effect of the within-group religiosity component \((t = -4.146, p < .001)\) indicates that individuals' deviation from their group religiosity mean predicts their depression. The between-group religiosity component was nonsignificant, meaning that the mean religiosity of the cultural-religious group did not predict individual depression. The significant intercept variation \((Z = 3.590, p < .001)\) indicates that depression varies by group, but the nonsignificant slope variation suggests that the effect of within-group religiosity on depression does not vary by group. The covariance between slopes and intercepts was also nonsignificant.

| Table 5: Row-based percentages of cultural-religious (NEG × RT) subsamples. |
|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Buddhist        | Christian | Hindu  | Muslim | Other  | No preference | Total  |
| South Africa black | .87%    | 67.07% | 0      | 1.91%  | 22.70%     | 7.45%  | 577    |
| South Africa coloured | 0       | 46.08% | 0      | 27.84% | 24.31%     | 1.76%  | 510    |
| South Africa white | .18%    | 50.46% | 0      | .37%   | 40.70%     | 8.29%  | 543    |
| Asia: Bangladesh | .28%    | 0      | 10.42% | 89.30% | 0          | 0      | 1084   |
| Asia: China     | 16.45%  | 14.78% | 0      | 1.91%  | 5.60%      | 61.26% | 839    |
| Asia: India     | .11%    | 9.25%  | 70.70% | 10.79% | 2.86%      | 5.84%  | 908    |
| Europe: Bosnia | 0       | 2.80%  | 0      | .37%   | .37%       | 1.05%  | 573    |
| Europe: Germany | 2.08%   | 64.67% | .16%   | 11.43% | 4.50%      | 17.21% | 866    |
| Middle East: Palestine | 0   | 1.49%  | 0      | 97.98% | .53%       | 0      | 940    |
| South America: Colombia | 0 | 86.54% | 0      | 0      | 3.4%       | 10.13% | 908    |
| North America: US | 0       | 69.01% | 0      | 0      | 9.82%      | 21.70% | 855    |
| Total for groups | 1.98%   | 35.67% | 8.79%  | 32.63% | 8.24%      | 12.70% | 8603   |
8.3. Self-Esteem. The results of the mixed model regression for self-esteem indicate a significant effect of the within-group religiosity component \((t = 4.106, p < .001)\), suggesting that individuals’ deviation from their group religiosity mean predicts their level of self-esteem. In other words, the more religious youth are compared to counterparts within their cultural-religious group, the higher their self-esteem. The significant and substantial gender effect \((t = 8.350, p < .001)\) indicates that boys reported higher levels of self-esteem than girls. The religiosity between-group effect was also significant \((t = -2.785, p < .01)\), meaning that the mean religiosity of the group predicted individual self-esteem (i.e., youth in cultural-religious groups with higher average religiosity had somewhat lower average self-esteem).

The results pertaining to the random effects were similar to those for social initiative and depression; the significant variance component for the intercepts indicated that there were differences among the cultural-religious groups in the predicted levels of self-esteem \((Z = 3.612, p < .001)\). However, the nonsignificant variance component for the slopes suggests that there was no significant variation among the slopes for the within-group component of religiosity (i.e., the effect of within-group religiosity on self-esteem does not differ from group to group). The covariance between slopes and intercepts was also nonsignificant.

8.4. Antisocial Behavior. The pattern of results for antisocial behavior is distinctive in several respects. There was a significant effect for gender \((t = 11.276, p < .001)\), with boys reporting higher levels of antisocial behavior than girls. Both the between-group \((t = -3.646, p < .001)\) and within-group \((t = -3.070, p < .01)\) religiosity components were significant, indicating that both the group religiosity mean, as well as individuals’ deviations from it, predicted reduced antisocial behavior. The significant variance component for intercepts \((Z = 3.834, p < .001)\) indicates that antisocial behavior differs by group. The significant variance component for slopes \((Z = 3.278, p < .001)\) indicates that the effect of within-group religiosity on antisocial behavior differs from group to group. In addition, there was a significant negative covariance between the slopes and intercepts \((Z = -2.753; p < .01)\), indicating that higher intercepts were associated with lower slopes.

8.5. National-Ethnic Group versus Religious Tradition. Given our interest in exploring the roles of religious tradition and national-ethnic group in explaining youth functioning, and the relationship between religiosity and youth functioning, we isolated the analyses suggesting differences between the NEG × RT groups and investigated whether the group differences were better understood in terms of national-ethnic group (NEG) and religious tradition (RT). We now wanted to investigate whether those group differences were “driven” more by NEG or by RT, individually. To investigate the roles of NEG and RT in these group differences, we introduced, in separate models, the designated factor for NEG and for RT. In each case, we included the categorical variable as an additional fixed effect in predicting the outcome.

For antisocial behavior, we were interested in explaining the group differences evidenced in the variance components for slopes and intercepts. To evaluate the roles of NEG and RT in these group differences, we again introduced, in separate models, the designated factor for NEG and for RT. In each case, we included the categorical variable and its interaction with within-group religiosity as additional fixed effects in predicting antisocial behavior. This approach allowed us to further evaluate two findings—different levels of antisocial behavior across cultural-religious groups and different relationships between within-group religiosity and antisocial behavior across cultural-religious groups—to determine whether they were largely a function of national-ethnic group or religious tradition. Comparisons of these models with our initial baseline models for each outcome are given in Table 6.

Where possible, chi-square difference tests were conducted to test whether models introducing fixed effects for either national-ethnic group or religious tradition resulted in significant model improvement over the baseline model. In addition, the \(Z\)-values for the intercept variance parameters were examined to see if the variance components were reduced substantially by introducing the relevant fixed effects into the model. Adding fixed effects for religious tradition failed to improve model fit for social initiative \(\chi^2_{\text{diff}}(5) = 5.496, p = .358\), self-esteem \(\chi^2_{\text{diff}}(5) = 10.607, p = .060\), depression \(\chi^2_{\text{diff}}(5) = 7.786, p = .168\), or antisocial behavior \(\chi^2_{\text{diff}}(10) = 20.445, p = .025\). In other words, religious tradition did not explain the differences across the NEG × RT groups in any of the four youth outcomes.

Model fit was improved by adding national-ethnic group to the model for depression \(\chi^2_{\text{diff}}(10) = 46.576, p < .0001\), and the value of the intercept variance was no longer statistically significant \((p = .382)\). Similarly, model fit was also improved by adding national-ethnic group to the model for antisocial behavior, \(\chi^2_{\text{diff}}(20) = 104.689, p < .0001\), and the intercept and slope variances as well as the covariance between the intercepts and slopes were all nonsignificant. Adding fixed effects for national-ethnic group to the social initiative and self-esteem baseline models resulted in models which converged successfully but produced a final Hessian matrix which was not positive definite. This can sometimes happen when one or more model parameters are constrained at the boundary of their permissible parameter space. In these two models, the intercept variance estimate appears to have reached the usual boundary of zero for variance estimates during the estimation.

Strictly speaking, when this occurs, the validity of subsequent results cannot be ascertained. However, since the models converged successfully, and the reduction of the intercept variance components is consistent with the hypothesis...
Table 6: Comparison models for social initiative, self-esteem, depression, and antisocial behavior.

<table>
<thead>
<tr>
<th>Model</th>
<th>$-2\text{LL}$</th>
<th>Parameters</th>
<th>AIC</th>
<th>$Z^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social initiative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>18113.612</td>
<td>6</td>
<td>18125.612</td>
<td>3.543**</td>
</tr>
<tr>
<td>+National-ethnic group</td>
<td>18050.859</td>
<td>16</td>
<td>18082.859</td>
<td></td>
</tr>
<tr>
<td>+Religious tradition</td>
<td>18108.166</td>
<td>11</td>
<td>18130.166</td>
<td>3.103*</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3143.024</td>
<td>6</td>
<td>3155.024</td>
<td>3.595**</td>
</tr>
<tr>
<td>+National-ethnic group</td>
<td>3096.448</td>
<td>16</td>
<td>3128.448</td>
<td>.874</td>
</tr>
<tr>
<td>+Religious tradition</td>
<td>3135.238</td>
<td>11</td>
<td>3157.238</td>
<td>3.534**</td>
</tr>
<tr>
<td><strong>Self-esteem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>15385.768</td>
<td>6</td>
<td>15397.768</td>
<td>3.638**</td>
</tr>
<tr>
<td>+National-ethnic group</td>
<td>15313.002</td>
<td>16</td>
<td>15345.002</td>
<td></td>
</tr>
<tr>
<td>+Religious tradition</td>
<td>15375.161</td>
<td>11</td>
<td>15397.161</td>
<td>3.543**</td>
</tr>
<tr>
<td><strong>Antisocial behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>4559.283</td>
<td>8</td>
<td>4575.283</td>
<td>3.834**</td>
</tr>
<tr>
<td>+National-ethnic group</td>
<td>4454.594</td>
<td>28</td>
<td>4510.594</td>
<td>2.088</td>
</tr>
<tr>
<td>+Religious tradition</td>
<td>4538.838</td>
<td>18</td>
<td>4574.838</td>
<td>3.575**</td>
</tr>
</tbody>
</table>

* $p < .01$; ** $p < .001$.
* $Z$-value to test the intercept variance component.
* Standard error and $Z$-value not provided due to a nonpositive definite final Hessian matrix.

of a national-ethnic group effect, we have computed the chi-square difference tests for both social initiative $\chi^2_{\text{diff}}(10) = 62.753$, $p < .0001$, and self-esteem $\chi^2_{\text{diff}}(10) = 72.766$, $p < .0001$. Recognizing the model estimation problems, we cautiously present these for comparative purposes, without trying to make strong claims as to their precision. We would additionally note that the models with fixed effects for national-ethnic group have substantially lower Akaike Information Criteria (AIC) values than either the baseline models or the models with fixed effects for religious tradition. Because the AIC is derived from the original $-2\text{LL}$ Log likelihood values, it should also be evaluated cautiously. However, taking the chi-square differences, the intercept variance component reductions, and the differential AIC values as corroborative evidence, we would conclude that the group intercept differences are substantially attributable to national-ethnic group rather than religious tradition.

9. Discussion

The overall purpose of the present study was to examine the role of religion (religious tradition and religiosity) in relation to various aspects of youth functioning, considering variation in gender and cultural settings. Our analytic strategy in the present manuscript was similar to a meta-analysis; we gathered illustrative samples from within each culture and drew conclusions about basic theoretical propositions pertaining to religiosity and youth functioning by assembling these samples together. The results offer both initial insights and promising directions for future research.

In support of hypothesis 2, the results indicated direct effects of gender on three of the four youth outcomes. In keeping with the other literature (cf. [67, 68]), boys reported higher levels of antisocial behavior and self-esteem but lower levels of depression than girls. We found no evidence of a gender $\times$ religiosity interaction predicting any of the four outcomes considered in the present study. Thus, on average across all cultural-religious groups, religiosity did not impact youth functioning differentially for boys and girls, but gender directly impacted youth functioning in the three stated domains. Given the breadth of the data utilized, this lack of interaction is an evidence for the common, rather than gender-specific, impact of youth religiosity.

The intercept variances were significant in predicting all four outcomes, suggesting that the levels of adolescent social initiative, depression, self-esteem, and antisocial behavior differed across cultural-religious groups, thereby supporting hypothesis 3. As expected, the unique features and experiences that are bound up in measures of religious tradition and nationality significantly impact youth outcomes at the global level. Additionally, as indicated by the slope variances, the relationship of religiosity with antisocial behavior (but not the other three outcomes) differed as a function of cultural-religious group. In other words, the protective role of religiosity on self-esteem, depression, and social initiative is similar for youth of different religious traditions and nationalities. However, cultural-religious group alters the protective function of religiosity on antisocial behavior. Given the results that all four outcomes, as well as the relationship between religiosity and antisocial behavior, varied as a function of cultural-religious group, we endeavored to identify the primary source (i.e., national-ethnic group or religious tradition) of those differences. In keeping with hypothesis 4 and the reviewed research [53, 55], these differences were largely a function of national-ethnic group (NEG) rather than religious tradition (RT). Despite the fact that different religious traditions promote different specific beliefs
and issue different behavioral expectations, those differences do not translate into varying levels of adolescent well-being. It is worth noting, though, that we can only speculate about the meaning of an NEG finding. Some NEGs have strong national identities while others have perhaps less clear identities. It could be that culture, politics, or even geography and climate play a role in these reported differences. It is also possible, as Inglehart and Baker proposed, that reported NEG differences are, in part, a function of the religious history of the regions.

Returning now to hypothesis 1 (the primary relationship between religiosity and youth functioning), all four outcomes demonstrated a "relative" effect as evidenced by the significant role of within-group religiosity. The separation of the between-group and within-group components of religiosity allowed us to investigate the contextualized effect, in other words, the effect relative to the setting in which it occurs. It appears that the relative possession of religiosity compared to other individuals in one's group is related to one's well-being. This is an intriguing finding, suggesting that religiosity does not function only as a "basic commodity," with each unit providing the recipient with a particular amount of protection. Rather, for all four outcomes, religiosity functions in a relative manner. The same level of religiosity might be protective in one context (where the group mean is low) but not in another (where the group mean is high), just as a given height might be an advantage on one basketball team but a disadvantage on another. Perhaps the actual protective mechanism is relative religiosity, the degree to which one is more religious than others.

In addition to the significant effect of within-group religiosity on all four outcomes, between-group religiosity significantly predicted two outcomes of interest—antisocial behavior and self-esteem. In other words, groups with higher average levels of religiosity tended to have lower levels of both antisocial behavior and self-esteem. The relationship of between-group religiosity with self-esteem was unexpected. The positive relationship of within-group religiosity with self-esteem indicates that an individual with a higher than average (for her/his group) religiosity score will have a higher predicted self-esteem score. However, the negative relationship of between-group religiosity with self-esteem indicates that an individual from a group with high average religiosity will have a lower predicted self-esteem score. This effect is similar to the so-called big-fish-little-pond effect (BFLPE) observed by Marsh et al. [69]. According to Marsh and colleagues, the BFLPE effect can be recognized when the outcome variable is positively correlated with an individual-level predictor but negatively related to the predictor's group average. Typically, this occurs as a result of social comparison. Individuals are aware that those around them are less capable than they are in a specific area, resulting in an enhanced sense of self-concept in that area. This effect has previously been demonstrated only with domain-specific self-concept measures (e.g., academic self-concept, gymnastics self-concept), thus it is intriguing that it has perhaps been identified with religiosity predicting global self-esteem.

The results pertaining to antisocial behavior were unique and warrant additional discussion. Both the variance of slopes and covariance of slopes and intercepts were significant for antisocial behavior while not being significant for any other outcome. Thus, the effect of within-group religiosity on antisocial behavior differs from group to group, and higher levels of religiosity were generally related to weaker relationships between religiosity and antisocial behavior. It could be that in places where religiosity is somewhat uncommon, the uniqueness of it is especially protective, allowing religious youth to uniquely define themselves without having to behave antisocially in order to express nonconformity. In areas where religiosity is commonplace, youth must find another way to manifest their unique identities, and this mechanism might result in increased antisocial behavior.

This study is limited in several ways that warrant mention and consideration when interpreting or building on the findings. One methodological caution inherent for all self-report data not validated by another method (e.g., observation, other report) is shared method variance. Both the religiosity data and all outcome data were collected at the same time via the same survey. Thus, it is possible that the relationships between religiosity and measures of well-being are inflated as a result of this methodological approach. However, when the primary research question is comparative in nature (i.e., Does national-ethnic group or religious tradition better explain the differences in the youth outcomes? Is religiosity differentially related to youth well-being as a function of gender?), this shared method variance concern is less problematic because there is no reason to think that any potential correlation inflation biases the results of a comparative question. Additionally, our measurement of religiosity may be nonoptimal in one or another NEG, and we have compared religious traditions that reflect participants’ direct responses (e.g., Hindu, Muslim, Buddhist) with a researcher-constructed category (Christian).

Additionally, the data are cross-sectional, so direction of effect cannot be ascertained. While there is considerably more literature suggesting that religiosity impacts well-being than vice-versa, it is still possible that some of the identified relationships involve an opposite direction of effect component as well. In all researches dealing with religion, there is the potential for socially desirable responses [2]. While this may have occurred for this study, it seems unlikely for two reasons: the frequency of reported religious behaviors is relatively low, and these data were collected as part of a much larger survey that addressed a wide variety of issues related to adolescent well-being. Lastly, while the country-based samples were intended to capture the diversity present among school-attending youth in urban areas, we do not have random samples from these cultures. Therefore, caution should be exercised in moving from general statements about national-ethnic group and religious tradition to statements about specific NEGs or RTs.

Future cross-national research on religiosity and adolescent well-being would benefit from a richer set of religiosity items and more differentiated religious tradition categories. Given the results of the present study, future efforts should seek to identify the mechanisms that might explain these national-ethnic group differences in adolescent well-being and the relationship between religiosity and antisocial
behavior. Additionally, investigations into the contingent, joint, or additive effects of family socialization and youth religiosity in predicting youth well-being may be warranted. The concept of relative religiosity also suggests a direction for future research. We hope that researchers will pursue the idea of relative religiosity to determine whether this is a conscious or a nonconscious comparison that youth make. Data such as those utilized in the present study, along with a comparative ranking measure (i.e., "How religious are you compared to your peers?"), could address this interesting question. If religious ranking relative to peers does not explain the within-group religiosity findings, then perhaps youth make this comparative assessment unconsciously.

Overall, the idea that religiosity influences youth well-being is well-supported in the present analyses, not just in the west but around the world. Specific religious affiliation and gender do not impact this protective mechanism, but more research is needed to better understand both (a) the mechanism linking national-ethnic group to youth well-being and (b) the relative, or comparative, process through which religiosity impacts all four youth outcomes.
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