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The paper herein presents green p-median problem (GMP) which uses the adaptive type-2 neural network for the processing of
environmental and sociological parameters including costs of logistics operators and demonstrates the influence of these parameters
on planning the location for the city logistics terminal (CLT) within the discrete network. CLT shows direct effects on increment of
traffic volume especially in urban areas, which further results in negative environmental effects such as air pollution and noise as
well as increased number of urban populations suffering from bronchitis, asthma, and similar respiratory infections. By applying
the green p-median model (GMM), negative effects on environment and health in urban areas caused by delivery vehicles may be
reduced to minimum. This model creates real possibilities for making the proper investment decisions so as profitable investments
may be realized in the field of transport infrastructure. The paper herein also includes testing of GMM in real conditions on four

CLT locations in Belgrade City zone.

1. Introduction

Since logistics operators are stressed by increased demands,
distribution centers and terminals are usually situated in the
vicinity and/or within the urban areas. By introducing the
“just-in-time” concept, numerous production systems have
reduced their needs for warehousing facilities that required
significant costs for regular and major maintenance. The
result was that segment of the inventory was introduced
into the transport system thus contributing to heavy traffic
congestions and pollution in urban areas including negative
effects on both environment and society. Empirical researches
in Great Britain that included a sample of 87 companies
have confirmed that 39% of the companies have experienced
reduction in both number and capacity of their warehouse
facilities, while 1/3 of the companies recorded an increased
volume of delivery transport [1].

Research performed on cooperation and consolidation
systems that use logistics terminal showed that numerous
companies reduced their costs in the range of 5% to 20%.

By applying these systems in urban areas, vehicle per kilo-
meter rate is reduced for 60%. Decrement of road freight
movements by 30% to 60% resulted in reduction of heavy
vehicle fleet. In addition, delivery volume was increased for
15%, while noise and emission of harmful gases were reduced
accordingly [2].

CLT are established on traffic-favorable locations, on the
perimeter of the city or in the city core areas where they
coordinate entry and exit flows as well as flow of goods
between the point of origin and the point of consumption.
Big cities are provided with special logistics terminals that
correspond to the city logistics domain, so that the logistics
centers become major component of the system for goods
supply and elimination of waste. Number, size, and location
of logistic terminals depend on size and characteristics of the
city.

Consequences of CLT location decision, whether they
are positive or not, are long-term in character since they
considerably affect the efficiency and effectiveness of the ana-
lyzed distribution center. Numerous models for determining



locations within the network have been developed over recent
years. This paper analyzes discrete location problems based
on p-median problem. The basic assumption of all p-median
models is to determine location for one or several terminals
within the network with the aim to minimize the average
distance between the terminals and end-users.

The p-median problem was introduced by Hakimi [3].
Some earlier papers on the subject are Babich [4], Love and
Morris [5], for rectilinear distances, Cooper [6], Chen [7],
Drezner [8] for Euclidean distances, Sherali and Tuncbilek [9]
for squared Euclidean distances, and Bongartz et al. [10] for
general distances. Love [11] solved the problem on a line using
dynamic programming.

A survey of metaheuristic approaches for solving the
p-median problem is presented in Mladenovi¢ et al. [12].
Reese [13] summarized the literature on solution methods
for the incapacitated and capacitated p-median problem on
a network and presented annotated bibliography of different
solution methods.

Brimberg and Drezner [14] proposed several heuristics
for solving the p-median problem. One of the approaches is
IALT which is a modification of Cooper’s alternate algorithm
[6, 15]. Brimberg et al. [16] developed the reformulation
local search (RLS) which is a new local search that iterates
between the continuous problem and a discrete approx-
imation. Drezner and Marcoulides [17] also proposed a
constructive algorithm START, a decomposition approach,
and a local search IMP that provide better results than the
Cooper like approaches [6, 14, 15].

In the field of metaheuristic solution methods, Houck et
al. [18] and Correa et al. [19] proposed the genetic algorithms.
Brimberg et al. [20] adopted the genetic algorithm developed
by Houck et al. [18], except that they considered sparsity of the
median locations and avoided duplication of good locations.
Salhi and Gamal [21] proposed a genetic algorithm in which
they used new strategies for genetic operators and improved
the final solutions. Salcedo-Sanz et al. [22] proposed several
hybrid genetic algorithms to solve the capacitated p-median
problem. Ant colony optimization algorithm [23], group-
ing harmony search algorithm [24, 25], clustering search
metaheuristic [26], bionomic algorithm [27], and variable
neighborhood [28] are some of the notable studies, which
have been conducted in the recent years.

By analyzing the available literature, it can be noticed
that the majority of p-median models deals with location
planning problem taking into account economic, technical,
and technological indicators. However, the said models are
not concerned with reducing of adverse effects on environ-
ment and people’s health as a result of logistics activities. On
the other hand, there are certain models that consider envi-
ronmental parameters when defining location for logistics
facilities. The majority of these models has been developed
during the past few years. Li et al. [29] propose a biobjective
model to optimize distribution center locations by mini-
mizing transportation cost and transportation/production
carbon emissions. Mallidis et al. [30] present a multiobjective
model to evaluate the effects of different scenarios such as dis-
tribution network locations, outsourcing transportation, and
warehousing operations on environment. The multiobjective
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optimization model is proposed by Wang et al. [31] as the
supply chain network design considers cost of transportation,
handling, and green technology acquisition. They measure
the CO, emissions produced by production and distribution
facilities. Diabat and Simchi-Levi [32] suggest a mixed integer
programing model for supply chain design with limitation
of produced CO, in facilities. They prove that the supply
chain cost would increase if they put more limitation on
produced CO,. Harris et al. [33] consider transportation
cost and CO, emissions for optimizing European automobile
industry. Chaabane et al. [34] propose a mixed integer
linear programming based model for sustainable supply
chain design with the consideration of life cycle assessment
principles and material balance constraints at each node of
supply chain.

This paper analyzes GMP which uses the adaptive type-2
neural network for processing of environmental and socio-
logical parameters and costs of logistics operators showing
the influence the said parameters have on CLT location
planning within the network. The problem refers to defining
the CLT location within the discrete network to minimize
harmful effects of logistics delivery vehicles to environmental
and human health in urban areas. This approach becomes
more important considering the fact that in the future it
may be expected that transport companies, particularly in
countries with developed industries, will have increased
number of EFVs in their fleets while number of ENF vehicles
will be accordingly reduced.

CLT leads to increment of traffic volume in urban areas.
The increased traffic volume directly affects the environment
contributing to air pollution and noise while indirectly it is
associated with adverse health effects, including bronchitis,
asthma, and similar respiratory infections. Therefore, local
city authorities make remarkable efforts to include as many
low-emission vehicles as possible and to displace logistics
activities outside the city core areas. However, there has been
a noticeable lack of reliable methodology to support such
implementation. In order to optimize the “green” capacity, a
system that enables support in decision-making process for
the city logistics planning problem has been developed. The
purpose of the paper is to propose a model for CLT location
taking into account environmental parameters on the studied
location and in urban areas in general.

The problem is presented as one of nonlinear optimiza-
tion with fuzzy values of the input parameters and is solved
by using type-2 neurofuzzy model (T2NFM). The advantage
of the model lies in the fact that it considers a number
of factors that affect the input variables. In the first phase
of GMM application, once the possible CLT locations have
been defined together with the possible users within the
city network, links between users and locations within the
network will be identified. PL (performance of link) shall
be defined for every link within the network by applying
T2NFM. The input parameters for defining PLs within
the network are logistics operating costs, environmental
parameters (emission of sulfur and nitrogen oxides, carbon
monoxide, particulate matters, and noise), and social param-
eters (number of people suffering from bronchitis, asthma,
and similar respiration infections). T2NFM input parameters



Computational Intelligence and Neuroscience

will be broken down into components that further describe
the environmental status, social parameters, and logistics
operating costs. The advantage of this model is reflected in
the fact that it takes into account a significant number of
factors that affect the input variables. For example, when
considering the input variable (environmental parameters),
the parameters taken into account are those which describe
oxides of sulfur emissions, nitrogen oxide emissions, carbon
monoxide emissions, and particulate emissions. By summing
up the weighted values of the said parameters, the input
variable environmental parameters may be described. A
similar approach is applied for breaking down the remaining
T2NFM input variables (sociological parameters and logistics
operating costs). After running the input parameters through
the adaptive neural network, PLs are obtained at the output
for every link in the network.

After obtaining the PLs values of the network, routes
for both EFV and ENF vehicles of the logistics operators,
from the CLT to the end destination, may be allocated.
Routes shall be defined by applying the modified Dijkstra’s
algorithm. Once the EFV and ENF routes have been defined,
PLs for every CLT location will be summarized and the most
optimum location will be chosen. A detailed description of
the developed model is stated in the text below. In addition
to description of the phases of the model, the architecture of
the T2NFM is presented, the input parameters are defined,
and the process of training the network is shown. The final
section of the paper shows how the model was tested in real
conditions on four CLT locations in Belgrade.

2. Green p-Median Model for CLT Location
Planning within the Discrete Networks

The paper analyzes problem referring to selection of CLT
location at the city perimeter so as logistics operating costs
and environmental and sociological parameters may be
reduced to minimum. For the purpose of CLT location
planning, modification of the standard p-median problem
is carried out. Optimal routes to nodes (users) within the
network will be allocated for any potential CLT location. As
a result, two routes for every CLT location will be allocated:
one route for EFVs and the other one for EUF vehicles. In
the next phase, performance of all links within the optimum
routes, from CLT to nodes (users), within the network will
be summarized. The optimum task is to choose the CLT
location characterized by minimum total sum of PLs for EUF
vehicles and maximum total sum of PLs for EFVs. The result
is ranking of CLT locations and selection of the optimum
route for transport means, from CLT to nodes (users).

The paper presents solution of p-median problem by
applying type-2 neurofuzzy model and modified Dikstra’s
algorithm (Figure 1). Planning of CLT locations at the
perimeter of the urban areas is considered to be an opti-
mization problem in a function of logistics operating costs
and environmental and sociological parameters. Solution of
the problem is proposed through application of T2NFM and
modified Dijkstra’s algorithm.

Defining the potential LDC locations on the perimeter of
the urban areas

Defining the potential users (nodes) in the urban zone for
delivery from the LDC

|

Calculation of input parameters for type-2 neurofuzzy
model (costs and environmental and sociological
parameters)

Phase I: type-2 neurofuzzy model
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(¢;j) using the type-2 neurofuzzy model

Summing up the PLs of all branches located on the
optimum route

No All routes
defined?

Phase II: modified Dijkstra’s algorithm

Yes

Ranking and selection of the optimum LDC location

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
:
| Defining the optimum route for each LDC location
:
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
]

FIGURE 1: CLT location planning model.

CLT location planning shall be done in two phases. In
phase one, after defining the potential CLT locations and
the users of logistic services, the input parameters of the
T2NFM shall be calculated. After application of the T2NFM,
the performance of the network links was obtained by passing
the input parameters (x; : costs of the logistics distributors, x,:
environmental parameters, and x;: sociological parameters)
through the adaptive neurofuzzy network.

In phase two, we assign the PL values to network branches
and define the optimal routes of EFV and EUV transport
means from each CLT location to the users. Delivery vehi-
cle routes shall be determined by application of modified
Dijkstra’s algorithm. EFV and EUV routing performed by
application of modified Dijkstra’s algorithm consists of the
following steps.

Step 1. In step one, the initial network node shall be deter-
mined. In the model presented in this paper, the initial
network nodes (CLT locations) are predefined. The process
starts from the node L. Since the PL from the node L to the
node L is zero, the initial node is assigned a label PL; = 0. The
predecessor node of the node L will be denoted by the symbol



+ so that g; = + (where g; is the node before the node i on
the shortest path between the node L and the node 7).

Step 2. Since the paths from the node L to all other nodes are
still unknown, we temporarily label PL;; = oo fori # L. Since
the predecessor nodes i of the nodes i # L on the shortest
paths are also unknown, we put g; = — for all i # L. The only
node thatis currently in a closed state is the node L. Therefore,
we can write that ¢ = L.

Step 3. In order to transform some of temporary labels into
the permanent ones, we should examine all branches (c,7)
coming from the last node in a closed state (node ¢). If the
node i is in a closed state, we shall proceed with examination
of the next node. If the node j is in an open state, we obtain
its label based on the equation

PL,; = min {PL;, PL,, + PL(c, )} . 1)

Step 4. In order to determine a next node that will pass from
an open to a closed state, we shall compare the values of all
nodes in an open state.

For EUV vehicles, we choose a node with the lowest PL
value. Let it be the node j. The node j passes from an open to
a closed state considering that there is no PL value between
a and j lower than PL; (2). Link performance through any
other node would be higher:

PL,; = max {PL,;} . 2)

For EFV, we choose a node with the highest PL value. Let it be
the node j. The node j passes from an open to a closed state
considering that there is no PL value from a to j higher than
PL,; (3). Link performance through any other node would be
lower:

PL,; = min {PL,;} . (3)

Step 5. Since the node j is the next node which passes from an
open to a closed state, we determine the predecessor node of
the node j on the shortest path from the node a to the node j.
We examine the link performance of all branches (i, j) going
from the nodes in a closed state to the node j until we confirm
that (4) is satisfied:

PL,; = PL,; — PL(i, j). (4)

Let this equation be satisfied for the node t. It means that the
node ¢ is the predecessor of the node j on the shortest path
between the node a and the node j. Therefore, we can write
that g; = ¢.

Step 6. If all nodes in the network are in a closed state, we
have completed the process of finding the optimum EFV and
EUV routes. If there are other nodes in an open state, we shall
return to Step 3.
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Step 7. After calculation of routes from all potential CLT
locations to the users, PLs on the optimum EFV and EUV
routes shall be summed up for each CLT location separately:

n

QEFVi:ZPL]’) i=12,...,m, (5)
=
n

Qunpi= Y PL, i=12,...,m, (6)
=1

where Qgpy; is the sum of PLs in the EFV route, Qpyy; is the
sum of PLs in the EUV route, # is the total number of links
on the optimum routes, and m is the total number of CLT
locations to be chosen.

Step 8. Criterion functions (L;) assigned to each location,
which serve to rank locations, shall be obtained as a difference
between the sum of PLs on the optimum EFV (Qgpy;) and
EUV (Qgyp;) routes. Location with the highest difference
shall be chosen:

L; = Qgpyi — Qi (7)

The text below describes a process for defining the input
parameters and the T2NFM architecture.

3. Architecture of Adaptive Type-2
Neurofuzzy Network

An integral part of the adaptive type-2 neurofuzzy network
is type-2 fuzzy logic system (T2FLS) of reasoning. The initial
T2FLS is mapped into a five-layer adaptive neural network
with a restricted connectivity structure.

Based on the analysis of the presented literature and
recommendations given by Jovanovi¢ et al. [35] and Cirovi¢
et al. [36], parameters which have influence on the routing
of logistics vehicles and CLT location planning in city areas
have been identified. After passing the defined parameters
through the T2NFM, we obtain the performance of the
network links. Three input variables of the T2NFM (x;: costs
of logistics distributors, x,: environmental parameters, and
x5: sociological parameters) were defined.

The mathematical formulation of the T2NFM input
variables is made in the following way. Parameter for the costs
of the logistics distributors (x;) is determined on the basis
of operating costs of the vehicle (¢, ), route length (I), vehicle
driving time on the link (¢), and staff costs (c,), namely, x, =
al+ ot [35].

Environmental parameters (x,) were used to analyze the
air quality and noise. Emitted quantities of sulfur oxide (E,),
nitrogen oxide (E,), carbon monoxide (E;), and particulate
matters (E,) were considered as representative chemical
compounds illustrating the air condition. In addition to those
chemical compounds, a noise (E;) was considered due to its
harmful impact on the environment and human health. Each
environmental parameter is assigned a weighting factor w;
(i = 1,2,...,5). After summing up the weighted environ-
mental parameters ( 21'5:1 w; - E;), we obtain the environmental
parameter (x,) that passes through the adaptive T2NFM.
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FIGURE 2: The structure of type-2 neurofuzzy model.

Values of the above-mentioned chemical compounds are
obtained from the measuring stations placed in the cities or
from the reports prepared by the environmental protection
agencies. Values from the SEA report [37] were used in this
paper.

For determination of the noise parameters, there are
numerous mathematical models that illustrate a traffic noise
with different accuracy and each one is different with regard
to the factors taken into consideration. All models that can be
found in the literature are based on establishing a functional
relation between the noise emission parameters and the
parameters related to traffic and roads/streets [36]. Some of
the most widely used models were defined by Burgess [38],
Josse [39], and Fagotti and Poggi [40]. In this research, we
used a model for determination of equivalent noise level
generated by the road traffic, which has been developed by
Prascevic et al. [41].

Sociological parameters (x;) were used to analyze a
number of people sick with bronchitis (S;), asthma (S,),
and respiratory infections (S;) represented by a number of
sick people per 1000 population. Each sociological parameter
is assigned a weighting factor w;. After summing up the
weighted sociological parameters (Zil w; - S;), we obtain a
sociological parameter (x5) that passes through the T2NFM.

Values of these parameters depend on the economic
situation and economic policy of each country where
the proposed algorithm could be applied. Based on the
data obtained from the Serbian Environmental Protec-
tion Agency, we defined the limit values E; [0,125] ug/m’,
E, [0,85] ug/m’, E; [0,10] ug/m’, and E, [2,40] ug/m’ [36].

Adaptive Type-2 Fuzzy Logic Model Training. Since the output
of the network is numeric, then this can be compared with
the expected output from a teacher (i.e., supervised learning)
and backpropagation used to feed the error back to adjust the
parameters in the nodes.

The procedure in the adaptive type-2 fuzzy logic system
is made up of forward and backward passes while using a
combined steepest gradient descent and least square error
method for the learning process required in determining the
parameters’ values for the adaptive nodes [42, 43].

Adaptive type-2 fuzzy logic system is designed to establish
and compute a function from input space to output space. In
this paper, the network (Figure 2) that has a fixed structure
is configured based on the operation of the fuzzy system
(Takagi-Sugeno model). The input layer (Layer 1) consists of
3 units representing costs of the logistics distributors (x,),
environmental parameters (x,), and sociological parameters
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(x5). This is the input layer for the network. The net input and
the net output for the ith node of this layer are indicated as

O = V5, ®)

where the weights of w}l) (i = 1,2,...,n) are set to be unity

and xEl) is the input to the ith node in this first layer.

Every node in 2nd layer is an adaptive node. This layer
handles the type-2 membership functions. The nodes here
consist of linguistic membership grades to be matched with
the input variables used in the training process. All the units
in the 2nd layer (x,, x,, and x;) are connected with the 5
units. The 2nd layer consists of 3 + 5 units representing the
number of verbal descriptions quantified by type-2 fuzzy sets
(“very low,” “low,” “medium,” “high,” and “very high”) for
each input variable (Figure 3). Every unit in the 2nd layer is
an adaptive unit with an output being the membership value
of the premise part.

Two types of MF are adopted here. In this paper, we
have used the type-2 Gaussian MFs with uncertain mean and
type-2 Gaussian MFs with uncertain standard deviation to be
the membership function for the antecedent and consequent
variable. Based on these two MFs, the two kinds of output
from this layer are presented in Cases 1 and 2 as follows.

Case 1. This is the case involving the antecedent and con-
sequent membership functions that have been defined to be
Gaussian ME having uncertain mean (). The output for this
case is of the following form:

2

OQ) —-m;.
2) _ ij ij
Oij = exp _
o %)
~ Oij as my; = ﬁij
I e
Qij as my; = m;.

Case 2. This is the case involving the input membership
functions that have been defined to be Gaussian MF having
uncertain standard deviation (o). The output from this case
is as follows:

2

(1)
1 O —m..
O}J.z) —exp || —2
0jj
o (10)
—(2 —
ngz) as 0;; = 0y;.
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The type-2 MFs can be represented as interval bound by
the upper MF and the lower ME, which is denoted as iz and
He s respectively; therefore, the output from the 2nd layer is
represented as an interval [Q,?j),df’
the output from the lower MF and 51(.].2) is the output from the
upper ME

The third layer is the layer where the operations involving
fuzzy rules are carried out. The antecedent matching takes
place in this layer following the type-2 fuzzy rules. The
operation in this layer is implemented as product (meet)
operation. Thus, the output from this layer for the jth rule
node is as follows:

], where QEJ.Z) represents

oL

I
—~
&

Sl
~

oY = ]1[ (wP0?) = ’:1 (1)
of =[T(wg0f),
i=1

)

where the weights wfj3 are set to be unity. Therefore, similar

to layer 2, the output O;j) from this layer is represented as an

—@3
interval [Qt(.;), ij )].

The node in 4th layer is responsible for the generation of
the rules’ output by carrying out consequent matching. The
“join” operation (Union) regarding the grades of membership
also takes place in this layer:

=4 4)=0)
; 0 = [ (wij o )

off =T ] (wf0f) = - (12)
of =[] (w0y)-

i=1

The meet (intersection) operation is used to connect the
antecedents in the fuzzy rules; the extended sup-star com-
position is used to combine the output fuzzy sets and firing
strength of the input fuzzy sets, while the join (Union)
operation is used to combine multiple rules [42]. The
membership grades of type-2 FLS are usually represented
by the upper and lower membership grades of the foot-
print of uncertainty (FOU) [44]. To illustrate the extended
sup-star composition using the type-2 fuzzy rules R: IF
X, is Fi and X, is Fé and...and X, is F; THEN yis G, as
a hypothetical case, let pp = [ﬁFf,ﬁFiz] and let yg = [EG b
for each of the samples (x, y). The type-2 FLS’ firing strength
given as pp(x) = (o, ppi(x) is an interval; that is, pp (X) =
[f i(X),?(X)]. Given that the interval type-2 FLS made use

of meet operation under product t-norm, therefore the firing
strength, as presented below in (14), will be an interval type-1
fuzzy set [44]:

Fo=[feo.7wl=[A7],

o
=)

0.6 +

Degree of membership
I

FIGURE 4: Computation of the parameters ', !, and y;.

where

F1X) =y (a) X xp (), (14)

700 =g (x1) %+ x iy (), (15)

where x represents the t-norm product operation.

In the 5th layer, the type reduction and final defuzzifi-
cation take place. The only node here is a fixed node. The
results from the inference engine are type-2 fuzzy sets. There
is then the need to reduce the type-2 fuzzy sets to type-
1 fuzzy sets in order to give room for defuzzification, so
that the final crisp outputs can be generated. Center-of-sets
(COS) type-reducer algorithm developed by Mendel [42]
has been used in this study because it provides reasonable
computational complexity compared to others, such as the
expensive centroid type reducer, though other types can
still be investigated when the need arises as the research
progresses. COS type reducer uses two steps in reducing
the type-2 fuzzy sets as follows: (i) calculating the centroids
of type-2 fuzzy rule consequences and (ii) calculating the
reduced fuzzy sets. Suppose that the output of an interval
type-2 FLS is represented by type-2 fuzzy sets G' (where t =
1,...,T, T is the number of output fuzzy sets). In this first
stage, the centroids of all the T output fuzzy sets are calculated
and they will be used in calculating the reduced sets in the
next stage. The centroid of the ith output fuzzy set y' is a type-
linterval set which can be expressed in the following equation
[42]:

v =y = J 1 (16)

J Z Z >
O€ly, J0.€]y, Zz:l yzez/ ZZ:I Yz

where y! and y; stand for the upper bound and lower bound
point of y* and 6, is set to h, that has been defined in Figure 4
and is representing the number of discretized points for each
output fuzzy set.
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FIGURE 5: T2NFM sensitivity before and after training.

To calculate the type-reduced set, it is sufficient to
compute its upper and lower bounds of the reduced sets y,
and y,, which can be expressed as follows:

g = Z:Afl fli)’li

Yo fi
L (17)

i [0

Zi:l fr

where f/ and y] are the firing strength and the centroid of the
output fuzzy set of ith rule associated with y;, respectively.
Similarly, f’ and y' are the firing strength and the centroid of
the output fuzzy set of ith rule associated with y,, respectively.

The final output of type-2 FLS is thus set to the average of
yiand y,:

y(x) = % (18)

where y(x) is the final crisp output.

T2NEM has been trained with 3110 numerical data sets
(training pairs). During the training, data from the training
set are passed through the network periodically. The T2NFM
training was carried out in 890 epochs. When the training
process started, the T2NFM output error was 2.584. After 890
epochs, the error was reduced to the acceptable 0.112.

After training, it was noted that the system is sensitive and
the output is gradual. The inert and hypersensitive parts of the
system were removed, as it was the case with the type-2 fuzzy

model (Figure 5(a)). Figure 5(b) shows the system sensitivity
by input parameters after training, namely, a scenario that
describes the system reaction for some input values.

Five-layer adaptive network was tested on the example
of 178 parameters describing the network nodes in the
urban areas of Belgrade. Values of the criteria describing the
observed node were periodically passed through the T2NFM
and the network node PLs were obtained.

4. The Model Testing

The GMM was tested in the urban areas of Belgrade. The
significance of the goods transport in Belgrade is presented
by the research results [45] showing that two-thirds of the
total goods flows have the source or destination in the central
urban areas. The Central Business District initiates one-
third of all freight flows [45]. Urban freight transport has
continual growth and there are expectations that the trend
will continue in the future. A reason for the growing share of
the freight transport in Belgrade is the trends in production
and distribution based on the low stock and the deliveries
that are precisely defined in time (JIT, just-in-time strategy)
as well as the trend of growth of electronic trade and the
delivery to the home address (B2C, Business-to-Customer).
Four traffic-suitable locations for the CLT development were
chosen on the city core periphery (Figure 6). Figure 6 shows
the network of main roads connecting the CLT locations and
43 service users.

Traffic congestion, which is very present in the so-called
peak traffic periods, is extremely harmful to the environment
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FI1GURE 6: CLT locations and network architecture.

and causes many negative consequences such as additional
fuel consumption, air pollution, supply problems, reduced
trade, and effects of transport vehicles. Moreover, most of
the harmful gases (about 1/3) are produced by the vehicles,
namely, 65% of carbon monoxide, 45% of hydrocarbon, and
49% of nitrogen oxide [46].

In order to inform the public about the air quality in
Belgrade, the Environmental Protection Agency monitors
the air quality and noise in real time. For this purpose,
automatic measuring stations were placed in Belgrade to
monitor the air quality. The SEA report [37] warns that
parameters of the environment in Belgrade are significantly
worse as compared to the previous years. In addition, the
report of the Belgrade Institute of Public Health [47] states
that the number of people sick with asthma, bronchitis, and
respiratory infections is growing and one of the main reasons
for such situation is deteriorated air quality.

Having in mind the data presented in the reports of
the Belgrade Institute of Public Health [47] and the SEA
[37], the Belgrade City authorities have decided to subsidize
the purchase of EFV in order to reduce the environmental
pollution in the city. The goal for the next four years is
that logistics distributors shall have minimum 50% EFV in
their fleets. However, in addition to purchasing the EFV, the
logistics distributors will face the problem of how to allocate
the EFV vehicles. In addition to CLT location planning, the
GMM presented in this paper proposes the routes of EFV and
EUV vehicles serving to supply the CLT users.

As stated in Section 2, the CLT location planning shall
be made in two phases. In phase 1, after defining the potential
CLT locations and the users of logistic services (Figure 6), the
input variables of the T2NFM shall be calculated. The input
variables of the T2NFM were obtained based on the limit
values for the period 2010-2013 [37, 47]. Parameters of the
variable x, (environmental parameters) were obtained based
on the data collected from 35 automatic measuring stations
for monitoring the air quality and noise [37]. Parameters of
the variable x; (sociological parameters) were obtained based
on the report of the Belgrade Institute of Public Health [47]
while parameters of the variable x; (costs of the logistics
distributors) were obtained based on the analysis of the costs

of the logistics distributors and Euclidean length of links of
the network where the model was tested.

Characteristics of the links, namely, parameters of the
variables x;, x,, and x; on the tested network, are shown
in Table 1 (the Appendix). Based on the values shown in
Table 1, the input variables of the T2NFM were obtained.
After passing the variables (x;: costs of the logistics dis-
tributors, x,: environmental parameters, and x;: sociological
parameters) through the adaptive neural network, we obtain
the performance of the network links. At T2NFM output 178
PLs shown in Table 1 were obtained.

In the second phase, the PL values are assigned to the
network branches and the optimum routes of EFV and EUV
transport means from each CLT location to the users are
defined. Using the modified Dijkstra’s algorithm, we have
obtained two routes for each CLT location. EFV and EUV
routes were defined for each CLT location. Using expressions
(5) and (6) for each CLT location individually, we sum up the
PLs located on the optimum routes. The sums of PLs on the
CLT locations in the tested network are shown in Table 2.

After summing up the PLs, we choose a location that
has minimum influence on the sociological parameters and
environmental pollution, that is, the EFV route with the
maximum sum of PLs. In addition, a location shall be chosen
based on the costs of the logistics distributors; namely, the
EUV route with the minimum sum of PLs will be chosen.
A final value of the criterion function associated with the
locations shall be obtained using expression (15). Based on the
values of criterion functions, we rank locations and choose
the best one. The values of criterion functions and rank of
locations are shown in Table 2.

After analysis of the obtained results (Table 2), we can
conclude that location GLT; has minimum influence on the
sociological parameters and the parameters of environmental
pollution in the urban area. In addition, the CLT constructed
on the location GLT; will provide maximum cost savings for
the logistics distributors. EFV and EUV routes on the location
GLT}; are shown in Figure 7.

When defining the routes, it was assumed that the
number of EFVs is limited and that a maximum of ten
vehicles can be assigned to one of the routes. Under these
assumptions the steps of proposed algorithm were applied
and vehicles were assigned to the given routes.

5. Discussion and Conclusions

According to the world trends, this paper contains the
GMM developed for CLT location planning, whose logistic
capacities are used to serve the urban areas. The model was
tested in the real Belgrade City network. After using the
real data obtained from the automatic measuring stations
placed in Belgrade, the parameters for calculation of the
input variables of the T2NFM were obtained and model was
tested in the real Belgrade City road network. This model
remains open for modifications and further adaptation to
the user’s requirements. This model is adaptive and it is
possible to use some other models instead of the proposed
method for obtaining the specific input data and that is
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TABLE 1: Characteristics of the links in the tested network.

Number Link E, E, E, E,, E,, Es S, S, S, I; t X, X, X, PL

i

1 R;,; 3810 4.00 4380 510 2.00 3500 58.00 62.00 3200 680 1L.66 4.86 2696 5220 538
2 R;, ¢ 3300 740 62,60 12.00 6.70 32.00 4700 58.00 65.00 570 977 4.07 3146 5611 5.5
3 R;,, 1800 240 4810 1910 530 2910 70.00 23.00 56.00 6.20 10.63 4.43 24.61 48.69 518
4 R,, 8350 750 4320 3180 1530 78.00 332.00 362.00 366.00 0.80 137 057 5214 35272 8.67
5 R,; 9850 720 66.00 2160 19.60 80.00 149.00 268.00 185.00 100 171 0.71 5933 20316 8.29
6 R,, 6230 4.60 8280 2680 1130 8790 258.00 174.00 320.00 1.40 2.40 100 5741 244.44 8.49
7 R,; 8240 540 4230 3700 3.70 46.60 155.00 71.00 70.00 210 3.60 150 4229 100.02 6.12
8 R, 121.80 2.60 7990 2890 1730 33.00 93.00 433.00 154.00 3.20 549 229 5386 23593 856
9 R,; 11550 9.80 5390 34.00 6.90 4910 418.00 375.00 336.00 0.90 154 0.64 5237 37928 8.83
10 R, 4 9510 810 74.40 33.80 1910 8730 164.00 449.00 338.00 0.60 1.03 0.43 64.09 31817 9.20
11 R,; 6980 690 1210 2950 14.00 59.20 444.00 325.00 198.00 110 189 0.79 3767 330.96 7.00
12 R,, 98,60 3.00 5730 3500 810 76.80 201.00 372.00 450.00 185 317 132 56.02 33392 895
13 Ry, 3960 590 3120 1180 13.60 8210 215.00 432.00 114.00 0.80 137 0.57 39.63 26712 6.70
14 Ry;s 9640 820 7280 560 540 52.00 382.00 429.00 23700 130 223 093 4937 358.65 8.58
15 R;, 12270 4.40 7440 10.50 13.60 42.00 250.00 188.00 423.00 160 274 114 5273 27557 8.35
16 Rys 7290 570 2790 36.00 380 4570 152.00 229.00 219.00 235 4.03 168 3730 19919 6.36
17 R;,s 3140 220 6750 1730 1720 98.10 273.00 406.00 382.00 242 415 173 5030 352.86 8.86
18 R,s 6690 8.00 1320 2640 1640 43.60 45.00 433.00 13400 085 146 0.61 3347 21359 572
19 R,¢ 120.80 8.60 8150 10.50 6.30 83.50 368.00 387.00 443.00 0.95 163 0.68 64.67 39586 9.59
20 R,, 3340 410 2580 2240 1700 56.70 34.00 405.00 445.00 0.82 141 0.59 3219 286.23 6.08
21 R,;s 11900 650 2940 1110 6.00 4730 338.00 8700 399.00 145 249 1.04 4354 26228 725
22 R,s 12270 390 5640 2410 14.00 55.60 129.00 300.00 5700 215 3.69 154 5419 17224 798
23 R,,s 121.80 590 40.50 3700 1580 93.80 178.00 112.00 315.00 5.80 994 414 6298 191.88 9.33
24 R,,, 5700 730 7700 820 3.50 3880 123.00 404.00 119.00 6.90 11.83 4.93 39.62 22572 765
25 R, 12400 550 6010 3770 530 9550 396.00 445.00 112.00 0.75 129 0.54 66.57 334.74 9.43
26 R,, 80.00 2.60 6330 13.40 14.20 94.60 406.00 119.00 442.00 110 1.89 0.79 56.44 310.01 8.76
27 Ry;s 7200 9.00 4210 3450 6.20 59.70 396.00 174.00 245.00 2.90 4.97 2.07 44.60 271.70 796
28 R, 3380 740 7090 1550 530 80.10 184.00 219.00 342.00 3.25 557 232 4613 241.04 8.01
29 Ry, 2110 510 7890 1910 710 4910  37.00 11700  390.00 6.87 1178 4.91 3766 16534 6.94
30 R;,, 5130 540 6710 3150 12.20 5120 55.00 23500 121.00 725 1243 518 43.51 140.09 750
31 R¢, 4420 5.00 530 1150 16.30 5010 19700 159.00 361.00 0.75 129 054 26.79 22874 5.30
32 Rs; 4970 630 4490 1550 18.30 3490 228.00 45.00 211.00 0.45 0.77 032 3322 155.62 5.26
33 R, s 6350 9.00 12.60 30.40 980 7140 33.00 154.00 252.00 110 189 0.79 39.81 13916 5.94
34 R, 7810 920 7230 30.50 14.70 3850 3500 89.00 182.00 0.90 154 0.64 4715 9612 6.44
35 R,,; 10140 470 5440 1500 1540 53.50 163.00 18100 12700 120 2.06 0.86 4856 159.43 708
36 Ry, 4980 4.60 7630 13.90 11.40 7220 23700 191.00 306.00 195 334 139 48.04 239.27 780
37 Ry, 7100 750 56.40 1090 10.60 35.20 404.00 31700 159.00 235 4.03 168 3821 30328 724
38 Rip.;;  56.80 690 1650 36.70 15.60 8520 294.00 98.00 129.00 0.45 0.77 032 4417 17541 6.58
39 Ry; 6460 710 920 1120 430 8370 8500 32700 421.00 140 240 1.00 3888 26848 6.74
40 Rgy 2450 710 5970 22.00 1590 5980 51.00 437.00 254.00 250 429 179 3897 250.66 700
41 Rigos 5590 330 4210 2140 6.60 4170 428.00 395.00 345.00 320 549 229 3413 39244 758
42 Rip..s 9860 550 3410 11.00 6.60 6310 69.00 39500 403.00 3.95 6.77 282 4483 283.07 832
43 Ry, 12390 760 1140 36.30 16.00 51.00 38.00 26100 329.00 415 711 296 4642 20214 793
44 Ry, 3840 420 73.60 2280 1210 95.00 413.00 11700 242.00 2.85 4.89 2.04 5254 25574 8.55
45 Ry, 7920 580 1830 2150 3.40 94.60 195.00 213.00 110.00 0.86 147 0.61 4718 178.02 701
46 Ry.;; 10930 350 6850 890 1690 6280 376.00 290.00 235.00 0.78 134 056 5451 304.69 8.50
47 Ry, 2240 260 30.00 3450 840 3770 168.00 236.00 228.00 110 1.89 0.79 26.27 209.84 5.20
48 Ry,..4 6460 6.40 2340 3550 1160 6730 149.00 91.00 281.00 2.80 4.80 2.00 4158 164.66 6.69
49 Ry ,5 11430 470 6140 34.60 10.80 5760 402.00 159.00 40700 310 531 221 5536 31335 912
50 R, 23.00 4.80 42.60 2760 1450 7590 419.00 405.00 422.00 215 3.69 154 3936 41455 785
51 Ri,; 5030 910 6910 2740 540 7170 446.00 240.00 444.00 210 3.60 150 4847 36928 8.71
52 Ry, 10700 740 4720 39.40 490 89.60 308.00 372.00 298.00 110 189 0.79 5986 328.87 9.08
53 Ry, 9870 800 33.60 2210 1750 7340 55.00 313.00 33700 140 240 100 5080 22946 783
54 Ry,,, 10320 540 580 930 930 6540 208.00 374.00 21700 0.75 129 054 4041 27193 6.80
55 R, 8890 6.00 3770 970 11.00 5540 109.00 44700 345.00 160 274 114 4234 30017 748
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Number Link E, E, E, E,, E,, E; S, S, S, .t X, X, X, PL
56 Ry,,; 113.00 430 7470 9.60 16.70 8560 206.00 142.00 401.00 130 223 093 62.66 236.89 8.77
57 Ry,, 2730 880 720 750 240 58.80 159.00 24700 143.00 152 2.61 109 2492 18706 5.3
58 Ri;q, 12090 2.80 3450 3650 1410 6590 161.00 60.00 444.00 1.00 171 071 5335 202.63 917
59 Ri;,5 4430 270 6780 2480 330 4570 209.00 288.00 195.00 136 233 0.97 3836 23432 6.41
60 R;;; 11530 870 9.00 10.60 3.70 9920 206.00 126.00 62.00 210 3.60 150 5220 136.24 750
61 Ri;,5 10590 310 4410 1570 4.00 8780 248.00 219.00 124.00 2.85 4.89 2.04 5438 20270 8.36
62 Ri3, 5980 890 3870 3250 270 3230 26100 193.00 383.00 6.89 1181 492 3381 270.03 748
63 Rz, 9470 990 36.20 2310 19.80 6590 185.00 313.00 31700 765 1311 546 4950 26918 911
64 Ri;,s 2040 910 14.80 18.80 3.50 9520 426.00 364.00 429.00 790 1354 564 36.42 403.95 8.70
65 Ry,; 9100 550 5040 14.00 15.00 7560 8100 355.00 269.00 190 3.26 136 5158 234.88 8.1
66 Ry, 5590 870 28.80 38.60 1910 84.70 64.00 82.00 36.00 220 377 157 4756 63.04 6.52
67 R 9480 790 3960 3950 520 9140 426.00 73.00 416.00 345 591 246 56.70 29256 783
68 Ry, 7810 390 5220 860 910 7720 98.00 89.00 291.00 390 6.69 2.79 4825 148.84 760
69 Rins 9990 480 30.70 1340 10.00 8540 109.00 13700 350.00 4.30 737 3.07 5071 186.74 8.25
70 R4 10370 6.00 5510 3740 1340 4890 182.00 408.00 131.00 756 1296 540 5086 25119 910
71 Ris6 7450 920 1520 3320 18.80 48.20 194.00 222.00 324.00 0.80 137 0.57 3793 240.73 6.33
72 Ris,6 7280 920 7700 3450 1390 9910 50.00 3700 39700 150 257 107 6339 14242 815
73 Ri5,;, 104.00 5.00 8140 18.80 5.60 60.50 378.00 406.00 224.00 175 3.00 125 5581 34518 9.01
74 Ris,s 2620 530 8030 690 1630 8110 60.00 102.00 438.00 230 394 164 46.85 18134 735
75 Ris, 6300 470 1240 40.00 610 7840 63.00 5700 88.00 225 386 161 4136 6799 5.88
76 Ris5 10380 610 7490 3320 290 3110 313.00 65.00 432.00 195 334 139 4852 25446 792
77 Ry, 7740 270 5120 1950 1700 9230 258.00 41700 49.00 100 171 0.71 54.02 258.25 8.23
78 Rig,; 4370 350 1160 3740 950 3710 192.00 389.00 151.00 150 257 107 26.82 253.44 5.59
79 Rigs 2740 720 1690 2430 1210 6950 80.00 152.00 116.00 0.80 137 0.57 3284 116.86 5.05
80 R 4890 8.60 51.00 1250 18.70 80.00 365.00 393.00 210.00 100 171 0.71 46.26 33210 8.00
81 Ry 5060 620 1500 1430 1130 41.60 384.00 203.00 249.00 5.20 891 371 2773 27922 6.81
82 R;44 11070 9.80 36.10 3890 14.20 3810 103.00 169.00 433.00 0.65 111 046 46.46 21986 719
83 R;5;, 12410 820 2840 2030 250 41.00 430.00 91.00 401.00 110 189 0.79 4373 296.25 748
84 R4 7490 940 6680 13.00 1510 64.30 246.00 369.00 74.00 520 891 371 4993 24315 8.80
85 Rigs 8970 700 7360 2430 820 62.00 78.00 353.00 170.00 0.80 137 0.57 53.48 205.66 781
86 Rigs, 3370 720 5170 750 930 9420 450.00 266.00 35700 0.60 1.03 0.43 4519 355.80 8.00
87 Rigpy 7870 350 60.60 1520 18.00 4730 380.00 25700 255.00 4.30 737 3.07 44.28 29947 8.48
88 Ry 6800 870 920 1110 710 3530 369.00 424.00 284.00 0.85 146 0.61 2761 365.67 6.1
89 Ry, 3430 990 2750 21.00 830 5530 202.00 98.00 82.00 0.75 129 0.54 3231 130.08 5.05
90 Ry ,s 110.20 3.00 5720 2830 1190 3510 334.00 260.00 112.00 2.00 343 143 46.85 24441 771
91 Ry4 3050 4.60 1930 3820 14.10 4780 426.00 336.00 369.00 2.60 446 186 29.78 376.88 6.85
92 Ryy5s 7950 930 40.00 3760 1730 52.00 52.00 300.00 220.00 540 9.26 3.86 4542 190.96 791
93 Ry, 4230 520 4510 550 1960 8240 7700 163.00 296.00 6.45 1106 4.61 4289 17015 753
94 R, o 10700 830 980 26.80 1430 6560 412.00 226.00 155.00 0.56 0.96 0.40 4553 271.24 742
95 R, ,; 4820 970 8210 2170 14.60 75.40 389.00 270.00 29500 185 317 132 5236 318.69 8.69
96 Ry, 2750 410 5730 2830 880 70.00 168.00 69.00 428.00 220 3.77 157 4091 204.07 6.77
97 R, 56 106.60 5.80 5790 10.40 14.60 7310 43100 319.00 243.00 6.5 10.54 4.39 54.87 336.80 9.58
98 R, ; 8990 870 1940 3310 9.60 32.40 338.00 352.00 125.00 5.00 857 357 3613 28370 760
99 Ry s 7760 3.80 63.40 33.40 1610 55.20 112.00 361.00 131.00 520 891 371 4889 20934 8.4l
100 R, ,; 5060 510 540 16.60 1700 4710 332.00 94.00 294.00 580 994 414 2799 23343 6.1
101 R,, ;5 3580 4.80 80.50 3270 9.90 8720 364.00 390.00 102.00 140 240 100 52.60 300.34 8.41
102 Ry, 2660 740 5640 3480 15.80 9390 256.00 435.00 53.00 210 3.60 150 4924 26546 8.12
103 Ry, 12110 9.60 6910 2380 490 63.00 80.00 278.00 135.00 0.70 120 050 5855 168.66 792
104 R,,,s 7470 580 7260 3280 530 89.80 124.00 235.00 126.00 0.80 137 0.57 5826 16557 788
105 Ry, 102.60 930 8.50 700 820 30.50 251.00 210.00 411.00 0.80 137 0.57 3222 280.59 6.04
106 Ry, 7780 320 2280 1490 16.40 33.20 236.00 275.00 145.00 100 171 071 3218 22510 5.71
107 Ry, 5710 610 3510 28.00 1210 53.70 153.00 53.00 438.00 035 0.60 0.25 3815 19581 5.95
108 Ry, 12310 690 69.60 21.00 1390 6530 91.00 326.00 80.00 0.40 0.69 0.29 5983 17497 798
109 Ry, ;s 2350 550 3290 520 1630 84.00 373.00 3700 320.00 0.65 111 0.46 3697 23393 6.18
110 R 2570 910 5050 19.60 750 5890 41700 33.00 180.00 0.80 137 057 36.07 208.63 5.92

24-14
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Number Link E, E, E, E,, E,, E; S, S, S, l; t X, X, X, PL
11 Ry, 7150 990 6210 740 730 9670 31600 22800 299.00 075 129 054 5517 27858 8.43
112 Ry, 8560 6.00 5440 1330 590 79.30 18100 38700 15700 3.80 651 271 5128 25037 8.66
113 R, , 8040 500 5740 3260 1420 7500 195.00 246.00 223.00 430 737 3.07 5319 22169 8.67
114 R, ;s 10140 630 1750 2420 1810 46.90 368.00 229.00 308.00 550 9.43 393 4100 299.77 825
115 R,,, 70.00 630 5300 1330 630 7990 38L00 16700 259.00 6.60 1131 471 4843 26756 8.94
116 Ry, 11820 690 66.00 2100 18.20 8140 266.00 136.00 170.00 690 1183 493 6293 19115 9.39
117 Rysg 9780 630 7490 2410 1770 6920 98.00 14100 41200 450 771 321 5814 20172 897
118 R,y 10990 760 59.00 13.80 530 6840 203.00 49.00 403.00 550 943 3.93 5412 20175 8.86
119 Ry ,y 7640 210 5940 2650 3.60 9590 403.00 41700 168.00 540 926 3.86 55.54 34228 9.58
120 Ry, 4320 720 4750 3420 1960 96.80 383.00 59.00 121.00 0.60 103 0.43 5148 189.61 744
121 Ry, 11300 970 5530 1230 1760 8050 238.00 239.00 29100 270 4.63 193 5890 25330 8.99
122 Ry, ;s 3240 200 4520 2570 920 5250 33300 6100 31800 330 566 236 33.95 22821 6.55
123 Ry, 12270 220 8120 2100 1760 5240 218.00 116.00 355.00 240 411 171 5826 218.64 870
124 Ry ,s 9340 530 2210 3150 18.60 60.80 11.00 213.00 130.00 268 459 191 4495 15393 7.02
125 Rys,, 3270 310 5160 1940 370 7140 7700 21800 17900 3.5 540 225 3894 15769 6.44
126 Ry, 6640 6.00 1850 880 1190 50.70 176.00 11700 84.00 325 557 232 33.04 12825 558
127 Ry, 10570 580 3490 2270 520 6250 43700 295.00 24500 110 189 0.79 4750 330.62 8.6
128 Ry, 4150 560 970 1550 1170 4540 350.00 82.00 41900 0.65 111 046 26.07 27031 5.52
129 Ry 5830 480 1980 1690 1490 3550 348.00 36700 9200 145 249 104 2906 28344 596
130 Ry, 1730 440 4980 640 220 8280 40500 3800 43800 580 994 414 5516 27853 938
131 Ry, 9530 970 60.50 1730 560 3610 99.00 113.00 346.00 0.65 111 046 4436 17318 6.6
132 Ry, 6570 670 8480 2700 1490 9650 13700 18100 11700 070 120 050 6165 14761 794
133 Ry 5 10L70 600 690 1670 1110 72.80 3100 288.00 17400 120 206 0.86 43.62 16625 6.54
134 Ry, 123.00 240 5030 2250 10.60 4700 41100 316.00 169.00 3.85 6.60 275 4975 308.01 893
135 Ry, 4730 590 1990 880 1090 3310 298.00 309.00 23100 100 171 071 2513 28340 5.60
136 Rygsp 7790 900 1240 2240 1680 73.60 44700 98.00 269.00 130 223 093 4283 26778 717
137 Ryy 7420 350 5370 2470 1590 7780 24100 322.00 358.00 160 274 114 5091 30370 8.39
138 Ry, 7060 410 4980 2910 910 9860 103.00 36500 192.00 6.30 10.80 450 54.67 224.89 9.12
139 Ry 8950 740 2030 2440 1240 9240 22700 38800 5600 090 154 0.64 50.81 23874 780
140 Ry, 7940 590 4220 6.00 330 9990 23700 26100 140.00 140 240 100 563 218.67 7.83
141 Ry 3530 740 2880 1170 560 5740 7100 8700 31900 120 206 0.86 3118 14626 5.4
142 Ry 4880 6.80 3470 3140 12.60 90.90 12200 191.00 395.00 050 0.86 036 4692 223.96 727
143 Ry 12110 750 5190 36.00 14.60 4500 313.00 265.00 29500 035 0.60 025 5261 290.30 8.19
144 Ry 5460 670 40.80 10.40 10.60 63.80 279.00 99.00 389.00 0.60 103 043 3918 24336 6.4
145 Ry, 4300 480 7520 1310 310 3920 156.00 24500 320.00 0.75 129 054 3690 23495 6.19
146 Ry 6480 320 5240 3690 1760 5630 380.00 92.00 23700 050 0.86 036 4511 233.55 713
147 Ry, 5390 740 6120 3570 18.80 65.20 36700 11.00 189.00 0.40 0.69 029 4820 22253 736
148 Ry, s 5890 290 5920 1970 1250 56.80 21700 156.00 29500 2.60 4.46 186 4263 21623 721
149 Rys 6760 850 5230 3330 9.80 3810 99.00 179.00 80.00 075 129 054 4051 12319 5.82
150 Ryyas 7970 830 4770 2490 1330 76.20 186.00 206.00 34100 0.85 146 0.61 50.97 236.80 7.79
151 Rys 6600 580 4390 3580 750 3520 56.00 104.00 53.00 0.65 111 046 3718 73.01 527
152 Ry, 4690 230 6560 3830 960 49.60 11.00 143.00 49.00 050 0.86 036 4181 10540 5.84
153 Ry, 6850 840 4490 560 1280 7240 188.00 17200 22500 220 3.77 157 44.82 19258 717
154 Ry, 10180 880 720 3970 1640 42.00 86.00 12400 10.00 140 240 100 39.97 10426 5.73
155 Ry, 4990 840 7700 1400 1330 76.90 3200 43500 27500 165 283 118 50.53 249.06 8.00
156 Ry, 4890 840 3690 1060 970 8270 36.00 362.00 19400 180 3.09 129 4254 200.81 6.83
157 Ryps 3610 790 4560 2150 310 6740 10500 119.00 158.00 260 4.46 186 3853 12502 596
158 Ry, 2920 380 3000 580 1310 6130 15200 9500 59.00 070 120 050 30.78 104.87 4.79
159 Ry, 2470 570 930 2230 1370 6240 6800 92.00 10200 125 214 089 2855 8640 4.52
160 Rya 2520 500 1650 1640 1L10 58.00 6500 11900 86.00 075 129 054 2778 90.86 4.44
161 Ry 7850 700 8210 740 1220 5480 92.00 365.00 44700 140 240 100 4971 29257 814
162 Ry, 1670 420 1380 1L70 1L10 58.00 121.00 6700 56.00 200 3.43 143 2486 8282 4.48
163 Ry, 790 620 1460 1260 1760 56.40 189.00 1100 393.00 240 411 171 2446 21713 552
164 Ry 2500 720 1520 820 860 3610 161.00 12400 8500 135 231 096 20.85 12598 4.42
165 Ry, 2580 440 1200 1050 6.80 5470 5500 3700 3100 220 377 157 2459 4162 4.25
166 Ry, 3500 3.00 3190 2040 990 4760 98.00 11500 121.00 220 377 157 29.97 11073 4.99
167 R 1660 810 1820 890 290 3620 96.00 7100  98.00 245 420 175 1953 8731  4.29
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TaBLE 1: Continued.

Number Link E,  E, E, E,, E,, Es S, S, S, ] t X, X, X, PL

168 Ryo.15 690 8.60 16.40 16.80 9.30 55.60 99.00 84.00 89.00 0.95 163 0.68 24.43 90.65 4.28
169 Ry.4p 4940 480 3010 19.10 240 58.70 75.00 95.00 150.00 3.10 531 221 3431 103.40 5.52
170 Ry 2950 370 6.60 3020 1750 3310 124.00 51.00 100.00 3.65 6.26 2.61 2232 90.42 473
171 Ry 1900 4.00 4950 8.60 18.00 53.00 120.00 4500 80.00 220 3.77 157 3193 80.91 5.04
172 R, .4 3550 620 850 31.60 770  58.20 32700 9700 156.00 0.90 154 0.64 29.75 194.03 5.30
173 Ry 43 3490 830 3330 19.00 3.70 39.80 65.00 45.00 133.00 1.65 283 118 2840 76.64 4.59
174 Ry, 2100 4.60 36.20 3040 1750 58.10 39.00 46.00 91.00 235 4.03 168 33.74 56.15 5.08
175 Ry 4 1840 390 3160 1160 470 41.80 90.00 28.00 57.00 080 137 057 2378 57.68 4.10
176 Ry, 2160 730 18.50 9.80 1510 35.00 123.00 30.00 68.00 2.70 4.63 193 21.71 73.19 4.41
177 Ry, 1880 6.40 1040 1700 1430 5550 92.00 54.00 49.00 3.45 591 246 2547 6590 4.67
178 Ry 1100 610 1540 1440 11.00 3540 102.00 86.00 64.00 420 720 3.00 19.06 85.44 4.60

FIGURE 7: EFV and EUV routes on the location GLT}.

TABLE 2: Sum of PLs and ranking of CLT locations.

Number  Location Y Qruv Y Qpry L; Rank
1 GLT, 294.86 297.47 2.61 4
2 GLT, 290.12 294.30 4.18 3
3 GLT, 287.34 298.98 11.64 1
4 GLT, 289.62 296.71 7.09 2

particularly significant when the input noise parameters and
the costs of the logistics operators are being considered.
Therefore, instead of the proposed model for determination
of noise parameters used in this paper [41], it is possible to
use some other model judged as a quality one by the user,
which better reflects the situation in the field. Moreover, the
developed model structure allows for the possibility of there
being the incomplete data. One of the advantages of this
model is that it takes into account the uncertainties which
arise when predicting the costs of the logistic operators,
environmental parameters, and sociological parameters in
the city road network. In other words, if specific data on
input parameters are not available, the model approximates
the values and gives the valid results. It is very important
when the input environmental parameters are considered
according to harmful gases emission criterion, where the

users will often be in situation to have incomplete data due to
numerous parameters, which cannot be measured easily. The
application of the adaptive neural network makes it possible
to continuously incorporate new theoretical and empirical
knowledge gained through application in the practice of this
model and the similar ones. In addition, the proposed model
enables the CLT location planning to maximize the positive
environmental impacts, which is reflected in the reduction of
harmful gas emissions and in improvement of air quality in
the areas with the highest concentration of the population.

This model extends the theoretical framework of knowl-
edge in the area of green logistics. The existing problem is
considered using new methodology thus creating a basis for
further theoretical and practical upgrading. In addition, the
presented model emphasizes the new criteria (environmental
parameters, sociological parameters, and costs of the logistics
operators), which have not been considered in the former
models but are relevant to this issue. By introducing and
describing the new criteria in the model, the need for their
consideration in the further analysis of this and similar
problems is pointed out.

The GMM takes into consideration a fact that the logistics
distributors have limited EFV fleet. Therefore, EFV and EUV
routes are separately considered in the model. Based on
the constructed routes, we choose location with the lowest
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negative impacts on the environment and health of the
population in urban residential areas, which will minimize
the costs of the logistics distributors. Likewise, the algorithm
supports any number of available EFVs and EUVs, which is
consistent with the network size and the transport demand.
This model has been developed to minimize the harmful
consequences of the logistics flows in the urban areas on
the environment and sociological parameters. Precisely, this
makes it compliant with the world trends since traffic in gen-
eral, but particularly goods transport, has very complex envi-
ronmental impact resulting in the series of negative effects
manifested through air pollution, water pollution, noise,
energy consumption, reduced safety, vibrations, and others.
On the other hand, biofuels such as biogas, biomethane, and
natural gas are increasingly being used and are replacing the
traditional fossil fuels. The practical value of this algorithm
lies in the fact that the collected experience of numerous
experts is incorporated into the model, thus avoiding a
situation in which the CLT location planning and vehicle
routing are limited to the knowledge of individuals who find
themselves in a position to solve these problems alone.
Directions of the future research could be oriented to
find the optimum distribution of the locations in order
to minimize the effects of logistic processes on the sports
and recreation zones, water areas, relaxation and residen-
tial zones, green urban areas, and so forth. Heuristic and
metaheuristic methods would be adequate for solving the
mentioned problem. Such problem could be considered by
the genetic algorithm or some other suitable method. In
addition, the future research could be oriented to study the
influence of stations supplying EFVs and EUVs with driving
energy on the CLT location planning. The future research and
improvements of this model should take into consideration
the problem related to location for filling batteries on EFVs
and their optimum location in relation to the CLT location.

Appendix
See Table 1.
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