A New Volumetric CNN for 3D Object Classification Based on Joint Multiscale Feature and Subvolume Supervised Learning Approaches
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The advancement of low-cost RGB-D and LiDAR three-dimensional (3D) sensors has permitted the obtainment of the 3D model easier in real-time. However, making intricate 3D features is crucial for the advancement of 3D object classifications. The existing volumetric voxel-based CNN approaches have achieved remarkable progress, but they generate huge computational overhead that limits the extraction of global features at higher resolutions of 3D objects. In this paper, a low-cost 3D volumetric deep convolutional neural network is proposed for 3D object classification based on joint multiscale hierarchical and subvolume supervised learning strategies. Our proposed deep neural network inputs 3D data, which are preprocessed by implementing memory-efficient octree representation, and we propose to limit the full layer octree depth to a certain level based on the predefined input volume resolution for storing high-precision contour features. Multiscale features are concatenated from multilevel octree depths inside the network, aiming to adaptively generate high-level global features. The strategy of the subvolume supervision approach is to train the network on subparts of the 3D object in order to learn local features. Our framework has been evaluated with two publicly available 3D repositories. Experimental results demonstrate the effectiveness of our proposed method where the classification accuracy is improved in comparison to existing volumetric approaches, and the memory consumption ratio and run-time are significantly reduced.

1. Introduction

Three-dimensional (3D) objects have a prevalent significance within the areas of computer vision applications including human-machine interactions and autonomous vehicles to robotics [1]. Deep learning (DL) achieved impressive success in 2D fields [2–4] with various applications such as face recognition and image classification. In human vision, whatever we see in the real world is within 3D space, so 3D data can improve the performance of computer vision-based applications [5]. In the last few years, there have been several 3D databases published to the public [6–8]. These have opened the door for computer vision researchers to work with real-world objects, and DL-based 3D shape analysis research has become possible, including 3D classification, segmentation, retrieval, and 3D reconstruction. However, unlike the regular sampled 2D images, 3D shapes are irregular triangle meshes or point clouds; it is a challenging task for CNN to extract distinctive features [9] that can characterize the shapes and parts of a 3D object. In this paper, the 3D object classification task is considered by employing volumetric deep convolutional neural network (CNN) using 3D CAD models. Figure 1 shows a general block diagram of the 3D object classification.

One of the earliest attempts of CNNs to recognize a 3D object was revealed using depth information of RGB-D images [10]. In recent years, a number of papers have been published using CNN-based approaches for 3D object classification tasks. Among them, 2D-based CNN approaches obtained popularity as existing 2D-based CNN
frameworks could be used directly that required lower computational costs; besides, they achieved a more precise result when a 3D object was projected to 2D images [11–14], commonly known as multiview CNN. However, multiple projections of a 3D object into 2D grids discard intrinsic information, and these are not compatible with complex 3D vision tasks. To capture the complete geometric features of a 3D object, volumetric representation with periodic grid-style data offers very comprehensive information where 3D data can be sent directly to volumetric CNNs. Voxels are commonly used to exploit the 3D model in volumetric representation and directly fed to CNNs. 3DShapeNets [15] are the first volumetric CNNs proposed by Wu et al., and they have released a rich 3D CAD model repository of ModelNet datasets [6]. 3DShapeNets adopted Convolution Deep Belief Net (CDBN) from 2D DL to 3D distribution and were applied for three different applications, including 3D object classifications, next view predictions, and retrieval tasks. A similar approach was used in [16], which proposed a shallow volumetric CNN named VoxNet for real-time 3D object recognition tasks from three different domains. VoxNet achieved faster recognition capabilities and outperformed 3DShapeNets for an object recognition task on the ModelNet40 dataset. In the following, a few more approaches are proposed that use volumetric CNNs [17–20] and achieved state-of-the-art performance for 3D object classification tasks. In spite of the effectiveness of voxel-based CNNs, they generate a huge computational overhead due to the convolution operation of unnecessary bounding voxel data with many network parameters. In 2D CNNs, a $256 \times 256$ image resolution is normally considered as the input for DL-based image classification, but considering a 3D object with a $256^3$ volume resolution is computationally prohibited. Although the computational power of GPU-based CNNs has significantly improved recently, in contrast, the training time and computational issues are the main constraints of voxel-based 3D volumetric data that limit the use of high-volume resolutions and going for deeper networks. The octree-based volumetric representation started gaining popularity by researchers because it reduced computational overhead [21–24]. However, octree representation performs better to preserve the fine details of the 3D object and the smoothness of the 3D object’s surface in comparison to voxel representation.

In this paper, we also consider the low-cost octree as a volumetric representation of the 3D object, which has a long history of different 3D data applications [25–29]. This octree representation is formed on a recursive decomposition of the root voxels where the data tree divides the total 3D volume into cubes similar to quadtree structures [30]. Sparsely occupied cubes by the object are inserted into the data tensor where the CNN is performed, and the computational cost increases quadratically. We propose a new multiscale volumetric deep convolutional neural network (MS-VDCNN) based on joint residual and subvolume supervised learning approaches using an octree data tensor as the input of the network. In comparison to regular octree representation, we propose to reserve the full-layer octree depth to a certain minimum octree level, depending on the predefined voxel resolution. By this phenomenon, all volume features will be frozen until the system-defined minimum octree level is achieved. This reservation will help to address information loss while converting features from 1D octree to 3D volume space inside our network. A shallow multitask learning framework was adopted to reduce training errors and optimize the system shortly. This residual learning block concatenates multilevel conv. features to improve performance. In addition, the subvolume supervision was employed using layer slicing tactics where the object volume is divided into subvolume parts, and the network is trained on sliced data tensor to learn local features. This approach can be compared with our human vision tactics, as it has the ability to identify an object by observing some parts of it. Our key contributions of this paper are threefold: proposing a unified volumetric framework, effective octree structures, and an investigation of optimal training samples. These can be summarized as follows:

(i) We propose a unified GPU-based MS-VDCNN for volumetric object classification. This proposed method aims to make full use of multilevel features at the higher resolution of input samples (3D objects) utilizing a residual hierarchical learning approach. A subvolume supervised learning tactic is applied to tackle the overfitting issue and improve the network performance.

(ii) Our MS-VDCNN straightforwardly inputs the octree data tensor and generates feature maps based on joint residual and subvolume supervised learning methods. An optimal octree representation is formed by reserving full octants to a certain octree depth based on the predefined sample resolution. In this way, the octree encoder stores high-precision global features at the beginning of the octree partition that helps to improve the performance of the network. This approach may seem to increase the memory consumption ratio slightly in comparison to regular octree
representation, but it still consumes less memory than full voxel methods (Figure 2).

(iii) The influence of input volume resolutions and multiorientation effects is investigated by employing extensive experiments on the ModelNet40 dataset. Based on the experimental results, the optimal volume resolution and number of views are defined to further improve the network performance in terms of classification accuracy and loss estimation. Our proposed MS-VDCNN achieves higher classification accuracy compared with other single volumetric CNNs.

The rest of this paper is organized as follows: Section 2 presents earlier CNN based related works for 3D object classification. In Section 3, our proposed methods including volumetric point-octree representation and network architecture are discussed. Section 4 presents the experimental results. Finally, Section 5 summarizes our conclusion and future works.

2. Related Work

From the motivational results achieved by the DL methods [2, 3, 31] in the 2D field, recently, DL has also attracted the attention of the 3D computer vision community in order to learn the complex structures of 3D data. A set of 3D deep neural networks has been published, during the last few years, for several 3D vision applications, including 3D object classification, shape retrieval, and part segmentation. However, the performance of DL networks strongly depends on the representation of 3D data, the design of CNN frameworks, and generalization of network parameters. In this section, some existing DL models, including shape descriptors, volumetric, 2D projections, and multiview and point cloud approaches, will be reviewed for 3D object classification.

3D shape descriptors provide some key properties of the 3D shape. Based on the type of feature extraction, a descriptor can be categorized into global and local descriptors. The whole 3D shape information can be extracted by global descriptor; by contrast, local descriptor represents the local surface with low-level features. The global descriptor cannot preserve the local details. Therefore, the local descriptor is commonly used to train a CNN framework to generate high-level features to learn the hierarchical discriminative features of the 3D shape for 3D computer vision applications [32, 33]. Liu et al. [34] proposed a local 3D shape descriptor to extract low-level visual features encoded into bag-of-words (BOW) from 200 multiview of a 3D shape. Furthermore, deep belief networks (DBNs) input the BOW paradigm of each shape to learn the high-level semantic features for classification and retrieval tasks. Experimental results demonstrated that the trained model achieved better results when compared with the classical BOW features. Han et al. [35] proposed deep spatiality (DS) as an unsupervised learning framework to learn both global and local features using deep neural networks. The spatial context extractor and the deep context learner are two major components of this framework. The spatial relation in the local region was encoded by the spatial context extractor, and deep context learner was trained by both the global and local features using the coupled Softmax layer proposed by them. The low-level features of 3D object faces are used for classification and retrieval of tasks in a semisupervised or unsupervised manner. Recently, some more advanced approaches are published including adversarial attack for volumetric data [36] and energy-based model for generating volumetric shape patterns [37]. However, descriptor-based CNNs present 3D data with a form of abstraction which might not be effective for supervised learning. That is why descriptor features are mostly used in an unsupervised or semisupervised manner [38-41].

3D data projection is another representation of 3D data where some key properties of the original 3D raw data are projected into 2D space. Shi et al. [13] proposed DeepPano for 3D object recognition and retrieval tasks. A cylindrical 2D projection around the principle direction of the 3D object was made to extract 2D panoramic views. Cao et al. [42] proposed two complementary projections on a spherical domain, and this produced cylindrical patches. The first projection stores depth variations, and contour-information are encoded on different angles by the second projection. The proposed 2D CNN inputs a set of cylindrical patches as features of a 3D object. The trained model was applied for 3D object classifications. The major advantage of this projection method is to use 2D DL directly for 3D applications [12]. The performance of this method highly depends on the type of the projection method being used. However, this kind of representation is not optimal for 3D vision tasks because of information loss in the projection [43].

Multiview CNNs are another popular method for 3D vision applications. A 3D object is represented as a set of 2D images which allows for learning multiple features by employing existing 2D DL architectures. For computer vision applications, the surface information of a 3D object provides very high-level features that can be generated with multiple 2D views of a 3D object. Su et al. [11] proposed a multiview convolution neural network (MVCNN) for 3D object recognition. A pretrained model from ImageNet [44] was fine-tuned on the ModelNet40 dataset using 2D views (12 or 80 rendered images) of every 3D object as input features. The classification results on the ModelNet40 dataset by MVCNN achieved a state-of-the-art performance. MVCNN was further improved by Johns et al. [45] who proposed a multiview object recognition over arbitrary camera trajectories. An image sequence was decomposed into a set of pair, and each pair was classified independently. Ma et al. proposed a novel multiview model [46] that extracts the correlation between multiviews by combining CNNs with long short-term memory (LSTM). Ha et al. introduced 3D2SeqViews [47] that generate global features by aggregating sequential views and perform better than other correlation-based methods by Ma et al. [46]. In general, multiview-based CNNs give better performances when compared with other 3D representation methods. Therefore, the number of views is still an open issue for multiview representation where insufficient views may result.
in underfitting issues, and too many views may increase the computational cost [48].

A Point cloud represents the 3D object geometry as a set of unstructured 3D points. However, point cloud CNNs are becoming popular as they can input point cloud data directly, and a lot of work has been done in multiple computer vision tasks (e.g., object recognition and 3D reconstruction) [49–51]. In this domain, PointNet [50], the pioneer deep net framework, was trained on unordered point sets in 3D environments to perform classification and segmentation tasks. The efficient PointNet achieves a state-of-the-art performance. Qi et al. proposed PointNet++ [52] where PointNet was recursively applied on a nested partitioning of the input point set. The PointNet++ framework takes into account the partitioning of the point set, and it extracts local features from PointNet. PointNet++ performs better than PointNet and obtained the benchmarks of 3D point clouds. In the following, a few more point cloud CNNs have been published, and they have improved 3D classification performance, e.g., Kd-network [49] presents the kd-tree structures of point cloud data; PVNet [53] learns 3D geometric features from the point clouds and rendered images; relation-shape CNN (RS-CNN) introduces contextual shape-aware learning [54]; 3D Capsule [55] presents a new module, namely, ComposeCap, to map spatially relevant feature for point cloud classification. However, point cloud CNNs face some difficulties because of the spatial irregular and permutation invariant properties [1]. Additional processing might be required to generate high-quality surface features due to the lack of connectivity information.

Volumetric representations give the full geometry of a 3D object. 3DShapeNets [15] is a very early attempt at volumetric CNNs for 3D shape analysis using 3D CAD models, and the released ModelNet datasets [6] has become a benchmark for 3D object classification. CDBN was adopted from 2D DL that inputs a binary voxel tensor with a volume resolution of $30 \times 30 \times 30$. However, the structure and geometric properties of the 3D object can vary on different representations. To exploit these properties, VoxNet [16] was proposed for 3D object recognition on three representations, including 3D CAD models, RGB-D data, and LiDAR point clouds. VoxNet is a kind of shallow volumetric network constructed using five layers of CDBN for real-time 3D object recognition tasks. VoxNet inputs $32 \times 32 \times 32$ voxel data. Sedaghat et al. introduced orientation-boosted voxel nets [19] to produce a correct orientation of an object and then predict the object class level as a parallel task. Recently, Wang et al. proposed NormalNet [17] with a reflection-convolution-concatenation (RCC) module. This approach can be compared to a fusion network that takes both voxels and normal vectors of voxels as inputs with resolutions of $30 \times 30 \times 30$ and fed to the network. The high-level features are generated by concatenation layer from three different poses of a 3D object. Most of the recent CNN based 3D volumetric architectures [14–16, 18, 19, 56] significantly improved the state-of-the-art performance in 3D object classification. However, to reduce the gap between 2D based CNNs and volumetric CNNs for 3D object classification, Voxception-ResNet (VRN) [56] achieved a significant improvement by utilizing inception architecture followed by Resnet [57]. The VRN is a very deep framework compared with recent volumetric networks; it contains 45 layers with 18M parameters approximately. However, voxel-based volumetric representations store both occupied and nonoccupied spaces into a data tensor and manage to feed them to a 3D CNN, which is very hard. This may limit the production of higher resolution features because of their high computational costs.

Octree-based volumetric CNNs have recently been used in various applications of 3D shape analyses because of their lossless compression landmarks with rich object boundary information in comparison to voxel grid representations [25, 58, 59]. Octree-based point-cloud compression was proposed by Schnabel et al. [60], where a point cloud is encoded based on local surface approximations that outperform previous progressive methods in terms of compression rates. To increase the geometric representation.
resolution, Laine et al. [24] proposed a novel compression technique where the voxel data are augmented for the sparse octree to give smooth surfaces and greater geometric detail. Variational range data are fused by proposing dynamic octree partition for volume-based object reconstruction in [61]. A similar approach was proposed by Tatarchenko et al. [22]; an octree generating deep convolutional decoder was proposed to reconstruct high-resolution 3D shapes. Recently, Riegler et al. [23] proposed a novel octree representation to produce high-resolution volumetric features to feed their proposed OctNet, which was applied for 3D classification, orientation estimation, and segmentation tasks. Instead of a regular octree was applied for 3D classification, orientation estimation, volumetric features to feed their proposed OctNet, which a novel octree representation to produce high-resolution 3D shapes. Recently, Riegler et al. [23] proposed posing dynamic octree partition for volume-based object technique where the voxel data are augmented for the computational footprint, the sampled points were used to bounding cube with axis alignment. To reduce the computational footprint, the sampled points were used to form a volumetric octree structure, while the CNN operations will only be performed on nonempty octree properties with surface information were transformed into the smallest cube. The occupied or partially occupied nodes only undergo the recursive subdivision process. We continued this subdivision process iteratively until it reached the predefined octree depth $d^{\text{th}}$. The input volume resolution can be compared with octree depths, i.e., octree depths 4, 5, 6, 7, and 8, can be compared with voxel resolutions $16^3$, $32^3$, $64^3$, $128^3$, and $256^3$ respectively. The partitioning process of octrees is applied on nonempty nodes only where the resulting nodes are known as leaf or child nodes. Figure 3 depicts our octree representation of a 3D car object. The subdivision process is shown in Figure 3(a) from depth zero $(d^0)$ to depth three $(d^3)$. Corresponding to the original $x$, $y$, and $z$ axis, the location of child nodes can be represented by $i$, $j$, and $k$ axis, respectively, as follows:

$$i = l_{n-1}2^{n-1} + \cdots + l_22^0 + \cdots + l_02^0;$$

$$j = m_{n-1}2^{n-1} + \cdots + m_22^0 + \cdots + m_02^0;$$

$$k = p_{n-1}2^{n-1} + \cdots + p_22^0 + \cdots + p_02^0;$$

(1)

where $l, m, p \in \{0, 1\}$, $d$ is the octree depth $(d = n - 1, n - 2, n - 3, \ldots, 1, 0)$, and the values of $l_d, m_d, p_d$ indicate the octant location in the cube at depth $d$ can be written as

$$\xi_d = p_d2^2 + m_d2^1 + l_d2^0,$$

(2)

If $l_d, m_d, p_d = 1$, the point data are located in one of the odd numbering octants label, i.e., 1, 3, 5, and 7 at corresponding $d^{\text{th}}$ depth; otherwise, the even numbering position will be discovered, i.e., 0, 2, 4, and 6 and $\xi_d$ indicates the partition path from the origin to final octant position where the point data are located.

However, to find the sibling nodes sequentially, each newly generated leaf octants are labelled with a positive integer number $\kappa_i$. Assigning a label to nodes is a very straightforward technique, where all nonempty nodes are labelled with positive numeric numbers (e.g., 1, 2, 3, …, $l$) and zero for empty nodes. The total number of occupied nodes is $l$, and $R_{\text{max}}$ is the total number of leaf nodes. The labelling process is shown in Figure 3(b). The values of all labels at $d^{\text{th}}$ depth are stored in a vector $\varphi^{d\text{th}}_\xi$ can be written as

$$\varphi^{d\text{th}}_\xi = \left\{ \varphi_{\xi1}, \varphi_{\xi2}, \varphi_{\xi3}, \varphi_{\xi4}, \varphi_{\xi5}, \ldots, \varphi(\xi((R_{\text{max}} - 1))), \varphi(\xi(R_{\text{max}})) \right\};$$

(3)

From equation (2) at

$$\xi_d,$$

if $l_d, m_d, p_d \neq 0$, then $\varphi_\xi = \kappa_i$;

otherwise, $\varphi_\xi = 0$;

(4)

Finally, the averaged normal vectors are computed at the finest leaf octants as the input signal of CNN by

$$\gamma_n = \frac{1}{R_{\text{max}}} \sum_{k=1}^{R_{\text{max}}} h_k(r + 1),$$

where $h_k$ represents the values
of leaf nodes and $R_{\text{max}}$ is the number of total nodes in the finest leaf. From Figure 3, we can see the octree representation of a 3D car object from depth zero ($d_0$) to depth three ($d_3$). Given a bounding box is set to $d_0$, represented by a black node in Figure 3(b) at the top. Black nodes define the nodes whether it is occupied or partially occupied by the object parts. At depth $d_1$, the number of occupied nodes $l = 1$, and total nodes $R_{\text{max}} = 8$ nodes. In the following, at the second depth ($d_2$), the number of total nodes remain same with the number of $d_1$, but $R_{\text{max}}$ is increased at 3rd depth ($R_{\text{max}} = 50$) because of the number of occupied nodes increased to 5 ($l = 40$).

So, octree gives dynamic resolutions (may increase, decrease, or remain same) over the depths where memory space is increased recursively (Figure 3(b)). By contrast, voxels increase the resolution cubically and consume higher memory than the octree representation. However, it is a nontrivial task to implement a CNN operation on octree structured data because of the hierarchical tree structure that contains difference range data at $d^{th}$ depths. We addressed this problem by keeping the same number of hidden blocks in the network with octree depths.

In addition, it is not easy to do the geometric transformation of an octree shape to perform a subvolume supervision. We need to get back the feature data into raw-volume shapes ($x \times y \times z$). During this transformation, information loss may occur at $d^{th}$ depth. To tackle this problem, we propose reserving the full layer of octants until a minimal number of octree depth is reached. This reservation approach may increase the size of input vectors and computational overhead slightly than regular an octree structure, but a lossless transformation would be achieved. Our method is still efficient for 3D representation at higher resolutions than full voxel methods in terms of consuming less memory space and decreasing computational footprints significantly, as described in Section 2 (Figure 2). To train multiple networks with different octree depths, a simple conditional logic function is set to define the depth number, where to reserve all octants at $d^{th}$ depth can be written by the following equation:

$$O_{TN}^{d^{th}} = \begin{cases} 2, & \text{if } \psi_n \leq V_{R_{\text{max}}} \\ 3, & \text{else,} \end{cases}$$

where $O_{TN}^{d^{th}}$ represents the expected full-layer octree depth, $\psi_n$ is the current octree depth in the loop, and $V_{R_{\text{max}}}$ is the predefined input volume resolution. If we consider the volume resolution to be higher than $16^3$, then all nodes till the third depth will be stored forcibly unless the number of
the full layer values is 2 for the other $V_{R_{\text{max}}}$ This extra reservation of nodes never affects the octree partitioning process.

To conclude, we encoded the 3D object surface with a set of points that were sorted into the nodes of octree (at the finest leaves) with a maximal number of $d^{th}$ depths. The highest number of depths determined the precision of contour-information. Thus, the average normal vectors were computed at the finest leaf nodes, and the CNN inputs these normal vectors as the input features of the 3D object. Although the points were encoded into octree as a top-down fashion, the reverse process was applied for generating high-level features in the network. The CNN operation was optimized by using point-octree representation, and its generated high-level features will be fed further to the FC layers for the 3D object classification task. Figure 5 shows several 3D models with our point-octree representation and a comparison with corresponded original models from the ModelNet40 dataset.

3.2. Architecture of MS-VDCNN. Our MS-VDCNN is a feed-forward supervised CNN employed with multiscale residual and subvolume supervised learning tactics for the 3D object classification task.

MS-VDCNN is divided into two branches: the main branch learns global feature from the whole shape utilizing residual learning tactics and the second branch is for the subvolume supervision to learn local features from the object parts. The idea of learning from subvolume parts can be compared with a perceptual human vision system, as we also often identify the object by reviewing a particular part of it. In addition, subvolume learning works against overfitting to training data and helps to continue the learning process. Due to considering only subvolume parts of the input, it is difficult to overfit the training data. A multiscale residual block is proposed to form a high-level precise feature by combining low-level features from hierarchical levels of octree depths inside the network.

The conv. and FC are the main layers of our network. Figure 5 depicts the architecture of MS-VDCNN consisting of multi-octree-conv blocks (MOC), multiscale residual blocks (MSRB), a typical conv. layer (Tconv.), and FC layers. The MOC consists of two octree-conv layers in a series connection, and a feature channel ($F_n$) is increased twice to the second octree-conv. We use a common kernel size of all octree convolution layers that are set to 3 with a stride of 1. The convolution operation can be written as follows:

$$\text{Or}_c(\xi) = \sum_{n} \sum_{l} \sum_{m} \sum_{p} W^n_{\text{imp}} \cdot F^n_{\text{in}}(\xi^n_{\text{imp}}).$$  \hspace{1cm} (6)

where $W^n_{\text{imp}}$ is the convolution operation and $F^n_{\text{in}}$ is the $n^{th}$ channel features vector at the $d^{th}$ depth. The neighboring octant of $\xi$ is represented by $\xi_{\text{imp}}$, $F_n(\cdot)$ is set to zero if $\xi_{\text{imp}}$ is not available to the corresponding octree depth, and the convolution operation will be converted to matrix product. The number of MOC will depend on the depth of octrees. For the different levels of octrees, the lengths of the MS-VDCNN will be changed. In Figure 5, the MS-VDCNN is designed for the fifth depth octree data, and it can be compared with $32 \times 32 \times 32$ voxels; but one unit of MOC should be added or omitted if the depth of octree is more or less 1. This MOC block will help to generate high-level discriminative feature without reducing the octree depth and keep the features invariant. Batch normalization (BN) and nonlinear rectified activation function (ReLU) are applied to the end of each octree-conv layer. The output of last conv. of the MOC block is fed to a max-pooling layer with a stride of 2. The max-pooling operation is applied on $n^{th}$ channel features map independently, and the resolution of the featured map is downsampled by a factor of 2. The octree data tensor with $d^{th}$ depth will be downsampled to $(d - 1)^{th}$. The pooling operation $X_{i,j,k}^{mp}$ will select the maximum octant value from every 8 adjacent leaf octants, which can be written from equation (6) as

$$X_{i,j,k}^{mp} = \max_{l,m,p} \left( \sum_{o=0}^{n-1} F_{n-1}^{lmp} \xi^{2i+1,2j+1,2k+1} \right).$$  \hspace{1cm} (7)

The MSRB consists of a max-pooling, an Elitwise concatenation, and ReLU layers. To put it simply, our MSRB is a fusion block (MSRB, $f(y) = f(x) + x$), where feature vectors are fused between two MOC or two conv. layers. The residual connection is illustrated in Figure 6. The pooling layer will resize the feature vector from the previous conv. layer. This adaptation is needed to match the octree depth with the current feature vector. Then, the multiscale information from multiresolution features vectors is fused by MSRMs to generate high-level distinguishable features. The last output of MSRB has a size of $512 \times 8 \times 1$ corresponding to $512 \times 2 \times 2 \times 2$ voxels which can be converted by the O-V layer. A typical convolution layer is also applied to the main branch of MS-VDCNN, where the 2D convolution operation with a 3D filter (Figure 7) is used with a stride of 1. This typical convolution is commonly used for 2D image processing, whereas a 3D filter is adopted to perform on 3D volumetric data tensor. All convolution operations are computed efficiently on the GPU. We reshaped the feature vector from $(n * c * h * w)$ to $(n * (c * h * w))$ and fed it to the FC-1 directly. We have three FC layers in our main branch with lengths of 512, 512, and 40, respectively. The length of the last FC layer depends on the categories of objects in the dataset (i.e., 40 for the ModelNet40 and 10 for the ModelNet10 dataset). We applied a 50% drop out between FC-1 and FC-2. The subvolume supervision was applied to a $512 \times 2 \times 2 \times 2$ data tensor where 4D data
tensors were sliced sequentially into eight subparts. The slicing techniques are shown in Figure 5. These newly generated eight layers will be used to predict object class using a subvolume supervised learning approach. A Softmax layer was applied at the end of each FC of the sliced layers, and it simultaneously computes the average classification accuracy and loss. This training on subvolume parts of the object can easily enjoy accuracy gains from integrated information. However, the accuracy prediction by the main branch is more authentic as it exploits whole object surface information. Finally, we collected the object class label predicted by FC-3, and the highest prediction among 40 nodes was the final class of an object.

Figure 5: The network architecture of our proposed MS-VDCNN for an octree depth of 5.

Figure 6: Multiscale residual block (MSRB) connection.
4. Experiments

This section demonstrates the implementation of 3D classification task by our MS-VDCNN, and it compares the results with state-of-art methods. We considered the ModelNet [6] benchmark datasets. The Caffe [63] deep learning framework was used to implement MS-VDCNN. Initially, we made 4-networks, including MS-VDCNN I, II, III, and IV, depending on the input resolutions (16$^3$, 32$^3$, 64$^3$, and 128$^3$, respectively). We trained all of the networks using 12 rotations of each 3D object around the horizontal axis and observed the influence of the octree depths. After we got the best octree depth, we prepared several datasets by augmenting each 3D object with a set of rotations and recorded the effective classification accuracy. We applied the transfer learning approach on ModelNet40 and used a pretrained model from ModelNet40.

4.1. Data Preparation. The 3D CAD models from ModelNet [6] datasets, including ModelNet40 and ModelNet10, were considered. The modelNet40 dataset contained 12311 CAD models (9543 models for the training and 2468 models for the testing) of 40 categories, and the ModelNet10 contained 4899 indoor models (908 models for the testing and 3991 for the training). The preprocessing of 3D mesh (.obj/.off) to our point-octree is described in Section 3.1. Initially, we prepared 4 sets of octree datasets from the ModelNet40 with four different octree depths 4, 5, 6, and 7, which were compared with voxel resolutions of 16$^3$, 32$^3$, 64$^3$, and 128$^3$, respectively. Before we make an octree representation, we rotate each 3D model uniformly with 12 rotations and aligned its z-axis. For a fair comparison, we follow the original training and testing split that was given in the dataset [6]. All networks are trained on the augmented training datasets ModelNet40; these had 147732 3D models in total. The training and testing are conducted on augmented datasets that had 118116 and 29616 3D samples, respectively.

4.2. Training Scheme. We trained the 4 networks of MS-VDCNN on the abovementioned desktop PC. Our MS-VDCNN is a feed-forward supervised deep convolution neural network trained with an end-to-end fashion and optimized by the stochastic gradient descent (SGD) method with a momentum of 0.9. The initial learning rate was set to 0.1 and decreased by factor 10 after 10 epochs approximately. The batch size of all networks was set to 32 and optimized at 45 epochs approximately. Therefore, we observed the learning behavior on the training dataset and stored the weights in the interval of 5 epochs. We computed the classification accuracy and loss both on the training and the testing datasets in the interval of 2000 iterations. During the test, all augmented test samples of the prime sample were fed to MS-VDCNN in one batch, and the average classification accuracy (average instance accuracy) was computed.

At first, we trained our networks on the Model40 dataset using 12 rotations of each 3D object around the horizontal axis and observed the influence of the octree depths. After we got the best octree depth, we prepared several datasets by augmenting each 3D object with a set of rotations and recorded the effective classification accuracy. We applied the transfer learning approach on ModelNet40 and used a pretrained model from ModelNet40.

4.2.1. 3D Object Classification and Result Analysis. To perform 3D object classification, we trained our networks from scratch within the ModelNet40 dataset. Similar to volumetric networks 3DShapeNets [15] and VoxNet [16], we augmented the dataset with 12 poses of each 3D object and varied the input resolutions from 16$^3$ to 128$^3$. We focused on improving the classification accuracy and observed the impact at higher resolutions. MS-VDCNN-I contains one MOC block, and the rest of the blocks are similar to the network is shown in Figure 5. The number of MOC blocks was increased by one block by increasing twice the input resolution. An increase in octree depths is the technique of increasing the volume resolutions for octree representation. So, MS-VDCNN-I had one MOC block for depth 4, MS-VDCNN-II had two MOC blocks for depth 5, MS-VDCNN-III had four MOC blocks for depth 6, and MS-VDCNN-IV had five MOC blocks for depth 7. Each MOC block contains two octree-conv. and one max-pooling layer.

The training and the testing accuracy over the epochs is demonstrated in Figure 8. During the training, a single epoch contained 118116 samples that are needed to be trained. We set our batch size to 32 samples for all networks, and our small GPU with a 5 GB memory could easily compute them. In Figures 8(a)–8(d), the classification accuracy map during the training was drawn by our four MS-VDCNNs, and the comparison of test accuracy among them is plotted in Figure 9(a). We saw the highest classification accuracy was achieved by MS-VDCNN-IV (0.9233), which was designed with octree depth 7; it can be compared to a 128$^3$ voxel resolution. In Figure 8, all the networks are...
almost optimized just after 20 epochs, and we ended the training at 40 epochs, approximately.

In our volumetric CNN, the volume resolution is downsampled after each CNN operation by a max-pooling layer where our MSRB blocks produced high-level features by concatenating features from previous CNN outputs. This process will be continued through all the convolution blocks until it reaches the FC. Our subvolume learning scheme helped to increase the predicting probability to the actual observation label by learning information from subparts of an object. This tactic might help to generate a more accurate distinguishable prediction score of the desired class.

Figure 9 (a) depicts the test’s accuracy achieved by our MS-VDCNNs over the epochs and a comparison with other two state-of-the-art volumetric methods (3DShapeNets and VoxNet) for 3D object classification. From the accuracy plot, it can be seen that our MS-VDCNNs outperform under all resolutions, even with lower input resolutions $16^3$, compared with the $32^3$ used by VoxNet and 3DShapeNets. The best classification accuracy of 92.33% was achieved by our MS-VDCNN-IV (D-7) while using input resolution of $128^3$. Figure 9(b) shows the learning behavior during the training by our MS-VDCNN over the epochs, and it nearly reaches zero (0) after 40 epochs where we decided to stop the training.

However, at depth 6, the increasing rate of classification accuracy is comparatively slowed. This minor ambiguity can be found between some classes of objects at higher resolutions because of visual similarities [23]. This issue can be successfully resolved by using multiscale learning [64], as it combines both low- and high-level features. In Table 1, we can see that the sample accuracy is increased by 0.3% at depth 5 with multiscale learning, whereas the accuracy is greatly improved at depth 6 (Figure 10). In addition, our

Figure 8: Classification accuracy during the training on 12 views: (a) MS-VDCNN-I (D-4), (b) MS-VDCNN-II (D-5), (c) MS-VDCNN-III (D-6), and (d) MS-VDCNN-IV (D-7).
The proposed method improved the sample accuracy by 0.9% than the voxel representation. There is some redundant information in voxel representation, as it encodes both occupied and nonoccupied spaces, but the octree encodes very precise information by encoding only occupied spaces in the volume. In addition, to evaluate the performance of our framework, the log-loss was computed by using equation (8) to measure the uncertainty of the prediction. If the predicted probability increases, then the log-loss function should be decreased. Theoretically, a log-loss of zero (0) would be an indicator for a perfect CNN framework.

It also indicates how the parameters are chosen to generalize the network. Figure 11 shows the logarithmic loss was computed by our MS-VDCNNs (on ModelNet40 dataset) which were used to generate the accuracy plots (Figure 8). We can compare the relationship between accuracy and loss plots from Figures 8 and 11. Log-loss decreases (Figure 9) as the predicted probability converges.
from the actual label resulting accuracy gains over the epochs shown in Figure 8.

However, we conducted several experiments on several augmented datasets to observe the effect on samples’ numbers in different views. In general, the viewpoints of a 3D object strongly depend on their orientations where the surface and boundary information are powerful features for classification application. We applied several rotations of each object in its azimuth axis only, and we prepared 6-augmented dataset from ModelNet40 view 3, 6, 9, 12, 24, and 30, respectively. We trained MS-VDCNN-IV independently on all of the datasets. In general, DL requires more samples to be trained, and increasing the views is the most common practice to improve the accuracy [17, 20, 48]. However, too many views may produce wrong category information among similar appearance objects. Figure 12 demonstrates the accuracy plots over the epochs during the training on augmented datasets. Our networks also optimized noticeably faster on large scale datasets, and a small number of epochs were required to be trained (Figures 12(a)–12(f)). The best accuracy so far achieved by our MS-VDCNN is 92.93% using 24 views (Figure 13), where 0.6% accuracy increased in comparison to 12-view, and log-loss was computed to 0.32 in Figure 14. However, 0.15% accuracy loss was obtained for 30-view than 24-view, and we assumed this may happened because of the insufficient number of invariant samples per class.

Figure 11: Log-loss plots during the training on 12 views: (a) MS-VDCNN-I, (b) MS-VDCNN-II (c) MS-VDCNN-III, and (d) MS-VDCNN-IV.
Figure 12: Classification accuracy plots by MS-VDCNN-IV (128³): (a) view-3, (b) view-6, (c) view-9, (d) view-12, (e) view-24, and (f) view-30.
classification performance by multiview and point cloud CNNs is better than volumetric CNNs, except VRN ensemble [56]. Our proposed network outperforms among single types volumetric approaches on the ModelNet40 dataset with a small number of parameters (6.2 M approximately) shown in Table 2. The total parameter of NormalNet (6.5 M) [17] is close to ours, but the performance of this network is worse than our model (91.9 % vs. 92.93%). We also tested our MS-VDCNN on a low scale ModelNet10 dataset. It achieved an accuracy of 95.3% when using a pretrained model from the ModelNet40, which is also best in other volumetric 3D CNNs, reported in Table 2, except for the VRN ensembles [56]. Our MS-VDCNN achieved slightly better performance than the single VRN model (about 18 M parameters) [56] on both the ModelNet40 and ModelNet10; therefore, the performance of VRN ensembles may not apply in general cases [56].

To conclude, our proposed MS-VDCNN method is highly capable to run on a small GPU capacity (5 GB) at higher resolutions which could be an option for real-time operation, because the higher resolution might give more discriminative feature among objects with similar appearances [23]. In addition, MS-VDCNN can also perform significantly better on a small-scale dataset (i.e., ModelNet10) where an increase in the number of views and resolutions improve the performance.

To measure the effectiveness of our proposed MS-VDCNN on point-octree, we compared the memory consumption and the average time for one complete pass. We ran 500 forward and backward passes on the GPU and computed how much time and memory were consumed (plotted in Figure 2). The batch size was 32. Our MS-VDCNN with point-octree worked faster and consumed less memory under all resolutions when the input resolution was equal or higher than $16^3$ ($\geq 16^3$) in comparison to the full voxel method. Due to our GPU memory limitation (5 GB), we cannot proceed on the higher resolutions above $32^3$ by the full voxel method, where we show the anticipated estimation using dotted lines in the plots (Figures 2(a) and 2(b) for memory and runtime, respectively). However, our GPU easily fits up to $128^3$ input resolutions using point-octree in an MS-VDCNN. These
results demonstrate the effectiveness of our proposed method that runs approximately seven times faster and consumed four times less memory than the full voxel method at the higher resolutions.

5. Conclusions and Future Works

We presented a novel point-octree-based volumetric deep convolutional neural network for 3D object classification. We took into account the challenges of 3D object representation to CNN and introduced an optimal point-octree representation to our proposed MS-VDCNN where multiscale hierarchical and subvolume learning tactics improved the performance of the network. Our proposed 3D deep learning framework focused on both global and local features, and it learned sparse geometric structures from both a full and partial part of the 3D object. The experimental results revealed that increases in input resolutions and the training samples have some effect to boost up the classification accuracy. Our method significantly improved the classification performance on ModelNet datasets, and it runs seven times faster and consumed four times less memory, approximately, in comparison to full voxel methods. In future work, we would like to extend our experiments to other 3D databases and investigate on other 3D computer vision problems where learning features at higher resolutions is crucially important such as multiview 3D reconstructions and 3D appearance analyses.

Data Availability

A public open-source ModelNet datasets were used to support this study and are available at arXiv.org; csgt; arXiv:1512.03012. The source of datasets is cited at relevant places within the text as references in Section 4.1 and cited in [6].
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