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*e lighting facilities are affected due to conditions of coal mine in high dust pollution, which bring problems of dim, shadow, or
reflection to coal and gangue images, andmake it difficult to identify coal and gangue from background. To solve these problems, a
preprocessing model for low-quality images of coal and gangue is proposed based on a joint enhancement algorithm in this paper.
Firstly, the characteristics of coal and gangue images are analyzed in detail, and the improvement ways are put forward. Secondly,
the image preprocessing flow of coal and gangue is established based on local features. Finally, a joint image enhancement
algorithm is proposed based on bilateral filtering. In experimental, K-means clustering segmentation is used to compare the
segmentation results of different preprocessing methods with information entropy and structural similarity. *rough the
simulation experiments for six scenes, the results show that the proposed preprocessing model can effectively reduce noise,
improve overall brightness and contrast, and enhance image details. At the same time, it has a better segmentation effect. All of
these can provide a better basis for target recognition.

1. Introduction

With development of information technology and ap-
plication of artificial intelligence technology, coal mines
are gradually moving towards the development of in-
formation and intelligence, such as unattended conveyor
belt, intelligent mining of working face, and intelligent
screening of coal. Coal and gangue recognition is an
important technology in intelligent application of coal
mine, and in intelligent process of coal and gangue rec-
ognition, visualization technology and image processing
are important technical means. However, for the image
obtained under special conditions of coal mine, it is af-
fected by bad conditions, resulting in low illumination,
noise, and other problems of the image, as shown in
Figure 1. *ese low-quality images make it difficult to
recognize coal and gangue, and also become a factor af-
fecting the effect of coal and gangue recognition.

*erefore, image preprocessing of coal and gangue is
particularly important.

*e feature extraction method based on gray and texture
is the main research content for recognition and classifi-
cation of coal and gangue images. In order to select the
representative features of coal and gangue, the image pre-
processing model in special conditions becomes the research
content of this paper. Using smooth denoising and spatial
domain enhancement technology in image processing, the
image denoising and target enhancement methods are
researched in high dust and low light conditions.

*e rest of this article is organized as follows. Section 2 is
the analysis of low light image preprocessing technology.
Section 3 presents the preprocessing model for low-quality
images of coal and gangue based on the joint enhancement
algorithm. Section 4 shows a contrast of different methods
with our method, the model performance, and experimental
results. Section 5 presents the conclusions for our work.

Hindawi
Computational Intelligence and Neuroscience
Volume 2021, Article ID 2436486, 10 pages
https://doi.org/10.1155/2021/2436486

mailto:mamawork@sina.com
https://orcid.org/0000-0001-6296-767X
https://orcid.org/0000-0002-5108-1213
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/2436486


2. Related Research on Technology of LowLight
Image Preprocessing

In recent years, researchers have done a lot of work on
low illumination image preprocessing [1]. It mainly in-
cludes algorithms based on histogram, defogging model
based on atmospheric scattering, Retinex theory, and
deep learning.

*e key information such as the distribution of different
gray levels can be well reflected by using the simplicity and
effectiveness of histogram. Jiang et al. [2] combined the
characteristics of global histogram equalization and local
histogram equalization and used incremental histogram
equalization to improve the histogram equalization algo-
rithm. *is kind of method can effectively remove the noise
of low light image and enhance the overall brightness of
image, but without selecting the processed data, so as to
increase the contrast of useless signal and reduce the contrast
of useful signal in background, which leads to the loss of
local detail information and color distortion [3, 4].

In reference [5], the fog degradation model is used to
enhance the low illumination image. Although the bright-
ness of low illumination image is improved to a certain
extent, the enhanced image is prone to noise and artifacts. In
reference [6], the algorithm of enhancing low illumination
image is proposed by the absorption light scattering model,
which can reproduce the hidden contour and details from
low illumination image and automatically adjust transmit-
tance according to the image information. However, this
method will make the original image with high brightness be
overenhanced, resulting in loss of detail.

With the development of variational technology, image
enhancement method based on Retinex theory has been
widely concerned by researchers [7]. Retinex method has the
characteristics of enhancing local contrast, compressing
dynamic range, and maintaining image color constancy [8].
In reference [2], the maximum value of each pixel channel
on the low illumination image is selected as the brightness
map of image, and the regularization term is used to
smoothen the brightness map, which achieves good results.
However, the solving process involves Fourier transform
and inverse Fourier transform, and the iterative method
must be used to solve the problem, so the Fourier transform
and inverse Fourier transform need to be repeated, which
increases the complexity of the algorithm. *e low illumi-
nation image enhancement algorithm based on Retinex

theory has a good processing effect on the uneven illumi-
nation image, but the processing effect for the overall dark
night image [9, 10] is not ideal, and it is also prone to halo
phenomenon.

In low illumination image enhancement algorithm based
on deep learning, it is necessary to collect and establish low
illumination data sets for real scenes [11–14]. In the early
days, due to lack of real data, the image is usually generated
by researchers through some known methods such as
random darkening and increasing noise, while the noise and
image distortion of low illumination image in real scene are
more complex. *e dark light enhancement method based
on the depth network [15] has some limitations [16], for
example, LLNet based on self-coding is easy to lose its detail
information in the process of image reconstruction, and
RetinexNet network model does not consider the contour
black edge effect and color distortion of the enhanced image,
which will affect the visual effect of the image.

A variety of methods have also been applied to coal mine
image preprocessing. According to the characteristics of coal
mine image, a coal mine dust and fog image enhancement
algorithm is proposed based on dark primary color theory
and adaptive bilateral filtering in reference [17], which ef-
fectively enhance image details and edge information. *e
improved dust fog image clarity algorithm is proposed based
on negative correction in reference [18], which effectively
suppresses the halo effect. In reference [19], aiming at the
problem of low illumination in main belt image of coal mine,
a two-dimensional variational modal algorithm is proposed
based on weighted guided filtering, and the image has good
edge details. However, the algorithms for coal mine dust and
fog images have some problems, such as overenhancement
and lack of practicability.

In recent years, in order to improve the enhancement
effect of low illumination image [20, 21], some methods are
implemented by further adding constraints to histogram
equalization. *e visual effect of image is enhanced in these
methods, and it also shows that there is more development
space for low illumination image enhancement based on
histogram equalization. In view of the shortcomings of
image enhancement algorithm, such as artifacts, strong
saturation, halo, and color distortion [22], how to adaptively
enhance the low-quality image of coal and gangue in high
dust and low light conditions still needs further research. In
view of the defects of enhancement algorithm of low light
image, a preprocessing model will be proposed for coal and

Figure 1: Coal and gangue images.
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gangue images with low-quality based on bilateral filtering
and local histogram algorithm in this paper.

3. The Preprocessing Model for Low-Quality
Images of Coal and Gangue

3.1. Characteristic Analysis of Coal and Gangue Images.
Formation reasons of atomization image in coal and gangue
recognition are mainly due to the small water droplets or ice
crystals in the ambient air, as well as dust particles, which
affect the color and clarity of images. In order to construct a
low-quality image preprocessing model of coal and gangue
in high dust and low light conditions, we analyze the
characteristics of coal and gangue recognition image, and the
details are as follows. (1) Due to the adverse environmental
factors, various kinds of random noise (mainly salt and
pepper noise and Gaussian white noise) are introduced in
process of image conversion, image signal transmission, and
signal processing, which lead to low image signal-to-noise
ratio. (2) Due to the limitation of fixed acquisition location
and single environment, the correlation between image
pixels is large, which contains more redundant information.
(3) *e color information is weak, mainly black, white, and
gray, and there is no large color discrimination, so the image
information resources are limited. (4) *e edge and detail
information of coal and gangue are lost more. (5) *e in-
fluence of fog caused by spray dust has increased the dif-
ficulty of image preprocessing.

In view of the above characteristics, the ways to improve
and optimize the low-quality images in conditions of high
dust and low light are as follows. (1) Replacing high-quality
camera. (2) Reducing factors that affect the quality of video
surveillance picture. (3) Improving quality of the video
surveillance picture.

Simply improving camera level cannot achieve the
purpose of shooting clear images in special conditions. In the
bilateral filtering algorithm, the effect of noise is reduced by
suppressing fog in images, but the result is dark and the
speed of removing fog is slow, so we introduce gray his-
togram equalization algorithm to realize spatial enhance-
ment according to local gray histogram characteristics of
coal and gangue images.

3.2. Image Preprocessing Flow Based on Local Features of Coal
and Gangue. *rough the analysis of local clustering fea-
tures of coal and gangue images, the corresponding image
preprocessing model is established, and the specific process
flow is shown in Figure 2. According to the noise charac-
teristics of coal and gangue, the spatial proximity and gray
similarity are considered at the same time in the denoising
part of image preprocessing. Using the nonlinear combi-
nation, bilateral filters are designed to smooth noise and
preserve edge. In local neighborhood pixel processing, the
gray transformation based on histogram is used to enhance
contrast between the selected target and background. In
order to preserve local features of original image effectively,
a sliding window with fixed size is selected for local his-
togram processing. According to the single and double peaks

of gray distribution, linear and nonlinear transformation is
carried out to realize spatial enhancement based on the local
gray histogram. Finally, the strong search ability of K-means
clustering algorithm is used to achieve target segmentation.

3.3. A Joint Image Enhancement Algorithm Based on Bilateral
Filtering. In bilateral filtering, the weighted average method
is used, which not only considers the Euclidean distance of
pixels but also considers the similarity in the range of pixels.
*ese two weights are taken into account when calculating
the center pixel.*e operation of bilateral filtering is given in
formulae (1) and (2), in whichMq is the input image andMf

p

is the filtered image:

Mf
p �

1
Wf

p


q∈S

GσS
(p − q)Gσr

Mp − Mq Mq, (1)

Wf
p � 

q∈S
GσS

(p − q)Gσr
Mp − Mq . (2)

In the above formula, p, q, (p − q) and (Mp − Mq)

represent the center point, current point, spatial distance,
and pixel distance, respectively. *e parameter σS is used to
define the size of spatial neighborhood for filter pixels, and
σr is used to control the degree of weight reduction for
adjacent pixels due to the intensity difference. Wf

p is the
normalization factor to normalize the sum of weights. GσS

is
the spatial weight, and Gσr

is the gray range weight.
Spatial distance refers to the Euclidean distance between

current point and center point in the filter template. At the
same time, gray distance refers to the absolute value of
difference between current point and center point in the
filter template. *e kernel function of bilateral filtering is the
combination of spatial domain kernel and pixel domain
kernel. In the flat area of the image, due to small change of
pixel value, the weight of corresponding pixel domain is
close to 1, so the weight of spatial domain plays a major role.
At the same time, in the edge area of image, due to large
change of the pixel value, the weight of the pixel domain
becomes larger, so as to maintain the edge information. In
bilateral filtering, the weight of pixel difference is used on the
edge mutation, so the edge is well preserved.

In order to effectively maintain local features of coal and
gangue image, the 5 ∗ 5 size of sliding window is selected to
the filtered image Mf

p , and then the local histogram is
processed. In this process, a neighborhood is defined and the
center of region is moved from one pixel to another. At each
location, the histogram of midpoint in domain is calculated
to obtain histogram equalization transform function, which
is finally used to map the gray level of center pixel in the
neighborhood. *en, the domain center is moved to adja-
cent pixel position, and the process is repeated. *e specific
steps are as follows:

Step 1. Getting the histogram of first neighborhood
Step 2. Updating pixel of the center point of neigh-
borhood according to histogram equalization
Step 3. Moving the center to the next neighborhood
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Step 4. Executing Step 3 for all pixels

4. Simulation Experiment

4.1. Filtering for Coal and Gangue Images. In order to verify
effectiveness of the method, we introduce six actual scene
images, as shown in Figure 3.

In the experiment, the parameters of bilateral filter are
filter radius r, global variance a, and local variance b. r is filter
coefficients of geometric space distance, and a and b are filter
coefficients of pixel. Here, we take r� 5, a� 3, and b� 0.01
for filtering. For six scene images, the bilateral filtering
results are shown in Figure 4.

In order to illustrate the image denoising effect of bi-
lateral filtering, the bilateral filtering effect is compared with
the adaptive filtering effect. Adaptive filter is used to filter the
image pixel by pixel, and 3 ∗ 3, 5 ∗ 5, 7 ∗ 7, and 9 ∗ 9
templates are used to estimate the local mean and variance of
the pixel. In order to simulate the image quality of coal mine
conditions, Gaussian noise with mean value of 0 and var-
iance of 0.002 is added. For six coal mine scene images, the
adaptive filtering results are shown in Figure 5.

From the visual effect of the results in adaptive filtering
experiment, there is a little noise in 3 ∗ 3 template, while
5 ∗ 5 template has a better effect, but in 7 ∗ 7 template and
9 ∗ 9 template, the target edge is smooth. In the adaptive
filter, the local mean value and variance of each pixel in the
image are estimated, and the adaptive way of pixel value is

used for filtering, but the relationship between the spatial
range of each pixel is not considered. *erefore, the edge of
the target is fuzzy and the texture is not clear after filtering,
which is particularly serious in 7 ∗ 7 and 9 ∗ 9 templates. It
also makes the subsequent feature extraction difficult and
increases the difficulty of coal and gangue recognition.
However, in the bilateral filtering, the similarity degree in the
pixel range domain, that is, the spatial distance, is consid-
ered. While filtering out the noise, the blur problem of the
target edge and texture is improved, which provides rich
local feature information for feature extraction.

In order to compare the two filtering results objectively, the
adaptive filtering results of 5 ∗ 5 template and bilateral filtering
results are taken. PSNR (peak signal-to-noise ratio) is intro-
duced to evaluate the image quality after filtering.*ehigher the
PSNR value is, the smaller the distortion is, that is, the better the
quality is. *e specific evaluation results are shown in Table 1.

For the same scene, the PSNR value of bilateral filtering
is greater than that of adaptive filtering, which shows that the
image quality of bilateral filtering is better for coal mine
scene denoising.

4.2. Enhancement for Coal and Gangue Images. For the coal
and gangue images after bilateral filtering, the global his-
togram and local histogram algorithm are, respectively, used
for image enhancement processing, and the enhancement
results are shown in Figures 6–8.

Input coal and 
gangue images

Sliding window

Calculating local 
histogram

Single-Peak

Linear 
transformation

Nonlinear 
transformation

Bilateral 
filtering

Initial clustering conditions
(1) Cluster center
(2) Numbers of cluster

Distance between 
local samples and 
clustering centers

Belong to the 
nearest 

cluster center

The mean value of samples is 
used as the new clustering center

Convergence or not

End of clustering algorithm
(1) The center of each cluster

(2) Samples included in clustering

Yes No
Yes

No

Begin

End

Figure 2: Flow chart of coal and gangue image preprocessing.
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From the above three figures, we can see that, in global
histogram and local histogram algorithm, the gray broad-
ening is both achieved, that is, the effect of image en-
hancement. However, more uniform gray broadening is
achieved in global histogram, while in local histogram

algorithm, the gray change trend of original image is still
retained in the process of image enhancement.

*e histogram of coal and gangue images is equalized in
the global histogram algorithm, but it cannot effectively
maintain its local features, which is prone to color distortion.

(a) (b) (c)

(d) (e) (f )

Figure 3: Scene images of coal mine. (a) Scene 1. (b) Scene 2. (c) Scene 3. (d) Scene 4. (e) Scene 5. (f ) Scene 6.

(a) (b) (c)

(d) (e) (f )

Figure 4: Bilateral filtering for scene images of coal mine. (a) Scene 1. (b) Scene 2. (c) Scene 3. (d) Scene 4. (e) Scene 5. (f ) Scene 6.
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3*3 Template 5*5 Template 7*7 Template 9*9 Template

(a)

3*3 Template 5*5 Template 7*7 Template 9*9 Template

(b)

3*3 Template 5*5 Template 7*7 Template 9*9 Template

(c)

3*3 Template 5*5 Template 7*7 Template 9*9 Template

(d)

3*3 Template 5*5 Template 7*7 Template 9*9 Template

(e)

3*3 Template 5*5 Template 7*7 Template 9*9 Template

(f )

Figure 5: Adaptive filtering for scene images of coal mine. (a) Scene 1. (b) Scene 2. (c) Scene 3. (d) Scene 4. (e) Scene 5. (f ) Scene 6.
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In the local histogram, the coal and gangue images are
processed by the sliding window. *e results show that the
algorithm can effectively maintain the local features of
original images and improve enhancement effect without
obvious distortion.

In order to analyze the time complexity of the algorithm,
we compare the running time of the image preprocessing
algorithm based on bilateral filtering with that of the joint
enhancement algorithm proposed in this paper. *e average
processing time of the former is 12.05 s for six actual scene

Table 1: PSNR comparison of bilateral filtering and adaptive filtering.

Methods Bilateral filtering Adaptive filtering
Scene 1 74.1705 73.8744
Scene 2 76.9725 75.5121
Scene 3 77.0361 75.9824
Scene 4 73.8625 71.4779
Scene 5 72.5784 70.7388
Scene 6 74.6327 73.0253

(a) (b) (c)

(d) (e) (f )

Figure 6: *e enhancement of scene 1 and scene 2. (a) Scene 1. (b) *e enhancement effect with global histogram. (c) *e enhancement
effect with local histogram. (d) Scene 2. (e) *e enhancement effect with global histogram. (f ) *e enhancement effect with local histogram.

(a) (b) (c)

(d) (e) (f )

Figure 7: *e enhancement of scene 3 and scene 4. (a) Scene 3. (b) *e enhancement effect with global histogram. (c) *e enhancement
effect with local histogram. (d) Scene 4, (e) *e enhancement effect with global histogram. (f ) *e enhancement effect with local histogram.
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images, and the average processing time of our algorithm is
12.18 s. It can be seen that the joint enhancement algorithm
proposed in this paper achieves better enhancement effect
for coal and gangue images without significantly increasing
the computational overhead.

4.3. Objective Evaluation of the Experimental Results. In
order to measure the role of the preprocessing model in coal
and gangue segmentation, K-means clustering segmentation
is performed on the adaptive filtering images, the bilateral
filtering images, the enhanced images of global histogram,
and the enhanced images of the method proposed in this
paper, respectively, with six coal mine scenes. *en, we
introduce information entropy and structural similarity
(SSIM) to evaluate the results.

Let pi represent the proportion of pixels with gray value i
in the segmented image, then its information entropy is
defined as follows:

H � − 
255

i�0
pilogpi. (3)

*e clustering results are evaluated by the index of in-
formation entropy, as shown in Table 2. *e larger the
information entropy is, the better the segmentation effect is.

From the data in Table 2, it can be seen that the in-
formation entropy of K-means clustering segmentation of
the scene images with bilateral filtering is greater than that of
the adaptive filtering, which indicates that, for coal mine
scene images, the bilateral filtering can retain more local
information. Furthermore, on the basis of bilateral filtering,
the global histogram enhancement and the local histogram
enhancement are performed, respectively. *e information
entropy of the method proposed in this paper is the largest,
which shows that the preprocessing model proposed in this
paper can get better results for coal and gangue
segmentation.

SSIM is used tomeasure the similarity of two images.*e
greater the value is, the more similar the structure of the two
images is. *e specific calculation formula is as follows:

SSIM(x, y) �
2μxμy + c1  2μxy + c2 

μ2x + μ2y + c1  σ2x + σ2y + c2 
, (4)

where x andy are the two images for which the similarity
needs to be calculated; μx is the mean value of x; μy is the
mean of y; σ2x is the variance of x; σ2y is the variance of y; σxy

is the covariance of x and y; and c1 and c2 are small
disturbances.

*e clustering results are evaluated by SSIM, as shown in
Table 3. *e better the clustering result is, the greater the

(a) (b) (c)

(d) (e) (f )

Figure 8: *e enhancement of scene 5 and scene 6. (a) Scene 5. (b) *e enhancement effect with global histogram. (c) *e enhancement
effect with local histogram. (d) Scene 6. (e) *e enhancement effect with global histogram. (f ) *e enhancement effect with local histogram.

Table 2: Comparison of information entropy of different K-means clustering segmentation methods.

Methods Adaptive filtering Bilateral filtering Global histogram *e method
Scene 1 2.2552 2.5855 2.8587 3.7505
Scene 2 2.2409 2.6583 3.3641 3.9814
Scene 3 1.8878 2.5136 3.2278 3.4684
Scene 4 5.1740 5.7263 5.7234 6.2987
Scene 5 3.8133 4.5667 4.8828 5.1010
Scene 6 2.0753 2.3148 3.2043 3.4844
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difference from the original image structure is, that means
the smaller the SSIM is, the better the segmentation effect is.

From the data in Table 3, it can be seen that the SSIM of
the scene images with bilateral filtering is smaller than that of
the adaptive filtering. *e SSIM of the method proposed in
this paper is the smallest, which also shows that the pre-
processing model proposed in this paper can get better
results for coal and gangue segmentation.

5. Conclusion

In this paper, according to characteristics of low-quality
images of coal and gangue in conditions of high dust and
low light, the corresponding image preprocessing model is
established by summarizing existing problems in the
process of coal and gangue recognition. *e coal and
gangue image enhancement algorithm is proposed based
on bilateral filtering and local histogram. On this basis, K-
means clustering segmentation is used to compare the
segmentation results of different preprocessing methods.
*rough the simulation experiments for six scenes with
different coal and gangue images, it shows that the method
can effectively realize target image preprocessing for coal
and gangue recognition.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

*e authors declare that there are no conflicts of interest
related to this article.

Acknowledgments

*is work was supported by the National Natural Science
Foundation of China (no. 62002285) and Scientific and
Technology Program Funded by Xi’an City (no.
2020KJRC0069). Many thanks are given to Xingyu Gong, for
their valuable suggestions, which greatly improved the quality
of the manuscript.

References

[1] W. Wei, H.-Y. Liu, S.-B. Qian, and S.-S. Chen, “Image-based
relighting using image segmentation and bootstrap strategy,”
Computers & Graphics, vol. 77, pp. 217–226, 2018.

[2] X. Guo, Y. Li, and H. Ling, “Lime: low-light image en-
hancement via illumination map estimation,” IEEE Trans-
actions on Image Processing, vol. 26, no. 2, pp. 982–993, 2017.

[3] C. Y. Wong, G. Jiang, M. A. Rahman et al., “Histogram
equalization and optimal profile compression based approach
for colour image enhancement,” Journal of Visual Commu-
nication and Image Representation, vol. 38, pp. 802–813, 2016.

[4] S. L. Lee and C. Tseng, “Color image enhancement using
histogram equalization method without changing hue and
saturation,” in Proceedings of the IEEE International Con-
ference on Consumer Electronics-Taiwan, pp. 305-306, New
York, NY, USA, June 2017.

[5] C. Yu, X. Xu, and H. Lin, “Low-illumination image en-
hancement method based on a fog-degraded model,” Journal
of Image and Graphics, vol. 22, no. 9, pp. 1194–1205, 2017.

[6] Y. F. Wand, H. M. Liu, and Z. W. Fu, “Low-light image
enhancement via the absorption light scattering model,” IEEE
Transactions on Image Processing, vol. 28, no. 11, pp. 5679–
5690, 2019.

[7] J. Zhang, P. Zhou, and M. Xue, “Low-light image enhance-
ment based on directional total variation Retinex,” Journal of
Computer-Aided Design & Computer Graphics, vol. 30, no. 10,
pp. 1943–1953, 2018.

[8] H. Tian, M. Cai, and T. Guan, “Low-light image enhancement
method using retinex method based on YCbCr color space,”
Acta Photonica Sinica, vol. 49, no. 2, pp. 173–184, 2020.

[9] Y. Wang, H. Wang, C. Yin, and M. Dai, “Biologically inspired
image enhancement based on Retinex,” Neurocomputing,
vol. 177, pp. 373–384, 2016.

[10] Y. H. Li and X. Y. Zhou, “Multi-resolution and multi-scale
Retinex for color image enhancement,” Computer Engineering
& Applications, vol. 53, no. 16, pp. 193–198, 2017.

[11] K. G. Lore, A. Akintayo, and S. Sarkar, “LLNet: a deep
autoencoder approach to natural low-light image enhance-
ment,” Pattern Recognition, vol. 61, pp. 650–662, 2017.

[12] C. Li, J. Guo, F. Porikli, and Y. Pang, “LightenNet: a con-
volutional neural network for weakly illuminated image en-
hancement,” Pattern Recognition Letters, vol. 104, pp. 15–22,
2018.

[13] J. Cai, S. Gu, and L. Zhang, “Learning a deep single image
contrast enhancer from multi-exposure images,” IEEE
Transactions on Image Processing, vol. 27, no. 4, pp. 2049–
2062, 2018.

[14] C. Chen, Q. Chen, and J. Xu, “Learning to see in the dark,” in
Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 3291–3300, Salt Lake City, UT, USA,
June 2018.

[15] Z. Ying, G. Li, and Y. Ren, “A new image contrast en-
hancement algorithm using exposure fusion framework,” in
Proceedings of the International Conference on Computer
Analysis of Images and Patterns, pp. 36–46, Salerno, Italy, July
2018.

Table 3: Comparison of SSIM of different K-means clustering segmentation methods.

Methods Adaptive filtering Bilateral filtering Global histogram *e method
Scene 1 0.1976 0.1673 0.1406 0.0681
Scene 2 0.2614 0.2223 0.1623 0.0780
Scene 3 0.2903 0.2545 0.1580 0.1092
Scene 4 0.3001 0.2291 0.3543 0.0283
Scene 5 0.2457 0.1814 0.2662 0.0180
Scene 6 0.0856 0.0632 0.0542 0.0408

Computational Intelligence and Neuroscience 9



[16] C.Wei,W.Wang, andW. Yang, “Deep retinex decomposition
for low-light enhancement,” arXiv:1808.04560, 2018.

[17] M. Du, L. Chen, and L. Pan, “Image enhancement algorithm
of coal mine dust and fog based on dark primary color theory
and adaptive bilateral filtering,” Computer application, vol. 35,
no. 5, pp. 1435–1438, 2015.

[18] N. Zhi and M. Li, “Coal dust and fog image clarity algorithm
based on negative correction,” Coal mine safety, vol. 48, no. 9,
pp. 116–119, 2017.

[19] H. Jia, T. Yang, and Q. Li, “Mine image enhancement method
based on two dimensional variational mode decomposition,”
Journal of Taiyuan University of science and technology,
vol. 40, no. 6, pp. 447–451, 2019.

[20] K. Singh, R. Kapoor, and S. K. Sinha, “Enhancement of low
exposure images via recursive histogram equalization algo-
rithms,” Optik, Elsevier, vol. 126, no. 20, pp. 2619–2625, 2015.

[21] J. Jiang, Z. Wang, and L. Zhong, “Double histogram equal-
ization algorithm for precise image brightness control,”
Journal of UESTC, vol. 47, no. 1, pp. 105–111, 2018.

[22] H. Zhao, R. Zhu, and C. Du, “Image enhancement algorithm
based on global tone mapping and local contrast processing,”
Journal of Wuhan University (Natural Science Edition), vol. 6,
no. 6, pp. 597–604, 2020.

10 Computational Intelligence and Neuroscience


