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Abstract. 
A detrended fluctuation analysis (DFA) method is applied to image analysis. The 2-dimensional (2D) DFA algorithms is proposed for recharacterizing images of lymph sections. Due to Burkitt lymphoma (BL) and diffuse large B-cell lymphoma (DLBCL), there is a significant different 5-year survival rates after multiagent chemotherapy. Therefore, distinguishing the difference between BL and DLBCL is very important. In this study, eighteen BL images were classified as group A, which have one to five cytogenetic changes. Ten BL images were classified as group B, which have more than five cytogenetic changes. Both groups A and B BLs are aggressive lymphomas, which grow very fast and require more intensive chemotherapy. Finally, ten DLBCL images were classified as group C. The short-term correlation exponent α1 values of DFA of groups A, B, and C were 
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, respectively. It was found that α1 value of BL image was significantly lower (
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) than DLBCL. However, there is no difference between the groups A and B BLs. Hence, it can be concluded that α1 value based on DFA statistics concept can clearly distinguish BL and DLBCL image.
 

1. Introduction
Natural phenomena almost are random, nonlinear, nonstationary, disordered, and uncertain systems. It is difficult to follow the traditional Newtonian rules to be completely forecast or control. Therefore, opening up fractal methods to investigate complex, rough, fragment shape, and noninteger dimension naturally objects (trees, coastlines, clouds, and mountains, etc.) is necessity. In the 1960s, the mathematician Mandelbrot had been indicated the fractal objects whose complex geometry cannot be characterized by an integral dimension [1]. This phenomenon is often expressed by spatial or time-domain statistical scaling laws and is mainly characterized by the power-law behavior of real-world physical systems. It represents fractal applies to objects in space or fluctuations in time that possess a form of self-similarity [2]. The object has self-similarity means; the variant of object expressed same qualitatively, irrespective reduction or magnification of the object. Self-similarity is one way to calculate fractal dimension. For example, one can subdivide a line segment into 
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 self-similar intervals, each with the same length, and each of which can be magnified by a factor of 
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 to yield the original segment [3]. Due to the fractal geometry having an approximately copy of the whole, the fractal dimension is consistent over a wide range of scales, which is known as scale invariance [4]. This property provided a useful measurement of complexity object.

DFA method was developed from a modified root mean square analysis of a random walk to exclude the local trend induced by characteristic time scales from the fluctuations of the multicomponent systems and get a long-range correlation [5–7]. It was originally a method to measure scale invariant behavior developed by Peng et al. [6] that evaluated trends of all sizes in the presence or absence of fractal correlation properties of time series data [8, 9]. This method has been applied to heart rate dynamics such as autonomic nervous system [10], congestive heart failure [8], dilated cardiomyopathy [11], ventricular fibrillation [12], and other physiological nonstationary time series systems (DNA sequences [13], neuron spiking [14, 15], human gait analysis [16], electroencephalogram (EEG) in sleep [17–20], stock returns [21], periodic trends [22], estimating dependence [23], etc.). Experience has shown that monodimensional detrended fluctuation analysis (DFA) used in the scaling analysis of fractal time series is accurate and easy to implement regardless in long-term and short-term time scale series [24, 25]. In recent years, there are some modified DFA method researches that are proposed such as generalized the monodimensional DFA and multifractal detrended fluctuation analysis (MFDFA) to higher-dimensional versions and derived multifractal detrended cross-correlation analysis method to investigate the multifractal behaviors in the power-law cross correlations between two time series or higher-dimensional quantities recorded [26–28]. The multifractal detrended cross-correlation analysis based on DFA (MF-X-DFA) [27] is actually a multifractal generalization of the detrended cross-correlation analysis (DCCA) [29], which has other variants such as the multifractal detrended cross-correlation analysis based on DMA (MF-X-DMA) [30]. Those study results validated well for distinguishing fractal/multifractal properties of synthetic surfaces (including fractional Brownian and multifractal surfaces), one/two-dimensional cross correlation of two financial time series, and linear/nonlinear correlation analysis of traffic time series (to find the cross correlation of traffic flow and volume data).
Although there are many varieties of malignant lymphomas, one of them is aggressive B-cell lymphoma. Diffuse large B-cell lymphoma (DLBCL) is the largest category of aggressive B-cell lymphomas. Less than 50% of patients can be cured by combination chemotherapy [31]. DLBCL has two important subgroups, which are germinal center B-cell-like (GCB) and activated B-cell-like (ABC) lymphoma. In medicine, cDNA microarrays method can successfully use to distinguish GCB and ABC DLBCL. The advantage of distinguish GCB and ABC DLBCL subgroups has significantly different 5-year survival rates after multiagent chemotherapy (GCB over 60%) [32, 33]. A similar situation exists between Burkitt lymphoma (BL) and DLBCL. Both lymphomas were all classified as aggressive B-cell non-Hodgkin’s lymphoma in the World Health Organization [34]. Therefore, how to distinguish the difference between BL and DLBCL is a challenge, as the two diseases require different treatment and have different cure rate. Existing diagnosis and classification between BL and DLBCL evaluated their morphologic, immunophenotypic, and cytogenetic features and clinical outcomes [35, 36]. Recently, the Cui et al. study [37] had successful applied nonmedical methods (i.e., statistical and engineering methods, linguistic analysis, and ensembled artificial neural networks) to classify two types of GCB and ABC DLBCL. Because fractal temporal process may generate fluctuations on different area scales that are statistically self-similarity [38], therefore, the same concept of fractal temporal process and the statistically self-similarity of cell image are used as shown in Figure 1 because the lymphoma cells exist big and small cells at the same time which can easily display statistical self-similarity characteristics. In this paper, a nonmedical method/two-dimensional (2D) algorithms of DFA has been proposed based on t