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This paper investigates the fixed-time group consensus problem for a leader-follower network of integrators with directed topology. A nonlinear distributed control protocol, based on local information, is proposed such that the follower agents in each subgroup are able to track their corresponding leaders in a prescribed convergence time regardless of the initial conditions. Simulation examples are presented to demonstrate the availability of our theoretical results.

1. Introduction

The past decade has witnessed an increasing attention on cooperative control of multiagent systems due to its broad applications in diverse fields including distributed computation, formation of unmanned vehicles, data fusion of sensor networks, synchronization of coupled chaotic oscillators, flocking, and swarming. A fundamental issue in coordination of multiagent systems is the consensus problem, which requires that all the agents should reach an agreement using the local information of their neighbors, which is determined by the underlying communication topology. Toward this aim, an essential step is to design proper distributed control laws such that as time goes on, all the agents converge to a consistent value asymptotically; see, e.g., [1–3] for some representative works on this topic. More backgrounds and applications of consensus problems can be found in the survey papers [4, 5] and references therein.

Most of the existing work focuses on complete consensus in the sense that all agents ultimately achieve a common group decision value [4]. However, in many real-world circumstances in cooperative control, a group of agents should be able to split into multiple subgroups and different consistent states are desired with the changes of environments, situations, and tasks. Examples include pattern formation of bacteria colonies, predator evasion and separated foraging for animal herds, cooperative task searching for autonomous vehicles, and coordinated military operations. As a generalization of complete consensus problems, group consensus has been studied intensively in recent years [6–11], where the agents in a network are divided into multiple subgroups and the states of agents in each subgroup can reach an individual consistent state asymptotically. For example, a group consensus protocol is proposed in [6] for the first-order continuous-time multiagent systems with switching topology by using double-tree-form transformation, which converts the group consensus problem into the stability of a corresponding reduced system. A combinatorial necessary and sufficient condition for discrete-time group consensus problem is proposed in [11]. Moreover, many applications in cooperative control require dynamic leaders, which can be virtual for their followers [1, 12]. The leader-follower consensus problems are more challenging than their leaderless counterparts because these controllers not only ensure the consensus of the followers but also determine the final consensus value, which is defined by the dynamic leader. Recently, a leader-follower group consensus protocol has been proposed for second-order multiagent systems in [13]. An event-triggered control protocol has been introduced in [14] to achieve leader-follower group consensus for nonlinear multiagent systems.

It is worth noting that, for the aforementioned works, the (group) consensus can only be reached in an asymptotic manner; namely, the settling time is infinite. In many
applications, a high speed convergence characterized by a finite-time control law is essential. Finite-time consensus can lead to better disturbance rejection and more robustness against uncertainties [15]. Numerous finite-time controllers have been designed for both complete consensus problems (e.g., [16–20]) and group consensus problems (e.g., [21, 22]). Recently, a new concept, called fixed-time stability, has been proposed in [23], which guarantees a finite settling time independent of initial conditions. This fixed-time approach is promising since the knowledge of initial conditions is usually not available in advance in distributed systems. Based on the fixed-time stability notion, many new results are reported. For example, in the leaderless cases, the fixed-time average consensus has been investigated in [24–26] for the first-order integrator systems over undirected topologies. Several fixed-time group consensus protocols are analyzed in [27] over undirected topologies. Fixed-time leader-follower consensus for second-order multiagent systems with bounded input uncertainties is studied in [28], while unknown nonlinear inherent dynamics are considered in [29] for first-order leader-follower multiagent systems. The fixed-time master-slave synchronization control problems for the delayed Cohen-Grossberg neural networks and delayed memristor-based recurrent neural networks are studied in [30, 31], respectively. Two fixed-time distributed control strategies are proposed in [32] such that leaderless and leader-follower consensus can be reached over directed communication topology. It is worth noting that previous works heavily rely on the symmetry property of the network topology, and [32] is the only one dealing with general asymmetric topology concerning fixed-time consensus problems to our knowledge.

In this paper, we aim to move a further step along this line of research by studying leader-follower fixed-time group consensus for multianti systems under directed topology. The contribution of this paper is twofold. First, a generalization of the fixed-time leader-follower consensus protocol is proposed to accommodate both directed topology and multiple leaders. Second, an explicit estimation of the settling time is presented regardless of initial conditions.

The rest of the paper is organized as follows. Section 2 provides some preliminaries and formulates the leader-follower group consensus problem. Section 3 is devoted to the analysis of our proposed fixed-time control strategy. Some numerical examples are given in Section 4 to illustrate the correctness of the obtained theoretical results. A conclusion is drawn in Section 5.

2. Background and Preliminaries

To start with, we fix some standard notations that will be used throughout the paper. The cardinality of a set S and the absolute value of a number s ∈ ℜ are denoted by |S| and |s|, respectively. Let ℜ_+ represent the set of nonnegative real numbers. Denote by M^T the transpose of a matrix M. The maximum and minimum eigenvalues of a symmetric matrix M are denoted by \( \lambda_{\text{max}}(M) \) and \( \lambda_{\text{min}}(M) \), respectively. \( 1_N \in \mathbb{R}^N \) is a vector with all the entries being 1, and \( \text{diag}(a_1, \ldots, a_N) \in \mathbb{R}^{N \times N} \) is a diagonal matrix with diagonal entries \( a_1, \ldots, a_N \). Similar notations will be adopted for block diagonal matrices. For a vector \( x = (x_1, \ldots, x_N)^T \in \mathbb{R}^N \) and \( a \geq 0 \), we define \( |x|^a = (\text{sgn}(x_1) |x_1|^a, \ldots, \text{sgn}(x_N) |x_N|^a)^T \), where \( \text{sgn}(x) \) is the signum function. For \( p > 0 \), the \( p \)-norm \( \| \cdot \|_p \) is defined as \( \|x\|_p = (\sum_{i=1}^N |x_i|^p)^{1/p} \) for a vector \( x \in \mathbb{R}^N \).

The following lemma relating different norms is often used in the analysis of fixed-time consensus problems, a proof of which can be found in [33].

**Lemma 1.** Let \( x \in \mathbb{R}^N \) and \( p > q > 0 \). Then

\[
\|x\|_p \leq \|x\|_q \leq N^{1/q-1/p} \|x\|_p.
\]

2.1. Graph Theory. The communication network of a multiagent system can often be described by a directed graph [34]. Let \( G = (V, E, A) \) be a weighted directed graph, where the node set \( V = \{1, 2, \ldots, N\} \) represents \( N \) follower agents and the edge set \( E \subseteq V \times V \) describes the information exchange among the followers. Here, \( A = (a_{ij}) \in \mathbb{R}^{N \times N} \) is the associated weighted adjacency matrix of the graph, where \( a_{ii} \neq 0 \) if \( (i, j) \in E \) and \( a_{ij} = 0 \) otherwise. A path in \( G \) from \( i_1 \) to \( i_k \) is a sequence of distinct nodes \( i_1, \ldots, i_k \) such that \( (i_{l-1}, i_l) \in E \) for \( j = 1, \ldots, k - 1 \). \( G \) is said to have a spanning tree if there exists a node, called root, which has a path to any other nodes in the graph \( G \). The (in-degree) Laplacian matrix of \( G \) is defined as \( L = (l_{ij}) \in \mathbb{R}^{N \times N} \) with \( l_{ii} = \sum_{j \neq i} a_{ij} \) and \( l_{ij} = -a_{ij} \) for \( i \neq j \). It is well-known that \( L \) is positive semidefinite and zero is an eigenvalue of \( L \) with the eigenvector \( 1_N \). Moreover, if \( G \) contains a spanning tree, then zero is algebraically simple and all other eigenvalues of \( L \) are with positive real parts [3]. Let \( \hat{G} \) be the directed graph with node set \( V \cup \{0\} \) and edge set having the form \( E \cup \{(0, i) \mid \text{for some} \ i \in V \} \). Assume that \( B = \text{diag}(b_1, \ldots, b_N) \) is a nonnegative diagonal matrix with \( b_i > 0 \) if and only if \( (0, i) \) is an edge in \( G \). Some properties of \( H = L + B \) are characterized by the following lemma.

**Lemma 2.** [35]. If \( \hat{G} \) has a spanning tree with 0 being the root, then \( H \) is nonsingular. Let

\[
(p_1, \ldots, p_N)^T = H^{-T} 1_N,
\]

\[
P = \text{diag}(p_1, \ldots, p_N),
\]

\[
Q = PH + H^T P.
\]

Then both matrices \( P \) and \( Q \) are positive definite.

To explore the group consensus, a grouping \( \mathcal{G} = \{\mathcal{G}_1, \ldots, \mathcal{G}_K\} \) of the graph \( G \) is defined by dividing its node set into disjoint subgroups \( \{\mathcal{G}_k\}_{k=1}^K \). In other words, \( \mathcal{G} \) satisfies \( \bigcup_{k=1}^K \mathcal{G}_k = V \) and \( \mathcal{G}_k \cap \mathcal{G}_{k'} = \emptyset \) for \( k \neq k' \). We write \( \mathcal{G}_1 = \{r_1, \ldots, r_1\}, \mathcal{G}_2 = \{r_1 + 1, \ldots, r_2\}, \ldots, \mathcal{G}_K = \{K - 1, 1, \ldots, N\} \) and let \( r_0 = 0 \) and \( r_K = N \). We assume that the interactions between agents in the same subgroup are cooperative; namely, \( a_{ij} \geq 0 \) if \( i, j \in \mathcal{G}_k \) for some \( k \). Each subgroup \( \mathcal{G}_k \) (\( 1 \leq k \leq K \)) inherits the structure of \( G \) naturally in the sense of induced subgraph [34]. For each \( 1 \leq k \leq K \), the (in-degree) Laplacian matrix of \( \mathcal{G}_k \) is similarly defined as \( L_k = (l_{ij}) \in \mathbb{R}^{\mathcal{G}_k \times \mathcal{G}_k} \) with \( l_{ij} = \sum_{k \in \mathcal{G}_k} a_{ij} \) and \( l_{ij} = -a_{ij} \) for \( i \neq j \).
Let Θ = {θ₁, θ₂, ..., θₖ} be the set of K virtual leader agents. We make the following assumption.

**Assumption 3.** Fix any k ∈ {1, ..., K}. For each i ∈ ℋₖ, there is a path from θₖ to i. Moreover, there is no edge from θₖ to j ∈ ℋₖ for k ≠ k.

Assumption 3 indicates that the follower agents in each subgroup ℋₖ have access to the information of their own leader θₖ but not to that of the other leaders directly. This assumption eases analysis for multiple leaders, which is also adopted in [13, 14]. We assume that the weight aᵣₖ ≥ 0 for i ∈ ℋₖ and denote Bₖ = diag(aᵣₖ+1, aᵣₖ, ..., aᵣₖ) ∈ ℜⁿ×₁|∈ℋₖ| for 1 ≤ k ≤ K. Note that, under Assumption 3, the matrix Hₖ = Lₖ + Bₖ is nonsingular by Lemma 2. Moreover,

\[
P_k = \text{diag}(p_{k, r} \cdot 1, ..., p_{k, n}),
\]

(3)

are positive definite, where \((p_{k, r} \cdot 1, ..., p_{k, n})^T = H_k^T 1_{|∈ℋₖ|}\). Define the block diagonal matrix Q by Q = diag(Q₁, ..., Qₖ) ∈ ℜₙ×ₙ, which is also positive definite.

**Assumption 4.** Fix any k ∈ {1, ..., K}. For each i ∈ ℋₖ and i ≠ k, \(\sum_{j \neq k} \sum_{j \in ℋₖ} |a_{ij}| = a_{iθₖ}\). These inequalities hold strictly for at least one i ∈ V.

The first part of Assumption 4, commonly known as the intergroup balance condition, indicates a balance of influence between an agent in a subgroup and all agents in any other subgroup and is typically required for group consensus problems in the existing literature; see, e.g., [6–11, 13, 14, 27, 36]. The second part of Assumption 4 suggests that, for each follower agent i, the accumulated influence stemming from agents in other subgroups should be dominated by that from the agent’s leader. In bird flight formation, for example, it has been observed that the flock leaders often have strong influence while the groups of followers are evolved to interact with proximal 6–7 birds only with minimal information exchange rate [37, 38]. This assumption plays a key role in our analysis of fixed-time consensus over directed network topology.

2.2. Fixed-Time Stability. Consider the general differential equation

\[
\dot{x}(t) = f(t, x(t)),
\]

(4)

where \(x \in ℜ^n\) and \(f : ℜ_+ \times ℜ^n \rightarrow ℜ^n\) is a nonlinear function. The solutions of (4) are understood in the sense of Filippov [39]. Suppose that the origin is an equilibrium of (4).

**Definition 5** (see [15]). The origin of system (4) is a globally finite-time equilibrium if there is a function \(T : ℜ_+ \rightarrow ℜ_+\), called settling time function, such that, for all \(x_0 \in ℜ^n\), the solution \(x(t, x_0)\) of system (4) is defined and \(x(t, x_0) \in ℜ^n\) for \(t \in [0, T(x_0)]\) and \(\lim_{t \rightarrow T(x_0)} x(t, x_0) = 0\).

**Definition 6** (see [23]). The origin of system (4) is said to be globally fixed-time stable if it is globally finite-time stable and the settling time function \(T(x_0)\) is bounded; namely, there is some \(T_{max} > 0\) such that \(T(x_0) \leq T_{max}\) for any \(x_0 \in ℜ^n\).

For example, the origin of the simple scalar system \(\dot{x} = -x^{1/3}\) is a globally finite-time equilibrium with \(T(x_0) = (3/2)\sqrt{|x_0|}\). The origin of \(\dot{x} = -|x|^{1/3} - |x|^2\) is a globally fixed-time equilibrium because \(T(x_0) \leq \pi\) for any \(x_0 \in ℜ\).

**Lemma 7** (see [24, 32]). Suppose that there is a continuous radially unbounded function \(V : ℜ^n \rightarrow ℜ_+\) such that (i) \(V(x) = 0 \Leftrightarrow x = 0\) and (ii) any solution \(x(t)\) of (4) satisfies the inequality \(V(x(t)) - aV(t) - bV(x(t))\) for some \(a, b > 0\), \(p = 1 - 1/(2μ)\), \(q = 1 + 1/(2μ)\), and \(μ > 1/2\). Then the origin is globally fixed-time stable and the following estimate of the settling time holds:

\[
T(x_0) \leq T_{max} = \frac{πμ}{√ab}, \quad ∀x_0 \in ℜ^n.
\]

(5)

This lemma provides a good estimate of the settling time independent of the initial conditions.

2.3. Problem Formulation. We consider the following multiagent system with N follower agents and K virtual leaders governed by

\[
\dot{x}_i = u_i, \quad i \in V,
\]

\[
\dot{x}_{θ_k} = u_{θ_k}, \quad k \in \{1, ..., K\},
\]

(6)

where \(x_i \in ℜ^n\) (resp., \(x_{θ_k} \in ℜ^n\)) is the state of agent \(i\) (resp., leader \(θ_k\)) and \(u_i \in ℜ^n\) (resp., \(u_{θ_k} \in ℜ^n\)) is the control input of agent \(i\) (resp., leader \(θ_k\)). The unknown input \(u_{θ_k}\) is assumed to be bounded by a known constant \(ω\); that is, \(∥u_{θ_k}∥_∞ \leq ω\) for all \(1 ≤ k ≤ K\).

In this paper, we extend the notion of fixed-time equilibrium in Definition 6 to the setting of coordination control of multiagent systems and define the leader-follower fixed-time group consensus as follows.

**Definition 8**. The multiagent system (6) is said to achieve leader-follower fixed-time group consensus if, for some appropriately designed distributed inputs \(\{u_i\}_i \in V\), there exists a constant \(T_{max} > 0\) so that, for any initial condition of the agents and the bounded inputs \(\{u_{θ_k}\}_k \in K\), it holds that \(x_i(t) = x_{θ_k}(t)\) for all \(i \in ℋ_k, k = 1, ..., K\), and \(t ≥ T_{max}\).

For simplicity, we assume \(m = 1\) in the following. However, the analysis is valid for \(m > 1\) by using the properties of the Kronecker product.
3. Fixed-Time Group Consensus Analysis under Directed Topology

In this section, motivated by the fixed-time control techniques used in [24, 27, 32], we design the following distributed controller for follower agents in order to realize leader-follower fixed-time group consensus:

\[
\begin{align*}
    u_i &= \alpha \left( \sum_{j \in \mathcal{G}_i \setminus \mathcal{G}_k} a_{ij}(x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_i} a_{ij}x_j \right)^p \\
    &\quad + \beta \left( \sum_{j \in \mathcal{G}_i \setminus \mathcal{G}_k} a_{ij}(x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_i} a_{ij}x_j \right)^q \\
    &\quad + \gamma \text{sgn} \left( \sum_{j \in \mathcal{G}_i \setminus \mathcal{G}_k} a_{ij}(x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_i} a_{ij}x_j \right),
\end{align*}
\]

for \( i \in \mathcal{G}_k, k = 1, \ldots, K \), where \( \alpha, \beta > 0, \gamma \geq \omega \) are positive control gains, \( p \in (0, 1) \), and \( q = 1/p \). Note that only local information between neighboring agents is needed.

**Assumption 9.** Denote \( \rho = \max_{1 \leq k \leq K, i \in \mathcal{G}_k} \sum_{k' \neq k} \sum_{j \in \mathcal{G}_j} p_{kij} |a_{ij}| \), where \( \{ p_{kij} \} \) are defined in (3). Assume that \( \lambda_{\min}(Q) > \rho \).

Note that Assumption 9 is feasible since \( \rho \) will tend to zero when \( |a_{ij}| \) tends to zero for \( i \in \mathcal{G}_k, j \in \mathcal{G}_k' \), and \( k' \neq k \). On the other hand, \( Q \) is a positive definite matrix, which does not rely on these intergroup weights \( |a_{ij}| \). Assumption 9, together with Assumption 4, implies intuitively that the coupling strengths within each subgroup and among the leader and its followers are strong enough while the coupling strengths between different subgroups should be weak. Assumptions 3, 4, and 9 are the usual standard ones when considering the problems of group consensus or cluster synchronization.

**Theorem 10.** Under Assumptions 3, 4, and 9, the multiagent system (6) with protocol (7) achieves leader-follower fixed-time group consensus, and the convergence time is bounded by

\[
T_{\text{max}} = \frac{c_1 \pi (1 + p)}{c_2 (\lambda_{\min}(Q) - \rho)(1 - p)},
\]

where

\[
\begin{align*}
    c_1 &= \left( \frac{\beta \alpha}{p + 1} \right)^{2p/(p+1)} + \left( \frac{\beta \rho}{q + 1} \right)^{2q/(q+1)} \\
    &\quad + 2^{(q-1)/(q+1)} \left( \frac{\beta \alpha}{p + 1} \right)^{2q/(q+1)} \\
    &\quad + 2^{(q-1)/(q+1)} \left( \frac{\beta \rho}{q + 1} \right)^{2q/(q+1)},
\end{align*}
\]

and

\[
\begin{align*}
    c_2 &= \begin{cases} 
        \min \left\{ \beta^2 N^{1-2q}, \alpha^2 \right\}, & \text{if } 0 < p \leq \frac{1}{2}; \\
        \min \left\{ \beta^2 N^{1-2q}, \alpha^2 N^{1-2p} \right\}, & \text{if } \frac{1}{2} \leq p < 1,
    \end{cases}
\end{align*}
\]

and \( \bar{p} = \max_{1 \leq k \leq K, i \in \mathcal{G}_k} p_{kii} \).

**Proof.** Let \( \bar{x}_i = x_i - \bar{x}_k \) for \( i \in \mathcal{G}_k, 1 \leq k \leq K \), and \( \bar{y}_i = \sum_{j \in \mathcal{G}_j} a_{ij} \bar{x}_j + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_j} a_{ij} x_j \) for \( i = 1, \ldots, N \). Denote \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_N)^T \) and \( \bar{y} = (\bar{y}_1, \ldots, \bar{y}_N)^T \). Therefore, we obtain

\[
\bar{y} = -H\bar{x} = \left( \text{diag}(-H_1, \ldots, -H_K) + \bar{A} \right) \bar{x},
\]

where \( H_1, \ldots, H_K \) are defined in (3) and

\[
\bar{A} = \begin{pmatrix} 0 & A_{12} & \cdots & A_{1K} \\
A_{21} & 0 & \cdots & A_{2K} \\
\vdots & \vdots & \ddots & \vdots \\
A_{K1} & A_{K2} & \cdots & 0 \end{pmatrix} \in \mathbb{R}^{N \times N}.
\]

Here, each block \( A_{kk'} = (a_{ij}) \in \mathbb{R}^{||\mathcal{G}_k|| \times ||\mathcal{G}_{k'}||} \) (inheriting from the weighted adjacency matrix \( A \)) characterizes the weights between agents in subgroups \( \mathcal{G}_k \) and \( \mathcal{G}_{k'} \) for \( k' \neq k \). It follows from Assumption 4 that \( H \) is strictly diagonally dominant and hence invertible [40]. Therefore, \( \bar{x} = 0 \) if and only if \( \bar{y} = 0 \), meaning that the leader-follower fixed-time group consensus is achieved if only if \( \bar{y} \) converges to zero in fixed time.

In view of (6) and (10), we have

\[
\dot{\bar{y}}_i = \sum_{j \in \mathcal{G}_j} a_{ij}(u_j - u_i) + a_{ij}(u_k - u_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_j} a_{ij} u_j.
\]

Consider the Lyapunov function

\[
V(t) = \sum_{k=1}^{K} \sum_{i \in \mathcal{G}_k} \left( \frac{\alpha |\bar{y}_i|^{p+1}}{p+1} + \frac{\beta |\bar{y}_i|^{q+1}}{q+1} \right).
\]

For each \( i \in \mathcal{G}_k, 1 \leq k \leq K \), we write

\[
u_i = u_{i_1} + u_{i_2},
\]

where

\[
u_{i_1} = \alpha \left( \sum_{j \in \mathcal{G}_i \setminus \mathcal{G}_k} a_{ij}(x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_j} a_{ij}x_j \right)^p \\
+ \beta \left( \sum_{j \in \mathcal{G}_i \setminus \mathcal{G}_k} a_{ij}(x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_j} a_{ij}x_j \right)^q,
\]

and

\[
u_{i_2} = \gamma \text{sgn}(\sum_{j \in \mathcal{G}_i \setminus \mathcal{G}_k} a_{ij}(x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_j} a_{ij}x_j).
\]
where we exploited Assumption 4 in the last term on the right-hand side of (14). By observing that $u_{j2} - u_{j2} \leq \gamma - \gamma \text{sgn}(\tilde{y})$, $u_{th} - u_{t2} \leq \omega - \gamma \text{sgn}(\tilde{y})$, and $u_{j2} - u_{j2} \leq \gamma - \gamma \text{sgn}(\tilde{y})$, we obtain from (14) that

$$
\dot{V}(t) \leq \sum_{k=1}^{K} \sum_{i \in E_k} \left[ p_{ki} \left( \alpha \left[ \tilde{y}_i \right]^p + \beta \left[ \tilde{y}_i \right]^q \right) \right. \\
\cdot \left( \sum_{j \in E_k} a_{ij} (u_{j1} - u_{i1}) - a_{ij} u_{i1} + \sum_{k' \neq k, j \in E_{k'}} a_{ij} u_{j1} \right) \\
= \sum_{k=1}^{K} \sum_{i \in E_k} \left[ p_{ki} \left( \alpha \left[ \tilde{y}_i \right]^p + \beta \left[ \tilde{y}_i \right]^q \right) \right. \\
\cdot \left( \sum_{j \in E_k} a_{ij} (u_{j1} - u_{i1}) - a_{ij} u_{i1} + \sum_{k' \neq k, j \in E_{k'}} a_{ij} u_{j1} \right) \\
+ \sum_{k=1}^{K} \sum_{i \in E_k} \left[ p_{ki} \left( \alpha \left[ \tilde{y}_i \right]^p + \beta \left[ \tilde{y}_i \right]^q \right) \right. \\
\cdot \left( \sum_{j \in E_k} a_{ij} (u_{j2} - u_{i2}) + a_{ij} u_{i2} + \sum_{k' \neq k, j \in E_{k'}} a_{ij} u_{j2} \right)
\right],
$$

(14)

Recall the definition of $\rho$ in Assumption 9, and it follows from the Geršgorin disc theorem [40] that the eigenvalues of the matrix diag($P_1, \ldots, P_K$) $\bar{A} + \tilde{A}$ lie within the interval $[-\rho, \rho]$. Hence, we have

$$
\dot{V}(t) \leq \frac{1}{2} \left( \lambda_{\text{min}}(Q) - \rho \right) \left( \alpha \tilde{y}^p + \beta \tilde{y}^q \right)^T \\
\cdot \left( \alpha \tilde{y}^p + \beta \tilde{y}^q \right)
$$

(15)

by using the Rayleigh-Ritz theorem [40].

Next, we will estimate the right-hand side of (16). Following [32], we set $h_1(\tilde{y}) = \alpha \tilde{y}^p + \beta \tilde{y}^q p$ and $h_1(\tilde{y}) = \alpha \tilde{y}^p p + 2\alpha \tilde{y}^q p + \beta \tilde{y}^q p$. Then, $h_1(\tilde{y}) = \lambda \tilde{y}^p p$, and $h_1(\tilde{y}) = \lambda \tilde{y}^p p$. (t), and $h_1(\tilde{y}) = \lambda \tilde{y}^p p$. It follows from (12) and Lemma 1 that

$$
h_2(\tilde{y}) \leq \left( \frac{\overline{\rho} \alpha}{\overline{\rho} \alpha} + 1 \right) \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1} \leq \left( \frac{\overline{\rho} \alpha}{\overline{\rho} \alpha} + 1 \right) \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1}
$$

(17)

since $p, q > 0$ and $0 < 2p/(p+1) < 1$. Similarly, since $2q/(q+1) > 1$, we obtain

$$
h_3(\tilde{y}) \leq \left( \frac{\overline{\rho} \alpha}{\overline{\rho} \alpha} + 1 \right) \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1} \leq \left( \frac{\overline{\rho} \alpha}{\overline{\rho} \alpha} + 1 \right) \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1}
$$

(18)

We consider two cases according to the value of $p$.

**Case I (0 < p \leq 1/2).** In this case, we have

$$
h_1(\tilde{y}) \geq \alpha \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1} \leq \beta \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1}
$$

(19)

by Lemma 1. If $\sum_{i=1}^{N} |\tilde{y}_i| \geq 1$, then $h_1(\tilde{y}) \geq \beta \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1}$ by (19), and moreover, $\left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1} \leq \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{2q}$, and $\left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{2q} \leq \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{2q}$. Recalling the definition of $c_1$, we have

$$
h_1(\tilde{y}) \geq \beta \left( \sum_{i=1}^{N} |\tilde{y}_i| \right)^{q+1}
$$

(20)
by using (17) and (18). If \( \sum_{i=1}^{N} |\bar{y}_i| \leq 1 \), then \( h_1(\bar{y}) \geq \alpha^2 \sum_{i=1}^{N} |\bar{y}_i|^{2p} \) by (19), and moreover, \( \left( \sum_{i=1}^{N} |\bar{y}_i| \right)^{2q} \leq \left( \sum_{i=1}^{N} |\bar{y}_i|^{2p} \right)^{(p+1)/(p+1)} \leq \left( \sum_{i=1}^{N} |\bar{y}_i| \right)^{2p+1/(q+1)} \leq \left( \sum_{i=1}^{N} |\bar{y}_i| \right)^{2p} \). Analogously, it follows from (17) and (18) that

\[
h_1(\bar{y}) \geq \frac{\alpha^2}{c_1} \left( h_2(\bar{y}) + h_3(\bar{y}) \right). \tag{21}\]

**Case 2** \((1/2 \leq p < 1)\). In this case, we have

\[
h_1(\bar{y}) \geq \frac{\alpha^2}{c_1} \left( h_2(\bar{y}) + h_3(\bar{y}) \right). \tag{22}\]

Combining (20), (21), and (22) with (16), we are led to the conclusion that

\[
V(t) \leq \frac{c_2}{2c_1} (\lambda_{\text{min}}(Q) - \rho) \left( h_2(\bar{y}) + h_3(\bar{y}) \right) \leq -\frac{c_2}{2c_1} \left( \lambda_{\text{min}}(Q) - \rho \right) \left( \sqrt{\varphi^{p/(p+1)}}(t) + \sqrt{\varphi^{q/(q+1)}}(t) \right). \tag{24}\]

Recall that \( q = 1/p \), and Lemma 7 yields that the convergence time is bounded by \( T_{\text{max}} = c_2 \pi (1 + p)/c_2 \left( \lambda_{\text{min}}(Q) - \rho \right) \) regardless of initial conditions by taking \( a = b = (c_2/2c_1) \left( \lambda_{\text{min}}(Q) - \rho \right) \) and \( \mu = (1 + p)/(1 - p) > 1/2 \). Based on the comments above, the leader-follower fixed-time group consensus is achieved and the proof is complete. \( \square \)

**Remark 11.** Notice that the convergence time upper bound \( T_{\text{max}} \) is fixed regardless of the initial conditions of the agents. Moreover, it is easy to check that \( T_{\text{max}} \) decreases with respect to \( \alpha \) and \( \beta \), but independent of \( \gamma \). When \( K = 1 \), that is, there exists only one leader, the problem reduces to the fixed-time leader-follower consensus, which has been solved in [32].

**Remark 12.** It is worth noting that the fixed-time group consensus tracking method studied in [27] essentially relies on the symmetry of the communication topology of each subgroup, which is not applicable here. Without the symmetry condition, a more careful analysis with two cases regarding the range of parameter \( p \) is needed. The parameter \( 0 < p < 1 \) contributes to the fixed-time stability [23, 24], and the division of the two cases is due to technical reasons. Note that the dependence of upper bound of the settling time, \( T_{\text{max}} \), on \( p \) is involved and nonmonotone (recall that \( q = 1/p \)). Thus, the convergence time for the two cases \( p < 1/2 \) and \( p > 1/2 \) is not comparable in general.

**Remark 13.** In controller (7), the third term \( \gamma \text{sgn} \left( \sum_{i=\ell_k \in \mathcal{G}_s} a_i (x_j - x_i) + \sum_{k=1}^{K} \sum_{i \in \mathcal{G}_k} a_i x_i \right) \) aims to deal with the dynamic leaders. If \( \omega = 0 \), that is, the leaders are static, one can choose the parameter \( \gamma = 0 \). In this case, the control protocol becomes

\[
u_i = \alpha \left[ \sum_{j \in \mathcal{G}_s \setminus \mathcal{G}_k} a_{ij} (x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_{k'}} a_{ij} x_j \right]^{p} + \beta \left[ \sum_{j \in \mathcal{G}_s \setminus \mathcal{G}_k} a_{ij} (x_j - x_i) + \sum_{k' \neq k} \sum_{j \in \mathcal{G}_{k'}} a_{ij} x_j \right]^{q} \tag{25}\]

for \( i \in \mathcal{G}_k, k = 1, \ldots, K \), which is consistent with the protocol in [24] in the special case of \( K = 1 \) and \( A = A^T \).

### 4. Numerical Examples

In this section, we present some numerical examples to illustrate our theoretical results. Consider a multiagent system (6)-(7) with \( K = 3 \) leader agents and \( N = 9 \) follower agents having \( \mathcal{G}_1 = \{ 1, 2, 3, 4 \}, \mathcal{G}_2 = \{ 5, 6 \}, \) and \( \mathcal{G}_3 = \{ 7, 8, 9 \}. \) The network topology \( G \) together with its associated edge weights is shown in Figure 1. The control inputs for the three leaders are taken as \( u_{\ell_1} = -1, u_{\ell_2} = 1 + \cos(t), \) and \( u_{\ell_3} = 2 \cos(t) \); they are bounded by \( \omega = 2 \). By direct calculations, we have \( \rho = 1.2 \) and \( \lambda_{\text{min}}(Q) = 1.5 \). It is then easy to check that Assumptions 3, 4, and 9 are true. It is noteworthy that some negative weights between different subgroups are present. They indicate that the interactions between nodes in different subgroup can be competitive [27, 36], which play a crucial role in the analysis of bipartite consensus over signed graphs [41].

**Example 1** \((p = 1/3 \) and \( q = 3)\). In this example, we consider the case of \( p = 1/3 < 1/2 \). By taking \( \alpha = \beta = 1 \) and \( \gamma = 2 \), we obtain from Theorem 10 an explicit estimation of the settling time as \( T_{\text{max}} = 4.5 \times 10^9 \) s, which is independent of the initial conditions of the multiagent system. With the initial conditions \( x_{\ell_1}(0), x_{\ell_2}(0), x_{\ell_3}(0), x_1(0), x_2(0), x_3(0), x_4(0), x_5(0), x_6(0), x_7(0), x_8(0), x_9(0) \) = \( (-3, 1, -6, -2, -1, 3, 4, -6, 3, -5) \) and \( x_{\ell_1}(0), x_{\ell_2}(0), x_{\ell_3}(0), x_1(0), x_2(0), x_3(0), x_4(0), x_5(0), x_6(0) \) = \( (150, 100, -200, -130, 200, -150, 300, 250, -125, 300, -250, -100) \), the simulation results are shown in Figures 2(a) and 2(b), respectively. We observe that, for all the initial conditions, the follower agents are able to track their corresponding leaders quite rapidly. In view of the conservativeness of our theoretical estimation, a more practical settling time could be derived by simulating the dynamical system for the followers with sufficiently large initial conditions. This is viable since the fixed-time convergence is theoretically guaranteed and thus the convergence time will tend to a finite limit as the initial conditions increase. As
such, we estimate the convergence time as about 10 s through simulations over sufficiently large initial conditions.

**Example 2** ($p = 2/3$ and $q = 3/2$). In this example, we consider the case of $p = 2/3 > 1/2$. By taking $\alpha = \beta = 1$ and $\gamma = 2$ again, we obtain from Theorem 10 an explicit estimation of the settling time as $T_{\text{max}} \approx 1.3 \times 10^4$ s, which is independent of the initial conditions of the multiagent system. With the same initial conditions as in Example 1, the simulation results are shown in Figures 3(a) and 3(b), respectively. Similarly, the estimated settling time upper bound is very conservative. By simulating the system
with sufficiently large initial conditions, the convergence time can be determined as about 10 s.

5. Conclusions

In this paper, the fixed-time consensus problem is generalized to the group tracking control of multiagent systems with multiple leaders and the underlying communication topology is composed of a directed network. A new distributed controller is proposed which solves the leader-follower fixed-time group consensus problem. An explicit estimation of the settling time is provided regardless of the initial conditions. As future works, we will consider how to obtain sharper estimation of the settling time over directed networks and study the effect of communication delays as well as robustness against disturbances.
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