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Abstract

This article deals with the sliding mode fault-tolerant control (FTC) problem for a nonlinear system described under Takagi-Sugeno (T-S) fuzzy representation. In particular, the nonlinear system is corrupted with multiplicative actuator faults, process faults, and uncertainties. We start by constructing the separated FTC design to ensure robust stability of the closed-loop nonlinear system. First, we propose to conceive an adaptive observer in order to estimate nonlinear system states, as well as robust multiplicative fault estimation. The novelty of the proposed approach is that the observer gains are obtained by solving the multiobjective linear matrix inequality (LMI) optimization problem. Second, an adaptive sliding mode controller is suggested to offer a solution to stabilize the closed-loop system despite the occurrence of real fault effects. Compared with the separated FTC, this paper provides an integrated sliding mode FTC in order to achieve an optimal robustness interaction between observer and controller models. Thus, in a single-step LMI formulation, sufficient conditions are developed with multiobjective optimization performances to guarantee the stability of the closed-loop system. At last, nonlinear simulation results are given to illustrate the effectiveness of the proposed FTC to treat multiplicative faults.

1. Introduction

In the last few years, there has been a growing interest in fault-tolerant control (FTC) design based on a fault estimation (FE) technique (location, occurrence time, and magnitude). Active FTC takes a primordial place in modern control application, system reliability, and supervision of industrial technology.

The main challenge of active FTC is to conceive a robust controller such that the closed-loop system is stable with acceptable performances even with the presence simultaneously of faults and uncertainties. In the literature, several approaches have been proposed to explore this powerful issue (see for instance [1–6] and the references herein). In practical applications, most of the systems are complex and usually having hard nonlinearities, so it is significant to study FE and FTC for nonlinear systems. Since their excellent ability to describe a nonlinear system, very interesting approaches have represented nonlinear systems under the T-S fuzzy form [7]. Actually, in the presence of system uncertainties, several attempts have been oriented to the fault diagnosis and FTC of nonlinear systems (see for instance [8–13] and the references herein).

Popular FE approaches have been developed in a precise and effective way for nonlinear systems, where fault is modelled as additive changes appearing in actuators or sensors [14–18]. The major drawback of the preceding approaches resides primarily on treating actuator and sensor faults with additive terms. However, in practical engineering, it is often the case when some actuator faults and component faults occur in a multiplicative form. Thus, multiplicative faults are mixed with the inputs and outputs of the system. In this way, estimation of the characteristic and magnitude of unknown multiplicative faults has been a growing interest in modern control theory in recent years. It is practically important to decouple their eventual parameter or structure effects in the system or in the process model subject to ameliorate FTC design for a large class of nonlinear systems. Special attentions have already been made in the application of observer design to achieve multiplicative FE for linear and
nonlinear systems [19, 20]. In [21–24], robust observers have been used to estimate unknown fault for linear systems. The developed schemes are based on treating multiplicative faults with additive terms. Nevertheless, this approach may not be practical in all situations. For this purpose, it is not an easy task; real effect multiplicative fault detection, location, and estimation especially for nonlinear systems have been a significant research activity in the past decade. Zhang et al. [25] considers the problem of fault diagnosis for a class of nonlinear systems with unstructured modeling uncertainty. The proposed approach addresses the detection and isolation of nonlinear fault function that are modeled as measurable signals. More recently, in [26], a robust adaptive observer FE approach is discussed in order to extract the real component fault effects for Lipschitz nonlinear systems subject to unknown disturbances.

1.1. Contributions. Regarding the fact that multiplicative faults have not yet been fully tackled, an FE-based adaptive sliding mode FTC scheme for a class of uncertain nonlinear systems, approximated by the T-S representation, is of great interest in this paper. Thus, sliding mode control has been widely studied and employed in industrial applications based on its computational simplicity and in particular strong robustness against uncertainties or disturbances. The main contributions of the present paper are divided as follows:

(1) In the first scheme, we propose a separated sliding mode FTC for the closed-loop nonlinear system subject to both multiplicative faults and uncertainties. More precisely, it should be pointed that we consider multiplicative faults a partial loss of actuator effectiveness and parameter changes in the nonlinear system state matrix.

(2) In the second scheme, this paper provides an integrated sliding mode FTC in order to achieve an optimal robustness interaction between observer and controller models. Thus, in a single-step LMI formulation, sufficient conditions are developed with $H_{\infty}$ optimization performances to guarantee the stability of the closed-loop system. In particular, the fault nonlinear function satisfies a Lipschitz condition. In this study, we use a multiobjective LMI optimization approach in which the Lipschitz constant and uncertainty attenuation level are maximized simultaneously.

The remainder of this paper is organized as follows: Section 2 gives the description of the nonlinear system. In Section 3, we describe the proposed T-S adaptive observer design. Section 4 presents the sliding mode controller structure. Sections 5 and 6 propose, respectively, the design of separated and integrated sliding mode FTC schemes to stabilize the closed-loop system. The simulation example is given in Section 7 based on nonlinear simulation illustrating the effectiveness of the proposed schemes. Finally, Section 8 presents some concluding remarks.

2. Problem Formulation

Consider an uncertain nonlinear system governed by the following equations:

\[
\begin{align*}
\dot{x}(t) &= \varphi_1(x(t), u(t), \xi(x, t), f(x, u, t)), \\
y(t) &= \varphi_2(x(t)),
\end{align*}
\]

where $x(t) \in \mathbb{R}^n$ is the state vector, $u(t) \in \mathbb{R}^m$ represents the control inputs, $y(t) \in \mathbb{R}^q$ denotes the measurement output vector, and $\xi(x, t) \in \mathbb{R}^l$ stands for the uncertainty vector. In the present paper, $f(x, u, t) \in \mathbb{R}^q$ represents the component and/or actuator gain fault which is described as

\[
f(x, u, t) = \sum_{j=1}^{q} \theta_j(t)h_j(x, u, t),
\]

where $\theta_j(t)$ is a vector of unknown function reflecting the magnitude of the time-varying or constant multiplicative faults. $h_j(x, u, t)$ represents the functional structure of the $j$th multiplicative faults and usually mixes with system states and/or inputs. Before starting the main results of this paper, we will make the following assumptions.

Assumption 1. The fault vector $\theta_j(t)$ is assumed to be unknown but bounded as $\|\theta_j(t)\| \leq \|\theta_{\max}\| = \rho$, $\forall j = 1, \ldots, q$, where $\theta_{\max} \in \mathbb{R}^q$ is a known constant vector and $\rho$ is a known positive constant.

Assumption 2. It is assumed that the nonlinear system states and inputs are all bounded before and after the occurrence of a fault, and fault nonlinear function structure $h_j(x, u, t)$ satisfies a Lipschitz condition locally on a set $M \subset \mathbb{R}^n$ in which

\[
\|h_j(x_1, u, t) - h_j(x_2, u, t)\| \leq \gamma_j |x_1 - x_2|, \quad \forall x_1, x_2 \in M,
\]

where $\gamma_j > 0$ is called a Lipschitz constant and $j = 1, \ldots, q$.

Design Objective. This paper features a robust estimation of real effect factor $\theta_j(t)$, $\forall j = 1, \ldots, q$, for the uncertain nonlinear system (1) subject to multiplicative fault $f(x, u, t)$ given by (2) and to uncertainties $\xi(x, t)$. It was the main purpose of the paper to solve two problems by (i) estimating multiplicative fault magnitude using a robust adaptive observer and (ii) stabilizing the closed-loop nonlinear system, after the occurrence of multiplicative fault $f(x, u, t)$, using a robust adaptive sliding mode controller. To treat this powerful issue, this article introduces two different approaches: separated and integrated FE-based adaptive sliding mode FTC design.

We will make the following definition, notation, and lemma in obtaining the main results.

Definition. For an arbitrary matrix $X \in \mathbb{R}^{m \times n}$, if $X^* \in \mathbb{R}^{m \times n}$ verifies $X^*X = I_m$, then $X^* = (X^T X)^{-1}X^T$ is said to be the left inverse of $X$. 

Complexity
Notation. The notation $(\ast)$ corresponds to the symmetry matrix block, $He(X)$ signifies $X + X^T$, and $\|\|_\ast$ stands for the standard norm symbol.

**Lemma 1.** For matrices $X$ and $Y$ with appropriate dimensions, the following condition holds:

$$X^TY + Y^TX \leq \epsilon^{-1}X^TX + \epsilon Y^TY,$$

where $\epsilon$ is the positive scalar.

### 3. T-S Adaptive Observer Design

Referring to an interpolation mechanism with the convex sum properties [7], the system (1) can be approximated by T-S fuzzy representation with multiplicative faults as follows:

$$\dot{x}(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ A_i x(t) + B_i u(t) + D_i \hat{e}(x, t) + M_i \sum_{j=1}^q \hat{\theta}_j(t) h_j(x, u, t) \},$$

$$y(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ C_i x(t) \},$$

where $A_i$, $B_i$, $D_i$, $M_i$, and $C_i$ are real known matrices with appropriate dimensions. We assume that the pair $(A_i, B_i)$ is controllable and the pair $(A_i, C_i)$ is observable. Let $\mu_i(\zeta(t))$ be the normalized fuzzy membership functions which satisfy the properties of the sum convex.

$$\sum_{i=1}^k \mu_i(\zeta(t)) = 1, \ 0 \leq \mu_i(\zeta(t)) \leq 1, \ \forall i \in [1, \ldots, k].$$

Through the approximation of the nonlinear system (1) by augmented T-S fuzzy representation (5), we construct a multiplicative fault estimation adaptive observer as

$$\dot{\hat{x}}(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ A_i \hat{x}(t) + B_i u(t) + G_i e_y(t) + M_i \sum_{j=1}^q \hat{\theta}_j(t) h_j(x, u, t) \},$$

$$\hat{y}(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ C_i \hat{x}(t) \},$$

$$\hat{\theta}_j(t) = \sigma_j h_j^T(x, u, t) \Gamma e_y(t), \quad j = 1, \ldots, q,$$

where $\sigma_j$ are positive scalars, $\hat{x}(t)$ is the observer state, $\hat{y}(t)$ represents the observer output, $\hat{\theta}_j(t)$ denotes the estimated fault magnitude, and $e_y(t) = y(t) - \hat{y}(t)$ is the output estimation error. $G_i$, $M_i$, are appropriate gain matrices, which can be obtained using LMIs as discussed later. $\Gamma$ is a design matrix representing the learning rate.

From now on, we assume that the state and fault estimation errors are defined, respectively, as $\epsilon(t) = x(t) - \hat{x}(t)$ and $e_y(t) = \theta_j(t) - \hat{\theta}_j(t)$. It remains to deduce that

$$\dot{\epsilon}(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ [A_i - G_iC_i] \epsilon(t) + D_i \hat{e}(x, t) + M_i \sum_{j=1}^q \hat{\theta}_j(t) h_j(x, u, t) \},$$

$$\dot{e}_y(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ -\sigma_j h_j^T(x, u, t) \Gamma e_y(t) \}.$$

The objective is to derive the gains of the robust adaptive observer (7), (8), and (9) in order to estimate multiplicative fault magnitudes.

### 4. Sliding Mode Controller Design

#### 4.1. Adaptive Sliding Mode Controller Structure

The proposed sliding mode controller with adaptive law is assigned to provide a corrective action in order to compensate multiplicative fault effects and stabilize the nonlinear system described by T-S fuzzy representation. Before starting FTC design, we assume the following:

**Assumption 3.** $\text{rank}(C,B) = \text{rank}(B), \forall i \in [1, \ldots, k]$. As the first step, one can define the sliding surface $S$, when the sliding motion will take place on it, as

$$S = \{ y(t) \in \mathbb{R}^p : S_i(t) = 0 \}.\quad (12)$$

$S_i(t) \in \mathbb{R}^m$ is a linear switching function, based on the output feedback information, described as

$$S_i(t) = \sum_{i=1}^k \mu_i(\zeta(t)) \{ N_{i,j} y(t) \},\quad (13)$$

where $N_{i,j} = [C_i B_i]^T - h_i [I_p - C_i B_i C_i B_i^T]$ with an arbitrary matrix $h_\in \mathbb{R}^{mxp}$. As mentioned above that $(A_i, B_i)$ is controllable, a nonlinear control input is given by

$$u(t) = u_i(t) + u_n(t),\quad (14)$$

where $u_i(t)$ designs the linear part which is defined as

$$u_i(t) = \sum_{i=1}^k \sum_{j=1}^q \mu_{ij}(\zeta(t)) \{ -K_j \hat{x}(t) - F_{aj} \hat{f}(x, u, t) \},\quad (15)$$

where $-F_{aj} \hat{f}(x, u, t)$ is designed to compensate multiplicative fault influence. It is assumed that $K_j \in \mathbb{R}^{mxn}$ and $F_{aj} = B_i^T M_i$.

As may be seen below, the nonlinear part $u_n(t)$, capable of inducing the sliding motion on the sliding surface $S$, is proposed with adaptive law as
\[ u_n(t) = \begin{cases} -\eta_c(t) \frac{S_c(t)}{\|S_c(t)\|}, & \text{if } S_c(t) = 0, \\ 0, & \text{otherwise}, \end{cases} \] (16)

where \( \eta_c(t) = \rho_c + \varphi_c \), where \( \varphi_c > 0 \) is a small constant and \( \rho_c \) is used to determine \( \eta_c(t) \) such that we will make the following adaptive term as

\[ \hat{\rho}_c = e_c \|S_c(t)\|, \quad \rho_c(0) \geq 0, \] (17)

where \( e_c \) is the positive gain.

4.2. Reaching Condition. As mentioned earlier, it must be proven, using the nonlinear part structure of \( u_n(t) \), that the system will be forced to reach and slide onto the corresponding sliding mode surface \( S \) in a finite time. In this way, we design a Lyapunov function as

\[ V_c(t) = \frac{1}{2} S_c^T(t) S_c(t) + \frac{1}{2\epsilon_c} \hat{\rho}_c^2, \] (18)

where \( \hat{\rho}_c = \rho_c - \hat{\rho}_c \) is the estimated error of \( \rho_c \).

The derivative of (18) with respect to time gives

\[ \dot{V}_c(t) = \sum_{i=1}^{k} \mu_i k_i (t) \left \{ (N_{ei} C_{ei} A_{ei} - K_i) \|x(t)\| + \rho_c - \eta_c(t) \|S_c(t)\| - \hat{\rho}_c \|S_c(t)\| = \sum_{i=1}^{k} \sum_{j=1}^{k} \mu_i k_i (t) \right \} \cdot \left \{ (N_{ei} C_{ei} A_{ei} - K_i) \|x(t)\| - \varphi_c - e_c \|S_c(t)\| \right \}. \] (19)

Define the subset system as

\[ \Omega_c = \{ x \|x(t)\| \leq \kappa_c \}. \] (20)

The reachability condition, which guarantees to force the system to attain the sliding surface \( S \), is satisfied if the scalar \( \varphi_c \) is chosen to satisfy \( \varphi_c > (N_{ei} C_{ei} A_{ei} - K_i) \kappa_c \), such that

\[ S_c^T(t) S_c(t) \leq -e_c \|S_c(t)\|. \] (21)

Furthermore, the proposed sliding mode controller with adaptive law ensures the existence of an ideal sliding motion in finite time; that is, \( S_c(t) = S_c(t) = 0, \forall t \geq t_c \).

5. FE-Based Fault-Tolerant Control Design: A Separated Approach

For several years, great effort has been devoted to study the FE-based FTC problem in a precise and effective way. The focus of previous studies has been on the division of this issue into separate steps:

Step 1. Conceive an observer to estimate faults and state variables.

Step 2. Conceive a controller to stabilize the closed-loop systems.

Figure 1 illustrates the separated FE-based FTC design for uncertain nonlinear systems subject to process faults and multiplicative actuator faults.

Now, we propose to design the separated FE-based FTC problem in order to compute adaptive observer gains \( G_{ij} \) and controller gains \( K_i \) such that a robust stability of the closed-loop nonlinear system, described by the T-S form, is achieved despite the presence of multiplicative faults and uncertainties.

5.1. LMI Optimization-Based Observer Stability. Theorem 1 establishes the sufficient conditions for the stability of the observer errors ((10) and (11)) with prescribed \( H_{\infty} \) performances by using Lyapunov stability and LMI technique.

Theorem 1. The state estimation error is robustly stable with simultaneously maximized admissible Lipschitz constant \( \gamma_j > 0 \) and minimized gain \( \varsigma > 0 \) for the system uncertainties \( \xi(x, t) \), if there exist constants, \( \varphi_j > 0 \), \( \alpha_j > 0 \), and matrices \( P_j = P_j^T > 0 \), \( W_j \), such that the following multiobjective optimization problem has a solution:

\[ \min \left \{ \lambda \left ( \varepsilon + \sum_{j=1}^{q} \alpha_j \right ) + (1 - \lambda) \varsigma \right \}, \] (22)

subject to the following LMI

\[ \begin{bmatrix} \Xi_1 + C_e^T C_e & P_c D_i & P_c M_i & I_n \\ (*) & -\varsigma I_j & 0 & 0 \\ (*) & (*) & -\epsilon I_q & 0 \\ (*) & (*) & (*) & -\sum_{j=1}^{q} \alpha_j \end{bmatrix} < 0, \] (23)

where \( \Xi_j = A_e^T P_e + P_e A_e - W_j C_e C_e^T W_j^T \). One can prove that the observer gain can be obtained from \( G_{ij} = P_{ij}^{-1} W_j \).

In addition, the T-S adaptive observer ((7), (8), and (9)) ensures that the estimated \( \tilde{x}(t) \) and \( \tilde{\theta}_j(t) \) converge to the
nonlinear system state $x(t)$ and the multiplicative fault magnitude $\theta_j(t)$.

**Proof.** One can start by investigating the following Lyapunov function:

$$V_c(t) = e^T(t)P_e e(t) + \sum_{j=1}^q \sigma_j^{-1} [e^T_j(t) e_j(t) + e^T_j(t) e_j(t)] > 0,$$

where $P_e \in \mathbb{R}^{n \times n}$ is the design Lyapunov matrix. The time derivative of $V_c(t)$ is handled as

$$\dot{V}_c(t) = e^T(t)P_e e(t) + e^T(t)P_e e(t) + \sum_{j=1}^q \sigma_j^{-1} [e^T_j(t) e_j(t) + e^T_j(t) e_j(t)].$$

Based on state and fault estimation errors ((10) and (11)), $\dot{V}_c(t)$ can be written as

$$\dot{V}_c(t) = \sum_{j=1}^k \mu_j(t) \{e^T(t) [A_j^T P_j + P_e A_{j2}] e(t) + 2e^T(t)P_j e(t) + 2\sigma_j^{-1} e_j(t) h_j(x, u, t) - \tilde{h}_j(t)x_i(x, u, t)\} + 2e^T(t)P_j D_j \xi(x, t).$$

where $A_{j2} = A_j - C_j C_i$. From this, one can conclude that

$$\dot{V}_c(t) = \sum_{j=1}^k \mu_j(t) \{e^T(t) [A_j^T P_j + P_e A_{j2}] e(t) + 2e^T(t)P_j e(t) + 2\sigma_j^{-1} e_j(t) h_j(x, u, t) - \tilde{h}_j(t)x_i(x, u, t)\} + 2e^T(t)P_j D_j \xi(x, t).$$

Referring to Lemma 1 and according to the Lipschitz condition (3), one can further derive

$$2e^T(t)P_j M_j [\tilde{h}_j(t)h_j(x, u, t) - \tilde{h}_j(t)h_j(x_i, u, t)]$$

$$\leq \frac{1}{\epsilon} e^T(t)P_j M_j^T P_j e(t) + \epsilon [h_j(x, u, t) - h_j(x_i, u, t)]^T$$

$$\theta_j^T(t) \theta_j(t) [h_j(x, u, t) - h_j(x_i, u, t)]$$

$$\leq \frac{1}{\epsilon} e^T(t)P_j M_j^T P_j e(t) + \epsilon \| \dot{h}_j(t) \|^2$$

$$\| h_j(x, u, t) - h_j(x_i, u, t) \|^2$$

$$\leq \frac{1}{\epsilon} e^T(t)P_j M_j^T P_j e(t) + \epsilon \gamma_j^2 \| e(t) \|^2$$

$$= \frac{1}{\epsilon} e^T(t)P_j M_j^T P_j e(t) + \epsilon \gamma_j^2 \| e(t) \|^2.$$

where $\gamma_j = \rho_j$. Now, according to (28), one can derive $V_c(t)$ as

$$\dot{V}_c(t) \leq \sum_{j=1}^k \mu_j(t) \{e^T(t) [A_j^T P_j + P_e A_{j2}] e(t) + \frac{1}{\epsilon} e^T(t)P_j M_j^T P_j e(t) + \sum_{j=1}^q \sigma_j^{-1} e_j(t) h_j(x, u, t) - \tilde{h}_j(t)x_i(x, u, t)\}.$$$$+ 2e^T(t)P_j D_j \xi(x, t).$$

To attain the robustness of the proposed multiplicative fault estimation adaptive observer ((7), (8), and (9)) against system uncertainties $\xi(x, t)$, we investigate the controlled estimation error $r(t)$ as

$$r(t) = C_e e(t).$$

Consider the following worst-case performance measure:

$$\| H \|_\infty = \sup_{\| v(t) \|_2 \leq \gamma} \| r(t) \|_2 \leq \zeta.$$ (31)

One can now proceed with the presence of the following variable $J_c(t)$ as

$$J_c(t) = \dot{V}_c(t) + r^T(t) r(t) - \zeta \xi^T(x, t) \xi(x, t).$$ (32)

Obviously, one can write the above expression (32) by

$$J_c(t) \leq \sum_{j=1}^k \mu_j(t) \{e^T(t) [A_j^T P_j + P_e A_{j2} + \frac{1}{\epsilon} P_j M_j^T P_j e(t) + \sum_{j=1}^q \sigma_j^{-1} e_j(t) h_j(x, u, t) - \tilde{h}_j(t)x_i(x, u, t)\}$$

$$+ 2e^T(t)P_j D_j \xi(x, t) - \zeta \xi^T(x, t) \xi(x, t).$$ (33)

Let one define the following new variable as

$$\gamma_j = \frac{1}{\epsilon \alpha_j}.$$ (34)

From now on, one can get

$$\gamma_j = \frac{1}{\epsilon \alpha_j}.$$ (35)

The stability of the T-S fuzzy system (5) is achieved for any fault Lipschitz nonlinear function with Lipschitz constant less than or equal to an unknown maximized constant $\gamma_j, \forall j = 1, \ldots, q$. Maximization of $\gamma_j$ and minimization of $\zeta$ can be accomplished by simultaneous minimization of $\alpha_j, \epsilon$, and...
and ζ, ∀j = 1, ..., q. In this way, one can obtain a multiobjective optimization design.

As is clear from (34), one has

\[
J(\xi(t)) \leq \sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \left\{ \varepsilon(t) + \left( A_{ij}^T P_x + P_x A_{ij} + \frac{1}{\epsilon} P_x M_i M_i^T P_x \right) x(t) + \sum_{j=1}^{q} \alpha_j \right\} + \frac{1}{2} x(t)^T P_x x(t),
\]

where

\[
\Phi(t) = \begin{bmatrix} e(t) \\ \xi(x, t) \end{bmatrix},
\]

\[
\Delta = \sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \begin{bmatrix} \Xi_{ij} + C_i C_i^T P_x D_i \\ D_i^T P_x \end{bmatrix},
\]

\[
\Xi_{ij} = A_{ij}^T P_x + P_x A_{ij} + \frac{1}{\epsilon} P_x M_i M_i^T P_x + \sum_{j=1}^{q} \alpha_j^{-1}.
\]

One can conclude that if Δ < 0, it implies that J*(t) < 0.

According to the Schur complement, the previous inequality is satisfied if and only if we checked for the presence of this relation:

\[
\sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \Omega_{ij} < 0,
\]

where Ω_{ij} are the same as those in (23).

In this way, the state estimation error is asymptotically stable with the attenuation level ζ as follows:

\[
\|r(t)\|^2 \leq \varsigma \|\xi(x, t)\|^2.
\]

It is obvious that e(t) = x(t) − \hat{x}(t) → 0. Due to the fault, nonlinear function h_i(x, u, t) satisfies the Lipschitz condition; the T-S multiplicative fault estimation adaptive observer ((7), (8), and (9)) ensures that e_θ(t) → 0. From this, one can deduce that, according to (9), the estimation of multiplicative fault magnitude θ_i(t), for the uncertain nonlinear system (1) described by T-S fuzzy structure (5), can be achieved.

This completes the proof.

5.2. LMI Optimization-Based Closed-Loop Stability. Once the sliding mode is obtained, we consider to analyze the stability of the closed-loop T-S fuzzy system. Let the equivalent control u_{eq}(t), such that \hat{S}_e(t) is equal to zero, be

\[
u_{eq}(t) = \sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \left\{ -N_{ij} C_i [A_i x(t) + D_i \hat{x}(x, t)] \right\} + u_i(t).
\]

The dynamic of the closed-loop system with the equivalent control law (40) takes the form

\[
\dot{x}(t) = \sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \left\{ \Theta_i A_i - B_i K_j \right\} x(t) + \tilde{B}_i \phi(t),
\]

\[
y(t) = \sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \{ C_i x(t) \},
\]

where \[\tilde{B}_i = [B_i K_j M_i \Theta_i D_i], \Theta_i = I_n - B_i N_{ij} C_i, \text{ and } \phi(t) = \left[ e^T(t) e^T_j(x, u, t) \xi^T(x, t) \right]^T, \] where \[e_j(x, u, t) = f(x, u, t) - \hat{f}(x, u, t).\]

The objective now is to develop a sufficient condition to achieve the stability of the closed-loop T-S fuzzy system ((41) and (42)) on the sliding surface S despite the occurrence of multiplicative faults and the presence of uncertainties.

Theorem 2. The closed-loop T-S fuzzy system ((41) and (42)) is robustly stable with the H_{\infty} attenuation level \varsigma > 0, if there exist the matrices \[P_x = P_x^T > 0, Q_x, \text{ and } Y = Y^T, \] such that

\[
\min \left\{ \varsigma \right\}
\]

satisfying the following LMI constraints:

\[
\Delta_{seq}_{FTC} = \begin{bmatrix} \gamma_i, j & B_i Q_j & M_i & \Theta_i D_i & P_x C_i^T \\
(\ast) & -2Y + \varsigma I_n & 0 & 0 & 0 \\
(\ast) & (\ast) & -\varsigma I_q & 0 & 0 \\
(\ast) & (\ast) & (\ast) & -\varsigma I_l & 0 \\
(\ast) & (\ast) & (\ast) & (\ast) & -I_p \end{bmatrix} < 0,
\]

where \[Y_i, j = P_x A_i^T \Theta_i^T + \Theta_i A_i P_x - B_i Q_j - Q_j^T B_i^T, \ Y = \varsigma P_x, \text{ and } K_j = Q_j P_x^{-1}.\]

Proof. Consider the following Lyapunov function for the closed-loop system as

\[
V_x(t) = x^T(t) P_x x(t),
\]

where \[P_x \in R^{n \times n} \] is the symmetric positive definite matrix. The time derivative of \[V_x(t) \] is handled as

\[
\dot{V}_x(t) = \sum_{i=1}^{k} \mu_i(\hat{\xi}(t)) \left\{ \dot{x}^T(t) \left[ \left( \Theta_i A_i - B_i K_j \right) x(t) + \tilde{B}_i \phi(t) \right] \right\} + P_x \left( \Theta_i A_i - B_i K_j \right) x(t) + 2x^T(t) P_x \tilde{B}_i \phi(t).
\]

Complexity
To achieve the robustness with $H_\infty$ performance of the closed-loop T-S fuzzy system ((41) and (42)) to $\phi(t)$, the following inequality must then hold:

$$J_x(t) = \dot{V}_x(t) + y^T(t)y(t) - \varsigma_\iota \phi^T(t)\phi(t) < 0. \quad (47)$$

Insertion of (46) in (47) yields

$$J_x(t) = \sum_{i=1}^k \sum_{j=1}^k \mu_i \mu_j (\tilde{\zeta}(t)) \left\{ x^T(t) \left[ (\Theta_i A_i - B_i K_j) + P_x (\Theta_i A_i - B_i K_j) + C_i^T C_i \right] x(t) + 2x^T(t)P_x \bar{B}_{ij} \phi(t) 
- \varsigma_\iota \phi^T(t)\phi(t) \right\}. \quad (48)$$

Consequently (in the matrix form), it remains to prove that $J_x(t) < 0$, if

$$\begin{bmatrix} \psi_{i,j} & P_x B_{i,j} \\ B_{i,j}^T P_x & -\varsigma_\iota I \end{bmatrix} < 0, \quad (49)$$

where $\psi_{i,j} = (\Theta_i A_i - B_i K_j)^T P_x + P_x (\Theta_i A_i - B_i K_j) + C_i^T C_i$.

Using the Schur complement, the relation (49) can be reformulated as

$$\prod_{i,j} \left[ \begin{array}{cccc} \sum_{l} P_x B_{i,j} & P_x M_i & P_x \Theta_i D_i & C_i^T \\ \ast & -\varsigma_\iota I_n & 0 & 0 \\ \ast & \ast & -\varsigma_\iota I_q & 0 \\ \ast & \ast & \ast & -\varsigma_\iota I_l \end{array} \right] < 0, \quad (50)$$

where $\sum_{i,j} = \Theta_i A_i^T P_x + P_x \Theta_i A_i - K_j^T B_j^T P_x - P_x B_i K_j$.

Inequality (50) contains several nonlinear terms. One can design in the next step to formulate this as an LMI problem.

To effect the necessary change of variables, one will define the following matrix $X$ with the special diagonal structure as $X = \text{diag}\{P_x^{-1}, P_x^{-1}, I_q, I_l, I_p\}$. Then, $X \times I_{11} \times X^T < 0$ is true, and it is evident that

$$\prod_{i,j} \left[ \begin{array}{cccc} \sum_{l} P_x B_{i,j} & P_x M_i & P_x \Theta_i D_i & C_i^T \\ \ast & -\varsigma_\iota P_x & 0 & 0 \\ \ast & \ast & -\varsigma_\iota I_q & 0 \\ \ast & \ast & \ast & -\varsigma_\iota I_l \end{array} \right] < 0, \quad (51)$$

where $\sum_{i,j} = \Theta_i A_i^T P_x + P_x \Theta_i A_i - K_j^T B_j^T P_x - P_x B_i K_j$ and $Q_j = K_j P_j^{-1}$. According to Lemma 1, it is evident to check the presence of the following relation

$$P_x P_x < P_x P_x + I_n. \quad (52)$$

Obviously, (52) is true for $c_\iota > 0$ as

$$-\varsigma_\iota P_x < -2\varsigma_\iota P_x + \varsigma_\iota I_n. \quad (53)$$

After some manipulations, one can get

$$\sum_{i=1}^k \sum_{j=1}^k \mu_i \mu_j (\tilde{\zeta}(t)) \Delta_{\text{sep} \text{FTC}} < 0, \quad (54)$$

where $\Delta_{\text{sep} \text{FTC}}$ has the same structure with (44). Clearly, a stability proof of the closed-loop T-S fuzzy system ((41) and (42)) is required with respect to the $H_\infty$ performance level $\varsigma_\iota$. This completes the proof.

6. FE-Based Fault-Tolerant Control Design: An Integrated Approach

Several publications have appeared in recent years documenting FE-based FTC design with a single step in order to achieve an optimal robustness interaction between observer and controller models. Figure 2 illustrates the integrated FE-based FTC design for uncertain nonlinear systems subject to process fault and multiplicative actuator fault.

In this section, we explore the possibility of the integrated FE-based FTC design to compute, in a single step, adaptive observer gains $G_{ij}$ and controller gains $K_j$ in the sense that it ameliorates the robustness of the closed-loop nonlinear system despite the presence of multiplicative faults and uncertainties. Combining (10), (11), and (41) gives the following augmented closed-loop system, including fault estimation with fault compensation control, expressed as

$$\dot{x}(t) = \sum_{i=1}^k \sum_{j=1}^k \mu_i \mu_j (\tilde{\zeta}(t)) \left\{ (\Theta_i A_i - B_i K_j) x(t) + \bar{B}_{ij} \phi(t) \right\} \quad (55)$$

$$\dot{\hat{e}}(t) = \sum_{i=1}^k \mu_i (\tilde{\zeta}(t)) \left\{ [A_i - G_{ij} C_i] e(t) + \bar{D}_{ij} \phi(t) 
+ M_{ij} \sum_{j=1}^k \left[ \Theta_j (t) h_j(x, u, t) - \bar{D}_{ij} \phi(t) \right] \right\} \quad (56)$$

$$-\varsigma_\iota P_x < -2\varsigma_\iota P_x + \varsigma_\iota I_n. \quad (53)$$

$$\sum_{i=1}^k \sum_{j=1}^k \mu_i \mu_j (\tilde{\zeta}(t)) \Delta_{\text{sep} \text{FTC}} < 0, \quad (54)$$

where $\Delta_{\text{sep} \text{FTC}}$ has the same structure with (44). Clearly, a stability proof of the closed-loop T-S fuzzy system ((41) and (42)) is required with respect to the $H_\infty$ performance level $\varsigma_\iota$. This completes the proof.

6. FE-Based Fault-Tolerant Control Design: An Integrated Approach

Several publications have appeared in recent years documenting FE-based FTC design with a single step in order to achieve an optimal robustness interaction between observer and controller models. Figure 2 illustrates the integrated FE-based FTC design for uncertain nonlinear systems subject to process fault and multiplicative actuator fault.

In this section, we explore the possibility of the integrated FE-based FTC design to compute, in a single step, adaptive observer gains $G_{ij}$ and controller gains $K_j$ in the sense that it ameliorates the robustness of the closed-loop nonlinear system despite the presence of multiplicative faults and uncertainties. Combining (10), (11), and (41) gives the following augmented closed-loop system, including fault estimation with fault compensation control, expressed as

$$\dot{x}(t) = \sum_{i=1}^k \sum_{j=1}^k \mu_i \mu_j (\tilde{\zeta}(t)) \left\{ (\Theta_i A_i - B_i K_j) x(t) + \bar{B}_{ij} \phi(t) \right\} \quad (55)$$

$$\dot{\hat{e}}(t) = \sum_{i=1}^k \mu_i (\tilde{\zeta}(t)) \left\{ [A_i - G_{ij} C_i] e(t) + \bar{D}_{ij} \phi(t) 
+ M_{ij} \sum_{j=1}^k \left[ \Theta_j (t) h_j(x, u, t) - \bar{D}_{ij} \phi(t) \right] \right\} \quad (56)$$
\[ \dot{e}_g(t) = \sum_{i=1}^{k} \mu_i(\xi(t)) \{-\sigma_j h_j^T(x, u, t)\Gamma_j e_g(t)\}, \]
\[ y_L(t) = \sum_{i=1}^{k} \mu_i(\xi(t)) \{C_L x_L(t) + C_{e_2} e(t)\}, \]

where \( B_{ij} = [B_i K_j \quad M_i \quad \Theta_i D_i], \quad D_i = [0 \quad 0 \quad D_i], \quad \Theta_i = I_n - B_i N_{e_2} C_i, \) and \( \phi(t) - e(t)^T \gamma(x, u, t) \xi^T(x, t)^T \).

**Theorem 3.** Under the sliding mode input structure (14), the closed-loop T-S fuzzy system (55), (56), (57), and (58) is robustly stable with both maximized admissible Lipschitz constant \( \gamma_{e,c} > 0 \) and minimized gain \( \|H_{k_{+}}\|_{\infty} < \zeta_c \), if there exist constants, \( 0 \leq \lambda_c \leq 1, \quad \varepsilon_c > 0, \) and \( \alpha_{c,c} > 0, \) and matrices \( P_x = P_y^T > 0, \quad \bar{P}_x = \bar{P}_x^T > 0, \) \( W, P, Q, \) and \( Y = Y^T, \) such that the multiobjective LMI optimization problem admits a solution as

\[
\min \left[ \lambda_c \left( \varepsilon_c + \sum_{j=1}^{q} \alpha_{c,j} \right) + (1 - \lambda_c) \zeta_c \right],
\]

subject to \( \Xi_{ij} = \begin{bmatrix} \Xi_{11,ij} & \Xi_{12,ij} \\ \ast & \Xi_{22,ij} \end{bmatrix} < 0, \)

where
\[
\Xi_{11,ij} = \begin{bmatrix} \Xi_{11,ij} & 0 \\ \ast & \Xi_{22,ij} \end{bmatrix},
\]
\[
\Xi_{11,ij} = He(\Theta_i A_i \bar{P}_x) - He(B_i Q_j),
\]
\[
\Xi_{22,ij} = He(P_e A_i) - He(W_i C_i) + C_{e_1}^T C_{e_2} W_i = P_e G_{ij},
\]
\[
\Xi_{22,ij} = \begin{bmatrix} B_i K_j & M_i & \Theta_i D_i \\ P_e C_{e_1} & 0 & 0 \\ 0 & P_e D_i & I_n \end{bmatrix},
\]
\[
\Xi_{22,ij} = -\text{diag} \left[ 2Y - \zeta_c I_n, -\zeta_c I_q, \zeta_c I_n, I_p, \varepsilon_c I_q, \sum_{j=1}^{q} \alpha_{c,j} \right],
\]
\[
Y = \zeta_c P_x, \quad P_x = P_y^T, \quad Q_j = K_j B_i^{-1}.
\]

The gain matrices of the adaptive sliding mode controller \( K_j \) and observer \( G_{ij} \) are given by
\[
K_j = Q_i^T P_x^{-1},
\]
\[
G_{ij} = P_e^{-1} W_i.
\]

**Proof.** Stability analysis: In order to assure the stability of the augmented closed-loop system (55), (56), (57), and (58), one can start by investigating the following Lyapunov function as

\[
V(t) = V_c(t) + V_x(t),
\]

where \( V_c(t) = e^T(t) P_e e(t) + \sum_{j=1}^{q} \sigma_j e_{g_j}(t) e_{g_j}(t) > 0 \) and \( V_x(t) = x^T(t) P_x x(t) > 0, \) and \( P_e \in \mathbb{R}^{m \times m} \) is the symmetric positive definite matrix.

As first, one can proceed analogously to Theorem 1. Hence, the time derivative of \( V_c(t) \) is bounded as

\[
\dot{V}_c(t) \leq \sum_{i=1}^{k} \sum_{j=1}^{q} \mu_i(\xi(t)) \left\{ e^T(t) \left[ A_i^T P_x + P_e A_{ij} + \frac{1}{\epsilon_c} P_e M_i M_i^T P_e \right.ight.
\]
\[
+ \left. \sum_{j=1}^{q} \alpha_{c,j} \right] e(t) + 2e^T(t) P_x \Gamma_j e(t) \right\}.
\]

On the other hand, similar to Theorem 2 and by taking into account the closed-loop T-S fuzzy system (55), the time derivative of \( V_x(t) \) is expressed as

\[
\dot{V}_x(t) = \sum_{i=1}^{k} \sum_{j=1}^{q} \mu_i(\xi(t)) \left\{ x^T(t) \left[ (\Theta_i A_i - B_i K_j)^T P_x \right.ight.
\]
\[
+ P_x (\Theta_i A_i - B_i K_j) x(t) + 2e^T(t) P_x \bar{B}_{ij} \phi(t) \}.
\]

Robust performance index: Let

\[
J(t) = \dot{V}(t) + y^T(t) y_L(t) - \zeta_c \phi^T(t) \phi(t) < 0.
\]

The inequality (65), after substituting (63) and (64), becomes

\[
J(t) \leq \sum_{i=1}^{k} \sum_{j=1}^{q} \mu_i(\xi(t)) \left\{ x^T(t) \left[ (B_i^T)^T P_x \right.ight.
\]
\[
+ P_x B_i^T + C_{e_1}^T C_{e_2} x(t) + e^T(t) \left[ A_i^T P_e + P_x A_{ij} \right.ight.
\]
\[
+ \left. \frac{1}{\epsilon_c} P_e M_i M_i^T P_e + \sum_{j=1}^{q} \alpha_{c,j} \right] e(t) + 2e^T(t) P_x \bar{B}_{ij} \phi(t) + 2e^T(t) P_x \bar{B}_{ij} \phi(t) - \zeta_c \phi^T(t) \phi(t) \right\}.
\]

where \( B_i^T = \Theta_i A_i - B_i K_j \). Equivalently, in the matrix form, one can obtain the following expression as

\[
J(t) \leq \sum_{i=1}^{k} \sum_{j=1}^{q} \mu_i(\xi(t)) \left\{ x^T(t) \Gamma_{ij} x(t) \right\},
\]

where \( \chi(t) = [x^T(t) \quad e^T(t) \quad \phi^T(t)]^T \). The variable \( \Gamma_{ij} \) is defined as

\[
\Gamma_{ij} = \begin{bmatrix} \Gamma_{11,ij} & 0 & P_x B_i K_j & P_e M_i & P_x \Theta_i D_i \\ \ast & \ast & \ast & \ast & \ast \end{bmatrix},
\]

\[
(\ast) = \begin{bmatrix} \ast & \ast & \ast & \ast & \ast \end{bmatrix}.
\]

\[
(\ast) = \begin{bmatrix} \ast & \ast & \ast & \ast & \ast \end{bmatrix}.
\]

\[
(\ast) = \begin{bmatrix} \ast & \ast & \ast & \ast & \ast \end{bmatrix}.
\]

\[
(\ast) = \begin{bmatrix} \ast & \ast & \ast & \ast & \ast \end{bmatrix}.
\]

\[
(\ast) = \begin{bmatrix} \ast & \ast & \ast & \ast & \ast \end{bmatrix}.
\]

\[
(\ast) = \begin{bmatrix} \ast & \ast & \ast & \ast & \ast \end{bmatrix}.
\]
such that

\[
\Gamma_{11,i} = H^e \left( [\Theta_i A_i - B_i K_i]^{T} P_x \right) + C_{Li}^{T} C_{Li},
\]

\[
\Gamma_{22,i} = H^e (A_i^{T} P_x) + \frac{1}{\xi_e} P_x M_i M_i^{T} P_x + \sum_{j=1}^{q} a^{-1}_{ij} C_{Cj}^{T} C_{Cj}.
\]

(69)

To effect the necessary change of variables, one will make the following matrix \(X\) with the special diagonal structure as \(X = \text{diag}(P_x^{1}, I_m, P_x^{-1}, I_q, I_j)\). After pre- and postmultiplying by \(X\) and its transpose in \(\Gamma_{ij}\), then it is obvious that

\[
\Gamma_{ij} = \begin{bmatrix}
\Gamma_{11,ij} & 0 & B_i Q_j & M_i & \Theta_i D_i \\
(* & \Gamma_{22,ij} & 0 & 0 & P_i D_i) \\
(* & * & -c_i P_i \times P_x & 0 & 0) \\
(* & * & * & -c_i I_q & 0) \\
(* & * & * & * & -c_i I_{j_1})
\end{bmatrix},
\]

(70)

where

\[
\Gamma_{11,ij} = H^e (\Theta_i A_i P_x) - H^e (B_i Q_j) + P_x C_{Li}^{T} C_{Li} P_x,
\]

\[
\Gamma_{22,ij} = H^e (P_i A_i) + H^e (W_i C_i) + \frac{1}{\xi_e} P_x M_i M_i^{T} P_x + \sum_{j=1}^{q} a^{-1}_{ij} C_{Cj}^{T} C_{Cj},
\]

\[
P_x = P_x^{-1}, Q_j = K_j P_x^{-1}, W_i = P_x G_{ij}.
\]

(71)

After simple manipulation by using Lemma 1, it is evident to obtain the relation (59). From this, one can conclude that the augmented closed-loop T-S fuzzy system (\((55), (56), (57),\) and \((58)\)) is robustly stable against \(e(t)\), \(\xi(x, u, t)\), and \(\xi(x, t)\) with respect to the \(H_{\infty}\) performance level \(\varsigma\). This completes the proof.

7. Illustrative Example

In the present section, the design of the separated and integrated sliding mode fault-tolerant control based on adaptive observer information requirement is performed by considering the nonlinear model of a single-link flexible-joint robot arm taken from [13]. Firstly, let us consider the nonlinear model without faults defined by

\[
\dot{\theta}_m = \omega_m,
\]

\[
\dot{\omega}_m = \frac{k}{J_m} (\omega_1 - \omega_m) - \frac{B_v}{J_m} \omega_m + \frac{K_v}{J_m} u(t),
\]

\[
\dot{\theta}_1 = \omega_1,
\]

\[
\dot{\omega}_1 = \frac{k}{I_1} (\omega_1 - \omega_m) - \frac{mgh}{I_1} \sin(\theta_1),
\]

(72)

where \(\theta_m\) and \(\omega_m\) are the position and angular velocity of the DC motor, respectively, and \(\theta_1\) and \(\omega_1\) represent the position and angular velocity of the link. The values of the parameters are given in Table 1.

We choose that \(x_1 = \theta_m\), \(x_2 = \omega_m\), \(x_3 = \theta_1\), and \(x_4 = \omega_1\).

The flexible-joint robot arm system is described in the nonlinear form as follows:

\[
\dot{x}(t) = Ax(t) + Bu(t) + \Gamma(x, u) + Mf(x, u, t) + D\xi(x, t),
\]

\[
y(t) = Cx(t),
\]

(73)

with

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-48.6 & -1.25 & 48.6 & 0 \\
0 & 0 & 0 & 1 \\
19.5 & 0 & -19.5 & 0
\end{bmatrix},
\]

\[
B = M = \begin{bmatrix}
21.62 \\
0 \\
0
\end{bmatrix},
\]

\[
D = 0.25,
\]

\[
C = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix},
\]

\[
\Gamma(x, u) = \begin{bmatrix}
0 \\
21.62u(t) \\
3.33\sin(x_5(t))
\end{bmatrix},
\]

(74)

Table 1: Nonlinear system parameters.

<table>
<thead>
<tr>
<th>System parameters</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor inertia (I_m)</td>
<td>(3.7 \times 10^{-3})</td>
<td>kg m²</td>
</tr>
<tr>
<td>Link inertia (J_l)</td>
<td>(9.3 \times 10^{-3})</td>
<td>kg m²</td>
</tr>
<tr>
<td>Pointer mass (m)</td>
<td>(0.21)</td>
<td>kg</td>
</tr>
<tr>
<td>Link length (h)</td>
<td>(0.15)</td>
<td>m</td>
</tr>
<tr>
<td>Torsional spring (k)</td>
<td>(0.18)</td>
<td>Nm/rad</td>
</tr>
<tr>
<td>Viscous friction (B_v)</td>
<td>(4.6 \times 10^{-3})</td>
<td>M</td>
</tr>
<tr>
<td>Amplifier gain (K_v)</td>
<td>(8 \times 10^{-2})</td>
<td>Nm/V</td>
</tr>
</tbody>
</table>
where $\Gamma(x, u, t)$ encapsulates the nonlinearities present in the DC motor. The schematic diagram of a single-link flexible-joint robot arm is shown in Figure 3.

To evaluate the performances of the proposed FE-based adaptive sliding mode fault-tolerant control, we consider the presence of two types of multiplicative faults affecting the considered nonlinear system, which are described in the following.

(1) Actuator gain fault (loss of effectiveness): multiplicative fault occurs in the actuator which is defined as a partial loss of effectiveness. We suppose that fault magnitude $\theta_1(t)$ has the following structure:

$$
\theta_1(t) = \begin{cases} 
0, & t < 5 \text{ sec}, \\
0.8, & 5 \text{ sec} \leq t < 20 \text{ sec}, \\
0, & t > 15 \text{ sec}.
\end{cases}
$$

The fault function $h_1(x, u, t)$ is expressed as

$$
h_1(x, u, t) = \begin{bmatrix} 0 & u(t) & 0 & 0 \end{bmatrix}^T.
$$

In this case, the first multiplicative fault is modeled as

$$
f_1(x, u, t) = \begin{bmatrix} 0 & 3\theta_1(t)u(t) & 0 & 0 \end{bmatrix}^T.
$$

(2) Abnormal friction subject to process fault: an abnormal friction appears in the DC motor where it leads to parameter changes in the nonlinear system state matrix. This multiplicative process fault has the following special structure:

$$
f_2(x, u, t) = \begin{bmatrix} 0 & -5\theta_2(t)\omega_m(t) & 0 & 0 \end{bmatrix}^T,
$$

which corresponds to the structure function handled as

$$
h_2(x, u, t) = \begin{bmatrix} 0 & -5\omega_m(t) & 0 & 0 \end{bmatrix}^T.
$$

We suppose that the viscous friction constant $B_v$ increases by 80% at $t = 2.5$ sec, that is, $\theta_2(t) = 0$ at $t < 2.5$ sec and $\theta_2(t) = 0.8$ at $t \geq 2.5$ sec.

The flexible-joint robot arm system can be formulated in the T-S representation (5), where $k = 2$, with the system matrices:

$$
A_1 = \begin{bmatrix} 0 & 1 & 0 & 0 \\
-48.6 & -1.25 & 48.6 & 0 \\
0 & 0 & 0 & 1 \\
19.5 & 0 & -22.83 & 0 \end{bmatrix},
$$

$$
B_1 = \begin{bmatrix} 21.62 \\
0 \\
0 \\
0 \end{bmatrix},
$$

$$
A_2 = \begin{bmatrix} 0 & 1 & 0 & 0 \\
-48.6 & -1.24 & 48.6 & 0 \\
0 & 0 & 0 & 1 \\
19.5 & 0 & -18.77 & 0 \end{bmatrix},
$$

$$
B_2 = \begin{bmatrix} 21.62 \\
0 \\
0 \\
0 \end{bmatrix},
$$

$$
D_1 = \begin{bmatrix} 0.25 \\
0 \\
0 \\
0 \end{bmatrix},
$$

$$
D_2 = \begin{bmatrix} 0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \end{bmatrix}.
$$

The parameters $\mu_i(x(t))$ are given by

$$
\mu_1(x(t)) = \frac{\theta(t) + 0.21}{1.21},
$$

$$
\mu_2(x(t)) = \frac{1 - \theta(t)}{1.21},
$$

where $\theta(t) = \sin(x_3(t))/x_3(t)$.

Comparative simulations are given using the separated and integrated multiplicative FE-based FTC design with the same system parameters and initial conditions.

### 7.1. Separated Multiplicative FE-Based FTC Design

#### 7.1.1. First Step: Adaptive Observer Design

The design parameters were chosen as $\lambda = 0.9$ and $H = I_{4 \times 4}$. By solving Theorem 1 with the MATLAB LMI Toolbox, the adaptive observer ((7), (8), and (9)) design is achieved as
7.1. Second Step: Sliding Mode Controller Design. From Theorem 2, the sliding mode controller gains (14) are described as

\[ K_1 = K_2 = \begin{bmatrix} 101.5736 & 11.6305 & -34.4968 & 11.4298 \end{bmatrix}, \]

such that

\[ P_x = \begin{bmatrix} 0.2650 & -0.9467 & 0.2119 & -0.8697 \\ -0.9467 & 12.3589 & 0.0313 & 0.0634 \\ 0.2119 & 0.0313 & 0.4505 & -0.5907 \\ -0.8697 & 0.0634 & -0.5907 & 6.2204 \end{bmatrix}. \]

7.2. Integrated Multiplicative FE-Based FTC Design. By solving the LMI conditions given in Theorem 3, using the “mincx” function of the MATLAB LMI toolbox, the matrix gains of the adaptive observer ((7), (8), and (9)) and the sliding mode controller (14) are computed in a single step as

\[ G_{t_1} = 10^4 \times \begin{bmatrix} 0.0001 & -0.0021 & -0.0088 \\ 4.0422 & 0.1157 & 3.8222 \\ 0.0117 & -0.0027 & 0.0001 \\ 0.0077 & -0.0013 & -0.0021 \\ 0.0006 & 0.0023 & -0.0050 \\ -2.5615 & 1.1566 & -0.6657 \\ 0.0066 & 0.0005 & 0.0115 \\ 0.0228 & 0.0003 & -0.0170 \end{bmatrix}, \]

\[ G_{t_2} = 10^4 \times \begin{bmatrix} 0.0001 & -0.0021 & -0.0088 \\ 4.0422 & 0.1157 & 3.8222 \\ 0.0117 & -0.0027 & 0.0001 \\ 0.0077 & -0.0013 & -0.0021 \\ 0.0006 & 0.0023 & -0.0050 \\ -2.5615 & 1.1566 & -0.6657 \\ 0.0066 & 0.0005 & 0.0115 \\ 0.0228 & 0.0003 & -0.0170 \end{bmatrix}, \]

where we find that

\[ P_e = \begin{bmatrix} 4.1673 & 0 & 0 & 0 \\ 0 & 0.0022 & 0 & 0 \\ 0 & 0 & 3.7920 & -2.0669 \\ 0 & 0 & 2.0669 & 4.1673 \end{bmatrix}. \]

Additionally, the LMI optimization gains of the integrated and separated FE-based FTC designs are listed in Table 2. As can be seen, the uncertainty attenuation level, which refers to the integrated approach, is much less than that of the separated approach. This latter loses a certain robustness degree against uncertainties illustrating the better multiplicative fault estimation and compensation using the integrated FE-based FTC approach.

We learned that the fault nonlinear function satisfies the Lipschitz condition. In this way, the admissible Lipschitz constant, which refers to the integrated approach, is greater than the one given by the separated approach, thus illustrating the superiority of the integrated FE-based FTC approach to treat a large range of fault nonlinear function.

It is worth pointing that simulation results are given with online multiplicative fault estimation and compensation for the closed-loop nonlinear system in the presence of uncertainties as \( \xi(x, t) = 0.1 \times 3 \sin(0.3t) \) such that

(i) the sliding mode controller (14) is considered where \( F_{a1} = F_{a2} = 1, \quad N_1 = N_2 = [-0.7500, 0.0463, -0.7500] \), and \( \eta_{sc}(t) = \overline{\rho}_{sc} + 0.1 \) such that the adaptive term is given by \( \hat{q}_{sc} = 2 \times \| \Sigma(t) \| \),

(ii) the initial conditions are \( x_{10} = \Pi/15, \quad x_{20} = 0.2, \quad x_{30} = \Pi/12, \quad x_{40} = 0, \quad \hat{\theta}_1(t = 0) = \hat{\theta}_2(t = 0) = 0, \quad \text{and} \quad \overline{\rho}_{sc}(t = 0) = 0, \)

(iii) \( \sigma_1 = \sigma_2 = 10 \) and \( \Gamma_1 = \Gamma_2 = 0.75 \times \left[ \begin{array}{ccc} 1 & 1 & 1 \end{array} \right] . \)

From Figure 4, it is quite clear to see that the state estimation errors remain zero in finite time; that is, the T-S adaptive observer proposed in this paper can robustly estimate nonlinear system states with acceptable performances. Figure 5 illustrates the first multiplicative fault estimation error (partial loss of actuator effectiveness).

The results display that the proposed adaptive observer ((7), (8), and (9)), using the integrated FE-based FTC design, is capable of estimating multiplicative actuator fault with better performances compared to the separated FE-based FTC design. Note that abrupt changes of fault can generate small peak in Figure 5 at time 5 sec. Meanwhile, an abnormal
friction in the DC motor has been introduced, at \( t = 2.5 \text{ sec} \), to show the capability of the proposed FE strategy to handle process faults.

Consider Figure 6, which plots process fault estimation error generated using the separated FE-based FTC scheme against this variable using the integrated FE-based FTC scheme. It should be highlighted that the proposed adaptive observer design, using a single-step LMI formulation, can still track the considered process fault with better performances compared to the separated FE-based FTC design in terms of precision and robustness against the uncertainties.

Figures 7–9 outline a comparison between the nonlinear single-link flexible-joint robot output responses referring to two different cases: output responses with the separated FE-based FTC and output responses with the integrated FE-based FTC.

Based on the figures shown above, the conceived adaptive sliding mode controller (14) can stabilize with satisfactory performances the closed-loop nonlinear single-link flexible-joint robot based on the integrated and separated FE-based sliding mode FTC. More precisely, as can be seen in zoomed versions from Figures 7–9, the proposed integrated FE-based FTC is capable of compensating real multiplicative faults with better performances compared to the separated FE-based FTC in terms of precision and robustness against uncertainties.

8. Conclusion

This paper has proposed two adaptive sliding mode FTC schemes for an uncertain nonlinear system subject to multiplicative and process faults. In the first scheme, the separated FE-based FTC is constructed to compensate real fault effects based on output feedback information and to ensure robust stability of the closed-loop system. In the second scheme, the integrated FE-based sliding mode FTC is conceived in
Process fault estimation error

Figure 6: Process fault estimation error.

DC motor position velocity

Figure 7: First closed-loop system output response: output response with the separated FE-based FTC (red line) and output response with the integrated FE-based FTC (blue line).

DC motor angular velocity

Figure 8: Second closed-loop system output response: output response with the separated FE-based FTC (red line) and output response with the integrated FE-based FTC (blue line).
order to achieve an optimal robustness interaction between observer and controller models. The novelty of the proposed approach is that the observer and controller gains are obtained by solving a single-step multiobjective LMI optimization problem in order to offer a solution to stabilize the closed-loop nonlinear system despite the occurrence of real fault effects. As shown in the comparative simulations of the flexible-joint robot arm system described by the T-S fuzzy model, the proposed integrated FE-based FTC improves the best robustness interactions between multiplicative fault estimation and sliding mode control. Summing up the results, we can conclude that the research into the integrated FE-based sliding mode FTC for an uncertain nonlinear system has been very successful.
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