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Epidemic dynamics in complex networks have been extensively studied. Due to the similarity between information and disease spreading, most studies on information dynamics use epidemic models and merely consider the characteristics of online social networks and individual's cognitive. In this paper, we propose an online social networks information spreading (OSIS) model combining epidemic models and individual's cognitive psychology. Then we design a cellular automata (CA) method to provide a computational method for OSIS. Finally, we use OSIS and CA to simulate the spreading and evolution of information in online social networks. The experimental results indicate that OSIS is effective. Firstly, individual's cognition affects online information spreading. When infection rate is low, it prevents the spreading, whereas when infection rate is sufficiently high, it promotes transmission. Secondly, the explosion of online social network scale and the convenience of we-media greatly increase the ability of information dissemination. Lastly, the demise of information is affected by both time and heat decay rather than probability. We believe that these findings are in the right direction for perceiving information spreading in online social networks and useful for public management policymakers seeking to design efficient programs.

**1. Introduction**

Networks such as Internet, communication networks, and social networks can be used to describe the interconnections among individuals. Since most of these networks have non-trivial structural properties, they are called complex networks [1–4]. According to the degree of each network node, complex networks are divided into regular networks, Erdos-Renyi (ER) networks [5], small-world networks [6], and scale-free (SF) networks [7]. Among those networks, the small-world model proposed by Watts and Strogatz describes the features of high clustering and small average path length, which is most suitable for real social networks. These small-world features [8] have been found to have a significant impact on the dynamics in networks [9].

Spreading [10] is one of the dynamical processes on complex networks, especially the spreading of epidemic, which has been investigated for decades and achieves a lot of theories. Most of these studies investigate susceptible-infected-susceptible (SIS), susceptible-infected-recovered (SIR), or susceptible-exposed-infected-removed (SEIR) model [11–15]. With the growth of the Internet scale and the convenience of we-media, information such as rumors’ spreading and evolution in online social networks has received special attention [16, 17]. Due to the similarity between information and disease, the models mentioned above are widely considered. Qian [18] investigated the spreading and evolution of public opinion on Weibo [19] with SIR model. Xiong et al. [20] proposed a new model called SCIR to describe the spreading of information. Centola et al. [21] have illustrated the effects of network structure on diffusion experimentally by studying the spread of health behavior through artificially structured online communities. However, all these studies are based on a probabilistic approach, regardless of individual’s cognitive psychology and the characteristics of online social networks. Recently, researchers start to seriously take into consideration the specific features of online social networks information spreading, such as individual’s characteristics and the impact of friends around [22–31]. Nevertheless, there are more factors affecting online information spreading.
Furthermore, most previous studies of dynamical processes on complex networks are based on mean field method [32] or analytical equation [33]. However, these approaches have some serious drawbacks. The method based on mean field can only reflect an approximate trend from macroscopic view, which cannot accurately describe the spreading state of each individual. Meanwhile, analytical equation neglects variable susceptibility of individuals and cannot handle the different boundary and initial condition; in addition, it will be very complicated for large-scale online social networks. Cellular automata (CA) [34, 35] proposed by Von Neumann can overcome the above drawbacks and have been used by several researchers as an alternative method of modeling epidemics. In this model every cell of the grid represents an individual, updating state of each cell by state transition criterion [36, 37].

In summary, complex networks provide theoretical basis for social network topology, and the extensive investigation of epidemic models promotes the quantitative study of information spreading. By referring to complex network dynamics, as well as combining the features of public opinion, a breakthrough has been made in the research on information transmission in social networks. With the rapid development of mobile Internet and Internet of things, the online social network is fundamentally different from the traditional social network. The spreading and control of information, especially public opinion, has become a difficulty and key point concerned by public management policymakers. Meanwhile, due to the complexity of network topology and the explosion of network access nodes, traditional analytical methods have been unable to accurately calculate the results. By introducing the cellular automata theory, the bottleneck can be solved through the iterative calculation.

In this paper, we propose an online social networks information spreading (OSIS) model combining individual’s cognitive psychology with traditional SEIR model. Moreover, we provide a computational method to prove the accuracy and authenticity of OSIS by cellular automata. We obtained experimental results with the help of computer graph theory. The results reveal that individual’s cognition affects online information spreading. When infection rate is low, cognitive psychology prevents the spreading. By contrast, when infection rate is sufficiently high, it promotes transmission. We also demonstrate that the explosion of online social network scale and the convenience of we-media can greatly increase the ability of information dissemination, especially rumors. Finally, we show that the demise of information is affected by the dual effects of the decay of time and heat. In particular, the major contributions of our work can be summarized as follows:

(i) a new information spreading model that takes into account individual’s cognitive psychology and the characteristics of online social networks: herd mentality factor, memory superposition factor, and attention attenuation factor;

(ii) a two-dimensional CA method that can accurately analyze the process of online information spreading;

(iii) revealing the characteristic of online social networks information dissemination.

The sections in this paper are structured as follows: Section 1 presents the background while Section 2 describes the model; Section 3 shows the design of cellular automata followed by the experimental results in Section 4; finally, we conclude our paper in Section 5 with the future work discussed.

2. Online Social Network Information Spreading Model

2.1. Analysis of Information in Online Social Network. Compared with traditional social networks, online social networks use Internet as the medium of communication rather than face-to-face, which makes information transmission more easy to forward. Meanwhile, in social networks such as Twitter, information is transmitted asynchronously to all friends, which is different from the peer-to-peer communication of offline networks. The communication of information is more highly timely. Meanwhile, because of the intelligence of terminals, the carrier of online information varies from text to sound, picture, video, etc. The content becomes interesting and easy to understand. Based on the features described above, we consider the information spreading model from three aspects.

(i) **Propagation factor**: Due to the characteristics of online social networks and individual’s fast-food reading habits, the cognition of information depends not only on the content itself, but also on the heat. The more the friends who are concerned around a topic, the higher the probability that an individual will spread it.

(ii) **Memory superposition factor**: Online social networks shorten the distance among people, which makes people access the same information over a continuous period of time; we call this phenomenon memory superposition. The memory superposition enhances people’s curiosity, thus prompting the spreading.

(iii) **Information attenuation factor**: In traditional epidemic models, a disease is cured via a certain probability, whereas the demise of information is affected by both time and heat decay.

2.2. Description of OSIS Model. Since information spreading is similar to epidemic, we propose our online social network information spreading (OSIS) model by combining the characteristics of online social networks mentioned above with epidemic SEIR model. In OSIS, each individual adopts one of four states: unaware, concerned, interested, and abandoned. Unaware represents the individual who has not heard the information and has the potential to accept it. Concerned stands for the person who is aware of the news but not willing to transmit it currently. Interested means the one believes in the news and has the ability to spread it. And abandoned denotes the individual who loses interests and never transmits the information again. We use complex
networks as the model of real social networks, in which each node and edge present individual and online social relationship.

As shown in Figure 1, the state of each node can be transformed over time. Initially, we randomly pick up one node as an interested node and the rest are in unaware state. At each time step, an unaware state individual receives a topic from her neighbor and turns to interested or concerned state according to the propagation factor. Furthermore, whether or not a concerned state node turns to interested state is based on memory superposition factor. Additionally, information attenuation factor determines interested to abandoned state.

2.3. The Algorithm. Based on OSIS model described above, an algorithm for simulation of information spreading on complex networks has been developed. The core idea in Algorithm 1 is presented with pseudocode.

(a) If a node is in unaware state and there are interested state nodes around, propagation factor determines state transition. In our model, the dissemination of information is due to not only the information itself, but also to herd mentality. For that reason, the propagation factor consists of two parts. One part is due to the information itself, here we adopt the algorithm in traditional SIR model. The infection rate is \( \alpha \) and the number of interested neighbors is \( m(t) \) at the \( t \)th time. The node will have a probability of \( 1-(1-\alpha)^{m(t)} \) being infected. The other part is caused by herd mentality, which includes both positive and negative effect. We assume that for a given individual at the \( t \)th time, she has \( k \) adjacent, \( m(t) \) interested, and \( n(t) \) abandoned neighbors. The proportion of interested individuals in the neighbors determines the positive influence of the herd effect. When no one around propagates the information (\( i.e., m(t)/k = 0 \)), the influence probability of herd effect is 0. While all friends are in interested state (\( i.e., m(t)/k = 0 \)), the influence of herd effect is the greatest, the probability of which is 1. Our observations show that the effect of this ratio is a positively exponential effect rather than a linear effect; we define the effect as \( (1-e^{-m(t)/k})(1-1/e) \). By contrast, if most friends are in abandoned state, this may reduce the transmissibility. The more the neighbors in abandoned state, the lower the probability that the truth of the information is believed, which reduces the probability of spreading. Similarly, we use the proportion of abandoned individuals in the neighbors to calculate the impact of herd effect, and the expression is \((1-e^{-m(t)/k})/(1-1/e)\). Above all, the herd mentality effect can be described as \((1-e^{-m(t)/k}) - (1-e^{-n(t)/k})/(1-1/e)\).

In this paper the propagation factor is composed of these two parts by the assigned \( 1/2 \) weight for the expressiveness of the model and the computability of simulations, which can be expressed in (1). The greater \( p(t) \), the more possibility of transferring state from unaware to interested.

\[
p(t) = \frac{1}{2} * \left( 1 - (1-\alpha)^{m(t)} \right) + \frac{1}{2} * \frac{\left(1 - e^{-m(t)/k}\right) + e^{-n(t)/k} - 1}{1 - 1/e}
\]

(b) If a node is in concerned state, memory superposition factor determines state transition. In our designed model, we believe that human memory has an impact on the spread of information. It is easy for an individual in concerned state to change their state by constantly having neighbors to spread or reject the message within a short period of time. When
different friends forward the same topic multiple times, it will promote the concerned state to become the interested state. By contrast, if not heard for a long time, the topic will be abandoned. We define the one who receives the information over the time as \( s(t) \), which quantitatively describes the cumulative effect of the memory. Initially set \( s(t) = 0 \); i.e., the variable is 0 when a node changes from an unaware state to a concerned state for the first time at \( t \)th time step. If there are new turned interested nodes around the next time step, then \( s(t+1) = s(t) + 1 \). Otherwise, \( s(t+1) = s(t) - 1 \). We set threshold \( \varepsilon \). When memory superposition factor accumulates above \( \varepsilon \), the state turns to interested. Contrarily if \( s(t) < -\varepsilon \), it becomes abandoned state.

(c) If the node is in interested state, information attenuation determines state transition. Attenuation is a compound process; here we consider both the interest decay and time decay. We use exponential function to represent time decay and the proportion of interested individuals in the neighbors to represent interest decay. Thus information attenuation factor can be expressed as (2). We set threshold \( \delta \); when \( a(t) \) decays below the threshold, the interested state node will turn to abandoned state.

\[
a(t) = e^{-t} \cdot \frac{m(t)}{k}
\]

(2)

3. Design of Cellular Automata

Cellular automata (CA) constitute the model of physical systems, where space and time are discrete and interactions are local. It is an effective theoretical tool for studying complex systems and, at the same time, can be simulated exactly by computer program because of their intrinsic discreteness. For those reasons, we adopt CA to realize OSIS model. In CA the value of each cell presents the local state, which can only interact with its neighbors and is incapable of global communication. The state is updated simultaneously at discrete time steps according to the states of their neighbors at the preceding time step. Here are the elements of our proposed cellular automata.

(a) **Cellular space:** Our model is set up in complex network; each node in the network consists of the cellular space.

(b) **Cellular neighborhood:** For the reason that our cellular space is not the regular two-dimensional network, we cannot adopt traditional Von Neumann or Moore structure. The neighborhood in Figure 2 illustrates that the nodes associated with edges can be regarded as adjacent relationship, which we call neighbors.

(c) **Cellular state:** According to OSIS model, the state of each cell is unaware, concerned, interested, or abandoned.

(d) **State transfer rule:** As the methodology described above, unaware state turns to whether interested or concerned state is decided by propagation factor.

4. Experiments and Evaluation

4.1. Implementation of Online Social Network.

We use small-world network to simulate online social network in our experiments. On the one hand, small-world theory is also called six degrees of separation, which means the distance between two strangers is at most six people. This feature is the closest to the online social network. On the other hand, on the basis of sampling and analysis on millions of level data excavated from the social groups in [38], online social network has small-world effect.

The implementation of a small-world network comes from a regular lattice with a linear size \( L \) and with \( N = L \times L \) nodes. The initial node degree is \( k \), which means each node is connected to its \( k/2 \) nearest neighbors clockwise and counterclockwise, deleting one link randomly, adding a link between two randomly chosen nodes with probability \( p \), and avoiding duplicate links and self-loops. The link probability \( p \) turns the nature of the network between that of a regular network \( (p = 0) \) and that of a random network \( (p = 1) \).

4.2. Experimental Results.

In our experiments, we use C++ programming language to build the small-world networks with 2500 nodes and an average degree of 6. The shortest distance between two nodes is calculated by Dijkstra's algorithm in computer graph theory. The results are averaged over 100 realizations.

4.2.1. The Comparison with Traditional SEIR Model.

To demonstrate the effectiveness of OSIS, we compare our model with traditional epidemics SEIR model. We firstly observe the information spreading over time and space, considering various infection rates. Afterwards, we illustrate the evolution. Particularly, unaware, concerned, interested, and abandoned state correspond to susceptible, exposed, infected, and recovered, respectively, in SEIR.
Firstly, we set up three sets of contrastive experiments. Without generality, we set the rewiring probability of the small-world networks 1, i.e., a “complete” small-world network. And the threshold of the memory superposition factor is 1 and the threshold of information attenuation is 0.5. The infection rate is 0.35 in (a) and (d), 0.55 in (b) and (f), 0.75 in (c) and (e).

Initially, one node in the centre is infected. After 30 time periods, the percentage of each state is recorded and the result is shown in Figure 3.

**Figure 3:** The percentage of each state in a continuous period of time. The spreading model is OSIS ((a), (b), (c)) and SEIR ((d), (e), (f)) separately. The infection rate is 0.35 in (a) and (d), 0.55 in (b) and (f), 0.75 in (c) and (e).
It can be seen from Figures 3(a) and 3(d) that when infection rate is low, the percentage of nodes in final abandoned state is 94% in SEIR, which decreases as much as 38% to 58% in OSIS. This is because when the number of initial infected nodes as well as information spreading capacity is low, herd mentality inhibits the transmission of information. The phenomenon explains herd mentality effect on online social networks from the reverse. Figures 3(b) and 3(e) illustrate the peak of interested nodes is significantly delayed, which is from the 7th time step in SEIR to the 13th time step in OSIS. The result reveals that both propagation and disappearance of a topic is gradual over time or with the attention of people around, which is different from epidemic. Figures 3(c) and 3(f) demonstrate that when the infection rate is high, the number of infected nodes is increased by 72% to 0.57 from 0.33. This is due to the fact that herd mentality and memory superposition effect promote the spreading of information.

Furthermore, to discover the evolution of OSIS, we investigate the information spreading over space. In this experiment, rewiring probability of the small-world network is that 0.1 and 1 nodes in the centre of the network are infected initially. It can be seen from Figure 4 that the evolution of online social network information is a gradual process, while the disease transmission has the characteristics of sudden outbreak and the one exposed to the disease eventually develops antibodies. Further comparing Figures 4(a) and 4(c), it is evident that the disease with SEIR model spreads very fast and suddenly dies out. By contrast, the information spreads throughout the network smoothly. Meanwhile, the
contrast between Figures 4(b) and 4(d) shows that the abandoned nodes in SEIR are in the large area, while the number of immunized nodes in OSIS is flat. The results are consistent with the above conclusions.

4.2.2. The Influence of Different Initial Infection Ratio. In order to prove the influence of initial infection ratio on information spreading, we randomly select 1, 10, and 100 initial interested nodes. The rewiring probability in each set of experiments is 0, 0.1, and 1, respectively, and the infection rate is 0.35. The threshold of the memory superposition factor is 1 and the threshold of information attenuation is 0.5. The abandoned state nodes are recorded.

It is observable from Figure 5(a) that the number of initial infected nodes plays a decisive role in spreading when small-world effect is not obvious (i.e., rewiring probability is 0). When the number of initial interested nodes is 10, the number of the eventually abandoned nodes is 8 times more than that of 1 initial interested node, while the multiple is 60 times when the number of initial interested nodes is 100 and 1. As shown in Figures 5(b) and 5(c), a higher rewiring probability leads to a faster spreading and a higher steady-state infection density. When the rewiring probability is 0.1, the peak is reached at the 15th time period, while it reduces to 10th time period when the rewiring probability is 1. All the results above reveal that the more initial infected nodes, the easier it is to spread information. However, this effect tends to converge as the rewiring probability increases. Additionally, with the strengthening of the small-world features (i.e., the average number of friends per person in social networks is greater), the information can spread farther and inhibited harder.

4.2.3. The Effect of Memory Superposition. To explore the memory superposition effect on information spreading. We perform simulations to obtain the infection density in the steady state as a function of the effective infection rate $\alpha$ for various superposition thresholds. In this experiment, the rewiring probability of the network is 0.1 and the threshold of information attenuation is 0.5.

We set up three sets of experiments. The infection rate in each set is 0.1, 0.5, and 0.7; meanwhile, the superposition threshold is 1, 3, and 5. Initially, one node in network is
randomly chosen to be infected. After 100 time periods, the number of nodes in abandoned state is recorded.

As shown in Figure 6, the results of the experiments all indicate that the effect of superposition is obvious, and the higher the threshold, the fewer the nodes affected. For example, when the infection rate is 0.5, the number of abandoned nodes with the threshold 1 is almost 4 times more than that with threshold 3, which even goes to 19 times when compared with the result of the threshold 5. The results accurately explain why information spreads widely in online social networks. With the explosion of Internet and we-media, the spreading of information costs little investigation and individuals spread information with less filters. Such less frequent contact to information leads to the rapid spreading. Memory superposition factor in our model stands for the number of contacts.

5. Conclusions

In summary, we introduce an OSIS model to describe information spreading in online social networks. Firstly, we propose OSIS by combining epidemics SEIR model with individual’s cognitive psychology. Secondly, a cellular automata model of information transmission is designed, which provides a computational method for information spreading from a microscopic perspective. Additionally, we use small-world network to simulate online social network, which verifies the spreading and evolution of information. The experimental results reveal that our model is consistent with the propagation of information in online social networks. We find that individual’s cognition affects the information spreading behavior. When the infection rate is low, cognitive psychology prevents the spread of information. By contrast, when the infection rate is sufficiently high, it promotes transmission. We demonstrated that the explosion of online social network scale and the convenience of we-media can greatly increase the ability of information dissemination. Meanwhile, our research shows that the demise of information is affected by the dual effects of the decay of time and heat.

Our current work mainly concentrates on the spreading model itself. As for the future work, we believe that the real online social network is not a single small-world network. Due to the vigorous development of Web 2.0, online networks such as Weibo, Twitter, and Facebook are intertwined. We deem the information spreading in interconnecting small-world networks as the promising and challenging future work.
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