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1. Introduction

In 1695, fractional calculus was first mentioned in Leibniz’ letter to L’Hospital, as a generalization of classical integer-order calculus. Due to the lack of application background, fractional calculus was regarded as a pure mathematical issue for a long time. However, recently, more and more researchers have focused on fractional calculus-related topics and discovered its applications in numerous fields, such as physics [1], biology [2], engineering [3–5], and neuroscience [6, 7]. In particular, fractional-order modelling and fractional-order control technology have achieved a rapid development [8–12]. A number of physical processes are proven to be better expressed by fractional-order models [1, 13]. In other words, fractional calculus could provide a more precise description for modelling. References [4, 14–16] point out that fractional calculus could provide one more dimension in control process. Therefore, it owns more potential in enhancing system robustness as well as transient control performance.

Fractional-order PID (FOPID or $\text{PI}^{\lambda} \text{D}^{\mu}$) control is an important application of fractional calculus which was presented in [5]. Different from classical PID controllers, FOPID controllers have two more parameters, namely, integral order $\lambda$ and differential order $\mu$. When $\lambda = \mu = 1$, the FOPID controller equals to the classical PID controller. Thus, PID controller is a special case of FOPID controller which has wider application domains. To achieve the controller design specifications of the added two parameters $\lambda$ and $\mu$, Petras [14] proposed a digital FOPID controller with hardware implementation for a DC motor. For the given digital controller, the author realized the digital implementation and analogue realization by microprocessors and fractance circuits, respectively. Reference [17] proposed a frequency domain approach of tuning FOPID controller. The tuning and auto-tuning method of FOPID controller for industry applications was studied in [18]. The proposed controller was tuned to satisfy five different design specifications. A FOPID controller used for the stabilization of fractional-order time delay systems was designed in [19]. The method...
can be used to guarantee different gain and phase margin specifications. An optimal FOPID controller was proposed by Zamani et al. based on the minimum integral squared error (ISE) criterion to meet specified gain and phase margins requirements. Some FOPID tuning methods based on flat phase property for servo control and disturbance compensation for different motion systems were demonstrated in [9]. Reference [20] presented a FOPID design algorithm for an automatic voltage regulator using particle swarm optimization. Many related studies show that the control performance under FOPID controller outperforms the other kinds of controllers. Moreover, Xue [21] provides some efficient numerical implementations of FOPID controller with open-source MATLAB codes.

For control issues, robustness analysis is quite important because it relates to system stability with respect to internal and external disturbances. For classical PID controller, its robustness studies have obtained a lot of attention. Comparatively, the studies on robustness of fractional-order systems are quite limited. In our paper, we investigate a normalized regulation algorithm for robust FOPID controller design. Different from other controller tuning methods, only one parameter $k$ is necessary to be tuned. Therefore, the proposed controller is convenient and simple to be applied on different kinds of systems, including fractional-order and integer-order ones. The controlled system robustness is analyzed by discussing a robust evaluation function based on the small gain theorem. Larger robust evaluation function could bring about better robust performance. Moreover, another parameter, $\beta$, can also serve as a tuning knob to help get large enough robust evaluation function. The robustness of a special kind of fractional-order systems which is commonly used in practice is also considered under FOPI and FOID controllers.

The rest of paper is organised as follows. Section 2 introduces the preliminaries, including fractional integral and derivative, and fractional-order systems described in time and frequency domains. Robust analysis of the proposed FOPID controllers is listed in Section 3. Two control parameters $k$ and $\beta$ are discussed in two subsections, respectively. Section 4 analyzes the robustness for a special case of the fractional-order system under FOPI and FOID controllers. The simulation results which show the effectiveness and practicability of the proposed control algorithm are demonstrated in Section 5. At last, conclusion is drawn in Section 6.

2. Preliminaries

2.1. Fractional Integral and Derivative. In the studies on fractional integral and derivative, there are three definitions which are widely used, namely, Grunwald-Letnikov definition, Riemann-Liouville definition, and Caputo definition [5]. These three definitions own different properties, such that they are applied in different fields of engineering and computing science. Due to the discreteness of the Grunwald-Letnikov definition, it is always utilized in computing and simulation. Thus, we mainly introduce Riemann-Liouville definition and Caputo definition here.

**Definition 1.** For an integrable function $f(t)$, its Riemann-Liouville integral of order $q > 0$ is defined as

$$\int_t^0 f(\tau) d\tau = \frac{1}{\Gamma(q)} \int_0^t (t-\tau)^{q-1} f(\tau) d\tau. \quad (1)$$

The Laplace transform of the Riemann-Liouville integral is

$$L\{\int_t^0 f(\tau) ; s\} = s^{-q} F(s), \quad (2)$$

where $q > 0$, $L\{\cdot\}$ denotes the Laplace transform, $s$ is the variable operator in Laplace transform, and $F(s)$ is the Laplace transform of $f(t)$.

**Definition 2.** For a function $f(t) \in C^{n+1}([0, +\infty), R)$, its Riemann-Liouville derivative of order $\alpha$ is described by

$$\frac{d^\alpha}{dt^\alpha} f(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{f(\tau)}{(t-\tau)^{n-\alpha}} d\tau, \quad (3)$$

where the positive integer $n$ satisfies $n - 1 < \alpha \leq n$.

The Laplace transform of the Riemann-Liouville derivative is

$$L\{\frac{d^\alpha}{dt^\alpha} f(t) ; s\} = s^\alpha F(s) - \sum_{k=0}^{n-1} s^k \frac{d^k f(t)}{dt^k} \big|_{t=0}, \quad (4)$$

where $n - 1 < \alpha \leq n$.

Caputo operator only owns derivative definition, which is given as follows.

**Definition 3.** For a function $f(t) \in C^{n+1}([0, +\infty), R)$, its Caputo derivative of order $\alpha$ is defined as

$$\frac{d^\alpha}{dt^\alpha} f(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{f^{(n)}(\tau)}{(t-\tau)^{n-\alpha}} d\tau, \quad (5)$$

where the positive integer $n$ satisfies $n - 1 < \alpha \leq n$.

The Laplace transform of the Caputo derivative is

$$L\{\frac{d^\alpha}{dt^\alpha} f(t) ; s\} = s^\alpha F(s) - \sum_{k=0}^{n-1} s^\alpha \frac{d^k f(t)}{dt^k} (0), \quad (6)$$

where $n - 1 < \alpha \leq n$.

2.2. Fractional-Order Systems Described in Time and Frequency Domains. In the time domain, fractional-order systems can be described by fractional-order derivative equations, such as the following common one, i.e.,

$$a_{10}^C D^\alpha y(t) + a_{20}^C D^\beta y(t) + 1 = bu(t), \quad (7)$$

where $u(t)$ and $y(t)$ denote the input and output of the fractional-order system, respectively.
It should be noted that Riemann-Liouville and Caputo derivatives have no difference when their initial conditions are null. Without regard for the initial conditions of fractional derivative operators, the above fractional-order systems can be described by the following transfer function in the frequency domain:

\[
\frac{Y(s)}{U(s)} = \frac{b}{a_1 s^\alpha + a_2 s^\beta + 1}, \tag{8}
\]

where \(Y(s)\) and \(U(s)\) are the Laplace transform of \(y(t)\) and \(u(t)\), respectively. The above system can be used to describe both fractional-order or integer-order systems, for example, the typical second-order system with \(\alpha = 2, \beta = 1\). Moreover, a lot of high-order systems can be approximated by this system \([21]\). Therefore, it is worth to be further studied. In the next section, we will consider the above fractional-order system in frequency domain.

### 3. Robust Analysis for Fractional-Order Systems under FOPID Controllers

Consider a fractional-order transfer function described by

\[
P(s) = \frac{b}{a_1 s^\alpha + a_2 s^\beta + 1}, \tag{9}
\]

where \(b > 0\) is the DC gain, \(a_1\) and \(a_2\) are the positive constant coefficients, and the fractional orders satisfy \(0 < \beta < \alpha < 2\).

Next, we give the corresponding FOPID controller designed as

\[
C(s) = k_p + \frac{k_i}{s^\lambda} + k_d s^\mu, \tag{10}
\]

where fractional orders are chosen as \(\lambda = \beta\) and \(\mu = \alpha - \beta\) and the controller parameters are set as \(k_p = ka_2, \ k_i = k, \ \text{and} \ k_d = ka_1\). The constant \(k > 0\) can be designed according to the practical control process.

Based on systems (1) and (2), the normalized open-loop transfer function \(L(s) = P(s)C(s)\) is obtained as

\[
L(s) = \frac{bk}{s^\beta}. \tag{11}
\]

Besides, the gain crossover frequency \(\omega_c\) of the open-loop transfer function \(L(s)\) is gained by

\[
\omega_c = (bk)^{1/\beta}. \tag{12}
\]

The closed-loop transfer function \(L_c(s) = (L(s))/(1 + L(s))\) can be achieved as

\[
L_c(s) = \frac{1}{(s^\beta/bk) + 1}. \tag{13}
\]

Due to \(0 < \beta < 2\) and \(b, k > 0\), it is straightforward to obtain the stability of \(L_c(s)\) based on the previous results in \([22, 23]\).

Then, we analyze the robustness of the proposed FOPID controller (2) by employing the small gain theorem, which has been widely used in FOPID control \([24–27]\). According to small gain theorem, the robust stability condition can be represented by

\[
\delta_p(\omega) < V(\omega, \beta, k) \equiv \frac{|1 + P(\omega)C(\omega)|}{|P(\omega)C(\omega)|}, \ \forall \omega > 0, \tag{14}
\]

where \(\delta_p(\omega)\) denotes the multiplicative norm-bound uncertainty of transfer function \(P(s)\) in (9). \(V(\omega, \beta, k)\) is the robust evaluation function, and larger \(V(\omega, \beta, k)\) means that bigger modelling uncertainty could be tolerated without breaking the robust stability of the controlled system.

Due to systems (1), (2), and (5), we gain the \(V(\omega, \beta, k)\) as

\[
V(\omega, \beta, k) = \left\{\frac{1 + ((bk)/((\omega\beta)^{\beta}))}{((bk)/((\omega\beta)^{\beta}))}\right\} = \left[1 + \frac{(bk)^{1/\beta}}{(bk)/((\omega\beta)^{\beta})} + \frac{(\omega\beta)^{2\beta}}{(bk)^2} + \frac{2\omega^\beta}{bk} \cos \left(\frac{\beta\pi}{2}\right) + 1\right]^{1/2}. \tag{15}
\]

Calculating partial derivatives of \(V(\omega, \beta, k)\) with respect to \(k\) and \(\beta\), respectively, it has

\[
\frac{\partial V(\omega, \beta, k)}{\partial k} = -\frac{(\beta^\beta((bk)^{-\beta})) + (\omega^\beta((bk)^{-\beta}) \cos ((\beta\pi)/2)}{\sqrt{(\beta^\beta((bk)^{-\beta})) + (2\omega^\beta)((bk)^{-\beta}) \cos ((\beta\pi)/2) + 1}}, \tag{16}
\]

\[
\frac{\partial V(\omega, \beta, k)}{\partial \beta} = \frac{(\omega^\beta((bk)^{-\beta})) [((2\omega^\beta)((bk)^{-\beta}) \cos ((\beta\pi)/2)) \ln\omega - (\pi/2) \sin ((\beta\pi)/2)]}{\sqrt{(\beta^\beta((bk)^{-\beta})) + (2\omega^\beta)((bk)^{-\beta}) \cos ((\beta\pi)/2) + 1}}. \tag{17}
\]
Next, we give the robust analysis by discussing the control parameters $k$ and $\beta$, respectively.

3.1. Robust Analysis for Control Parameter $k$. With regard to the robustness of the designed FOPID controller in (10), we only analyze the control parameter $k > 0$ under some fixed $0 < \beta_* < 2$ and $\omega_* > 0$. In detail, we give two cases according to the value of $\beta*$.

Case 1. $0 < \beta_* \leq 1$.

When $0 < \beta_* \leq 1$, it is obvious that

$$\frac{\partial V(\omega_*, \beta_*, k)}{\partial k} < 0, \quad \text{for } k > 0, \ 0 < \beta_* \leq 1, \ \omega_* > 0.$$  

(18)

That means smaller $k > 0$ could bring better robust performance for any fixed $0 < \beta_* \leq 1$ and $\omega_* > 0$. Besides, it should be noted that the gain crossover frequency $\omega_c$ of the open-loop transfer function $L(s)$ depends on the value of $k$ based on (12). Thus, control parameter $k$ has to be chosen to keep $\omega_c$ in a suitable range firstly. Then, $k > 0$ should be a small enough constant to obtain better robustness.

When $\beta_* = 0.5$, $\omega_* = 5$, and $b = 1$, we give the diagram between $V(\omega_*, \beta_*, k)$ and $k$ in Figure 1, which shows that $V(\omega_*, \beta_*, k)$ is monotonously decreasing with respect to $k$.

Case 2. $1 < \beta_* < 2$.

For fixed $1 < \beta_* < 2$ and $\omega_* > 0$, there exists a unique solution.

$$\bar{k} = -\frac{\omega_*^{\beta_*}}{b \cos ((\beta_* \pi)/2)},$$  

(19)

such that

$$\frac{\partial V(\omega_*, \beta_*, k)}{\partial k} = 0.$$  

(20)

In addition, it has

$$\frac{\partial V(\omega_*, \beta_*, k)}{\partial k} < 0, \quad \text{for } 0 < k < \bar{k}, \ 1 < \beta_* < 2, \ \omega_* > 0,$$  

(21)

$$\frac{\partial V(\omega_*, \beta_*, k)}{\partial k} > 0, \quad \text{for } k > \bar{k}, \ 1 < \beta_* < 2, \ \omega_* > 0.$$  

(22)

Thus, $\partial V(\omega_*, \beta_*, k)/\partial k$ is monotonously decreasing at $0 < k < \bar{k}$ and monotonously increasing at $k > \bar{k}$. It owns a minimum value at $k = \bar{k}$, which means that the robustness of the designed FOPID controller is worst at $k = \bar{k}$. Note that

$$V\left(\omega_*, \beta_*, \frac{k}{2}\right) = V(\omega_*, \beta_*, +\infty) = 1.$$  

(23)

So it has

$$V(\omega_*, \beta_*, k_1) > V(\omega_*, \beta_*, k_2),$$  

(24)

for any $0 < k_1 < \bar{k}/2$ and $k_2 > \bar{k}/2$. Thus, for any fixed $1 < \beta_* < 2$ and $\omega_* > 0$, small enough $k > 0$ does well in the robust performance of the controlled system.

Due to the relationship in (12) between control parameter $k$ and gain crossover frequency $\omega_c$, $k$ may be designed in a limited interval. Assume that $k_{\min}$ and $k_{\max}$ are the minimum and maximum for the available control parameter $k$, respectively, then $k$ could be chosen as

$$k = \arg \max_x V(\omega_*, \beta_*, x), \quad x \in \{k_{\min}, k_{\max}\},$$  

(25)

to realize the best robust performance.

When $\beta_* = 1.5$, $\omega_* = 5$, and $b = 1$, $V(\omega_*, \beta_*, k)$ has a minimum value at

$$\bar{k} = -\frac{\omega_*^{\beta_*}}{b \cos ((\beta_* \pi)/2)} \approx 15.81.$$  

(26)

We give the diagram between $V(\omega_*, \beta_*, k)$ and $k$ in Figure 2, which verifies the obtained results.

3.2. Robust Analysis for Control Parameter $\beta$. In this subsection, another control parameter $\beta$ is discussed to analyze the robustness of the proposed FOPID controller under some fixed $k_* > 0$ and $\omega_* > 0$. According to (7), we analyze the monotonicity of $\omega^\beta_\pi \sin(\omega b \pi/2)$, $\cos(\beta \pi/2)$ in $\omega_*$, and list the following cases.

![Figure 1: Diagram between $V(\omega_*, \beta_*, k)$ and $k$ under $\beta_* = 0.5$.](image1)

![Figure 2: Diagram between $V(\omega_*, \beta_*, k)$ and $k$ under $\beta_* = 1.5$.](image2)
Case 3. $0 < \omega_s < 1$.

If $0 < \omega_s < 1$ and $\left(\omega_s^2/(bk_s^2)\right) \geq 1$, it satisfies

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} < 0, \quad \text{for } 0 < \beta < 2, \ k_s > 0, \ 0 < \omega_s < 1. \quad (27)$$

So $V(\omega_s, \beta, k_s)$ is monotonously decreasing at $0 < \beta < 2$. Thus, to obtain better robustness, control parameter $\beta$ should be chosen small enough.

When $\omega_s = 0.5$, $k = 0.2$, and $b = 1 (\omega_s^2/(bk_s^2) = 6.25 > 1)$, the diagram between $V(\omega_s, \beta, k)$ and $\beta$ is shown in Figure 3, which verifies that $V(\omega_s, \beta, k_s)$ is monotonously decreasing with respect to $\beta$.

If $0 < \omega_s < 1$ and $\omega_s^2/(bk_s^2) < 1$, there exists a unique solution $\beta$ for the equation:

$$\frac{\omega_s^2}{bk_s^2} + \cos \left(\frac{\beta \pi}{2}\right) \ln \omega_s - \frac{\pi}{2} \sin \left(\frac{\beta \pi}{2}\right) = 0, \quad (28)$$

which is also the unique solution of

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} = 0. \quad (29)$$

Moreover, it satisfies

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} < 0, \quad \text{for } 0 < \beta < \bar{\beta}, \ k_s > 0, \ 0 < \omega_s < 1, \quad (30)$$

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} > 0, \quad \text{for } \bar{\beta} < 2, \ k_s > 0, \ 0 < \omega_s < 1. \quad (31)$$

That means $V(\omega_s, \beta, k_s)$ is monotonously decreasing at $0 < \beta < \bar{\beta}$ and monotonously increasing at $\bar{\beta} < 2$. Due to

$$V(\omega_s, 0, k_s) = \left(\frac{1}{b^2 k_s^2} + \frac{2}{bk} + 1\right)^{1/2} > \left(\frac{\omega_s^2}{b^2 k_s^2} - \frac{2\omega_s^2}{bk} + 1\right)^{1/2}$$

$$= V(\omega_s, 2, k_s), \quad (32)$$

ccontrol parameter $\beta > 0$ should be designed as a small enough order, which can obtain large enough $V(\omega_s, \beta, k_s)$ to improve the robust performance.

When $\omega_s = 0.5$, $k = 1$, and $b = 1 (\omega_s^2/(bk_s^2) = 0.25 < 1)$, the diagram between $V(\omega_s, \beta, k)$ and $\beta$ is shown in Figure 4, which gives $\bar{\beta} = 1.81$.

Remark 1. When $\omega_s = 1$, it has

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} < 0, \quad \text{for } 0 < \beta < 2, \ k_s > 0, \ \omega_s = 1. \quad (33)$$

Thus, $V(\omega_s, \beta, k_s)$ is monotonously decreasing at $0 < \beta < 2$. The robust analysis result is similar with that in Case 3 ($0 < \omega_s < 1$ and $\omega_s^2/(bk_s^2) \geq 1$).

Case 4. $\omega_s > 1$.

If $\omega_s > 1$ and $\omega_s (\ln \omega_s)/(bk_s^2) \geq \pi/2$, it gives

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} > 0, \quad \text{for } 0 < \beta < 2, \ k_s > 0, \ \omega_s > 1. \quad (34)$$

In other words, $V(\omega_s, \beta, k_s)$ is monotonously increasing at $0 < \beta < 2$. So $\beta$ should be chosen as a big enough one to obtain better robust performance.

When $\omega_s = 3$, $k = 1$, and $b = 1 ((\omega_s \ln \omega_s)/(bk_s^2) = 3.3 > \pi/2)$, the diagram between $V(\omega_s, \beta, k)$ and $\beta$ is shown in Figure 5, which verifies that $V(\omega_s, \beta, k)$ is monotonously increasing with respect to $\beta$.

If $\omega_s > 1$, $(\omega_s \ln \omega_s)/(bk_s^2) < \pi/2$ and $\omega_s^2/(bk_s^2) < 1$, there exists a unique solution $0 < \beta < 1$ for

$$\frac{\partial V(\omega_s, \beta, k_s)}{\partial \beta} = 0. \quad (35)$$
Then, it has
\[
\frac{\partial V(\omega_*, \beta, k_*)}{\partial \beta} > 0, \quad \text{for } 0 < \beta < \beta_1, k_* > 0, \omega_* > 1, \quad (36)
\]
\[
\frac{\partial V(\omega_*, \beta, k_*)}{\partial \beta} < 0, \quad \text{for } \beta < \beta_2, k_* > 0, \omega_* > 1. \quad (37)
\]

It implies that \(V(\omega_*, \beta, k_*)\) is monotonously increasing at \(0 < \beta < \beta_1\) and monotonously decreasing at \(\beta < \beta_2\).

So \(\beta\) should be chosen as \(\beta = \beta_1\) to achieve the maximum value of \(V(\omega_*, \beta, k_*)\).

When \(\omega_* = 1.4, k = 2,\) and \(b = 1\) \((\omega_* \ln \omega_*)/(bk_*^2) \approx 0.12 < \pi/2\) and \(\omega_*^2/(bk_*^2) = 0.49 < 1\), the diagram between \(V(\omega_*, \beta, k)\) and \(\beta\) is shown in Figure 6, which gives \(\beta \approx 0.21\).

If \(\omega_* > 1, (\omega_* \ln \omega_*)/(bk_*^2) < \pi/2\), and \(\omega_*^2/(bk_*^2) > 1\), there exists two solutions \(0 < \beta_1 < 1\) and \(1 < \beta_2 < 2\) for
\[
\frac{\partial V(\omega_*, \beta, k_*)}{\partial \beta} = 0. \quad (38)
\]

The other values of partial derivative are listed as
\[
\frac{\partial V(\omega_*, \beta, k_*)}{\partial \beta} > 0, \quad \text{for } 0 < \beta < \beta_1, k_* > 0, \omega_* > 1,
\]
\[
\frac{\partial V(\omega_*, \beta, k_*)}{\partial \beta} < 0, \quad \text{for } \beta_1 < \beta < \beta_2, k_* > 0, \omega_* > 1,
\]
\[
\frac{\partial V(\omega_*, \beta, k_*)}{\partial \beta} > 0, \quad \text{for } \beta_2 < \beta < 2, k_* > 0, \omega_* > 1. \quad (39)
\]

It means that \(V(\omega_*, \beta, k_*)\) is monotonously increasing at \(0 < \beta < \beta_1\), monotonously decreasing at \(\beta_1 < \beta < \beta_2\), and

\[
\beta = \arg \max_x V(\omega_*, x, k_*), \quad x \in \left\{ \beta_1, \beta_2 \right\}, \quad (41)
\]

where \(\beta_3 \rightarrow 2\).

When \(\omega_* = 2.5, k = 2,\) and \(b = 1\) \((\omega_* \ln \omega_*)/(bk_*^2) \approx 0.57 < \pi/2\) and \(\omega_*^2/(bk_*^2) = 1.56 > 1\), the diagram between \(V(\omega_*, \beta, k)\) and \(\beta\) is shown in Figure 7, which gives \(\beta_1 \approx 0.64\) and \(\beta_2 \approx 1.48\).

**Remark 2.** The control parameter \(\beta\) comes from the original fractional-order transfer function in (9). However, due to the unavoidable internal or external disturbances, the real \(\beta\) in fractional-order transfer function (1) may be estimated inaccurately. Thus, control parameter \(\beta\) in FOPID controller is always chosen in a neighborhood of \(\beta\) in fractional-order system (1). The above subsection is the global robust analysis for control parameter \(0 < \beta < 2\). For a given fractional-order system (1), \(\beta\) should be considered locally. When \(a_2 = 0\), some special cases for the corresponding FOPID controllers are proposed in the next section, where the control parameter \(\beta\) will be discussed globally in \(\beta \in (0, 2)\).
4. Robust Analysis for Some Special Cases

For fractional-order system in (9), the control parameter $\beta$ is important in the FOPID controller. In this section, we give a special case of fractional-order system (1) with $a_2 = 0$, i.e.,

$$P(s) = \frac{b}{a_1 s^\alpha + 1}, \quad (42)$$

where $b > 0$, $a_1 > 0$, and $0 < \alpha < 2$. When $\alpha = 1$, system (8) is the most widely used first-order system in practical application. It can also be applied to approximate different kinds of high-order systems [21].

Based on the FOPID controller in (10), $\beta$ could be designed as any value in $\beta \in (0, \alpha]$. Thus, we give two FO controllers in the following.

4.1. FOPI Controller. For fractional-order system in (42), we design the corresponding FOPI controller described by

$$C(s) = k_p + \frac{k_i}{s}, \quad (43)$$

where fractional order is chosen as $\lambda = \alpha$ and the controller parameters are set as $k_p = ka_1$, $k_i = k$. The constant $k > 0$ is similar with controller (2). Then, the open-loop transfer function $L(s) = P(s)C(s)$ can be obtained as

$$L(s) = \frac{bk}{s^\alpha}, \quad (44)$$

which is similar to that of (11). Thus, the robust analysis for control parameters $k$ and $\alpha$ could refer to the above results in the last section.

4.2. FOID Controller. We give the corresponding FOID controller for fractional-order system (8) which is designed as

$$C(s) = \frac{k_i}{s^\lambda} + k_d s^{\alpha - 1}, \quad (45)$$

where fractional order is chosen as $\mu = \alpha - \lambda$ and the controller parameters are set as $k_i = k$, $k_d = ka_1$, $k > 0$ and $0 < \lambda < \alpha$ are the control parameters to be determined. Under the controller (10), the open-loop transfer function $L(s) = P(s)C(s)$ can be obtained as

$$L(s) = \frac{bk}{s^\lambda}, \quad (46)$$

which is similar to that of (11).

Note that $\lambda$ in controller (10) can be chosen in an interval $0 < \lambda < \alpha$. Thus, its robustness can be analyzed globally referring to Remark 2. The corresponding robust analysis could follow the obtained result in Section 3.

5. Robustness Analysis Examples

In this section, two controlled plants with the studied formulation in (9) and (42) are used to verify the effectiveness of the proposed controller. The first system $G_1(s)$ is in the form of (9) with $a_1 = 0.8$, $a_2 = 0.5$, $\alpha = 2.2$, $\beta = 0.9$, and $b = 1$, and the other system $G_2(s)$ is in the form of (42) with $a_1 = 1$, $\alpha = 1.5$, and $b = 1$. System $G_1(s)$ is a typical second kind elementary fractional-order system which has been frequently used in control performance tests [28], and system $G_2(s)$ is the most widely applied first kind elementary fractional-order system [29]. Parameters of the proposed controller are achieved as $k = 29.3$, $k_p = 14.65$, $k_i = 29.3$, $k_d = 23.44$, $\lambda = 0.9$, and $\mu = 1.3$ for system $G_1(s)$, and $k = 17.6$, $k_i = 17.6$, $k_d = 17.6$, $\lambda = 1.03$, and $\mu = 0.47$ for system $G_2(s)$. For comparisons, another two controllers are used to control the same systems, namely, the optimal fractional-order PID controller (FOPID) proposed in [21] and the PID controller used in [4]. The controlled systems should be robust to different problems, such as parameter uncertainties, noise, and disturbance. Therefore, the robustness test in this section will be demonstrated in these aspects, namely, set-point tracking performance with gain uncertainties, noise suppression, and disturbance rejection.

5.1. Set-Point Tracking with Gain Uncertainties. The unit step input tracking performances of systems $G_1(s)$ and $G_2(s)$ controlled by three controllers (the proposed controller is named as Robust FOPID) are shown in Figures 8 and 9. It can be seen that, for both systems, the control performance of Robust FOPID controller outperforms the other two controllers with no overshoot, shorter settling time, and rising time. The control performance of FOPID is also acceptable with relatively small overshoot, reasonable settling time, and rising time. However, the overshoot of $G_1(s)$ and the settling time of both $G_1(s)$ and $G_2(s)$ are quite large with PID controller.

Then, the set-point tracking performances of systems $G_1(s)$ and $G_2(s)$ with $\pm 30\%$ gain uncertainties are illustrated in Figures 10 and 11. The shadowed spaces in different
colours show the performance change gaps of systems with ±30% gain uncertainties. For both $G_1(s)$ and $G_2(s)$, the performance gap with the proposed Robust FOPID controller is quite narrow, which means that the system is fairly robust to gain variations. The width of the performance gap of systems controlled by FOPID controller is wider than that of Robust FOPID controller, and the corresponding overshoots and rising times change moderately with gain variation. The largest performance gap appears in the system performances controlled by PID controller. Therefore, the robustness to parameter uncertainties of the systems controlled by the proposed Robust FOPID controller outperforms the other two.

5.2. Noise Suppression. Robustness of the controlled systems with respect to noise suppression is tested in this subsection. A random noise with amplitude $-0.03$ to $+0.03$ and sampling time $0.01$ and another random noise with amplitude $-0.05$ to $+0.05$ and sampling time $0.005$ are added into the feedback path of systems $G_1(s)$ and $G_2(s)$, respectively. The effects of the noise inputs are demonstrated in Figures 12 and 13. From the comparisons, it is shown that the control performance of Robust FOPID controller is better than those of the other two with relatively smaller fluctuation. Hence, the noise suppression ability of the proposed robust FOPID controller is more superior to the other ones.

5.3. Disturbance Rejection. Another vital concern for control system is their disturbance rejection ability. Therefore, in this subsection, an external disturbance with amplitude $-0.2$ which lasts for $0.05$ seconds and another one with amplitude $-0.25$ which also lasts for $0.05$ seconds are added to $G_1(s)$ and $G_2(s)$ at $t = 3 \, \text{s}$, respectively. Figures 14 and 15 show the disturbance rejection performances of the two systems. It is illustrated that systems controlled by Robust FOPID controller return back to the set-point value quickly after the appearance of external disturbance. However, the corresponding recovering times are quite long for the systems controlled by FOPID and PID controllers.

On the whole, the robust control performances of different controlled systems with the proposed controller
are quite satisfactory, which outperform the other controllers in set-point tracking with parameter uncertainties, noise suppression, and disturbance rejection aspects.

6. Conclusion

A robust FOPID controller regulation algorithm based on small gain theorem is studied in this paper. The robustness analysis is achieved by the constructed robustness evaluation function. Two control parameters $k$ and $\beta$ are discussed to help the controlled system obtain better robust performance, but only $k$ is necessary to be tuned. In addition, some robustness discussion of FOPI and FOID controllers for a specific kind of frequently used fractional-order system is also demonstrated. The proposed controller is simple and easy to be applied on both fractional-order and integer-order systems. Simulation examples of system control performance under different conditions, namely, with parameter uncertainties, external disturbance, and noise, are illustrated to show the effectiveness of the proposed regulation algorithm. In our next work, we may concentrate on time delay problem, namely, the relationship between the robustness of controlled system and time delay using the proposed evaluation function.
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