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1. Introduction

The idea that dynamically critical states possess some peculiar advantages, so that they tend to be selected under evolutionary dynamics, has relevant implications in biology [1, 2] as well as in evolutionary computation and in the design of artificial systems [3]. This idea, which will be referred to as the criticality hypothesis in this paper, has been suggested by several authors [1–6] and has played a prominent role in the search for general principles in complexity science [7–9]. It is based on the observation that, in nonlinear dynamical systems, the same set of equations can lead to very different behaviours (depending upon the values of some parameters).

Let us consider in particular dissipative deterministic dynamical systems, whose long-term behaviour is dominated by the system attractors. While different types of attractors are observed in different systems, they can generally be classified as either ordered or disordered (chaotic): for example, in time-continuous systems, the former includes fixed points and limit cycles, while the latter is associated with chaotic dynamics. In many systems, there are regions of parameter space corresponding to ordered behaviours, while parameter values in other regions correspond to disordered behaviours.

The separatrices between ordered and disordered regions of parameter space are referred to as dynamically critical regions, and the states belonging to these regions are called dynamically critical states [10, 11]. Critical regions have also been said to be “at the edge of chaos” [1, 5].

According to the criticality hypothesis, systems that are in critical states should be able to perform better than the others, when interacting with an external environment, because ordered systems can be too rigid and incapable to react to changes, while chaotic systems can be too susceptible to small changes to robustly lead to a reliable behaviour [1, 2].

The above statement requires, of course, that there should be a method to evaluate the quality of a system with respect to an environment, i.e., its fitness (biological or artificial).

Studies of artificial evolutionary systems have shown that the criticality hypothesis cannot be true for every kind of system and every kind of task, while it can hold for large classes of systems and tasks [3]. A very important question is whether the hypothesis is valid for biological systems: in this case, the hypothesis translates into the claim that biological evolution has modified the system parameters in such a way that they are likely to be found in critical regions (evolution “towards the edge of chaos”, see Torres-Sosa et al. [12].
and Hidalgo et al. [13]). In biology, two possible amendments to the criticality hypothesis have been proposed:

**Hypothesis 1.** Living systems are likely to be found in the ordered region, but close to the critical boundary [1, 2] in order to be able to react to environmental stimuli and/or, on a longer timescale, to favour evolvability [14].

**Hypothesis 2.** In biological systems, the discontinuities are considerably smoother than the sharp ones observed in physical systems [15] and thus different regimes should still be observed, but they might be separated by a broader transition region.

For recent reviews of the criticality hypothesis, see Mora and Bialek [16] and Roli et al. [17].

Testing the criticality hypothesis in real biological systems, by analyzing the activation behaviour of various genes in cells that are subject to a permanent perturbation, is the topic of the present paper. In order to relate the experimental data with “abstract” dynamical regimes, it is necessary to make use of models: interestingly, our analysis exploits a model that has played a prominent role in the development of complexity science, namely, Random Boolean Networks (RBNs for short, see Kauffman [1, 2, 18], Bastolla and Parisi [19], and Aldana et al. [20]).

In previous papers [21–23], we analyzed the behaviour of the RBN dynamical model for gene regulatory networks, comparing its outcomes with experimental results concerning the change in gene expression levels due to the knockout of single genes in the yeast *S. cerevisiae* [24]. The major outcomes of these studies were (i) the demonstration that even strongly simplified models like RBNs can accurately describe the actual size distribution of the perturbations and (ii) the identification of a way to experimentally test the hypothesis that living beings are preferentially found in dynamically critical states. The criticality hypothesis can be tested by studying the changes induced by a single-gene knockout (the permanent silencing of a single gene) on the expression levels of all the other genes. The genes whose expression levels are significantly modified by the knockout will be referred to as affected, and the set of such affected genes will be called an avalanche (see also Section 4). The total number of genes that belong to an avalanche is its size, and, in those previous works, it has been shown that the size distribution of avalanches provides information about the dynamical regime of the gene regulatory network.

We recently achieved new results concerning both the behaviour of the model and the outcomes of its comparison with experimental data. This has been possible because both new experimental data became available [25], and new theoretical results were derived. In this paper, we describe these new theoretical results and we apply them to the now available larger set of experimental data.

Specifically, we extend the analysis of the RBN model behaviour by providing an analytical formula for the theoretical distribution of noninterfering avalanches (defined in Section 4) of any size, while, in our previous papers, the analytical distribution was limited to the smallest avalanches, leaving the study of larger ones to simulation only. Moreover, we report numerical results for self-interfering avalanches (also defined in Section 4).

On the empirical side, using the recent experimental data of [25], we obtain a maximum likelihood estimate (MLE) of the Derrida exponent $\lambda$; this is a parameter used to characterize the dynamical regimes of RBNs [26, 27] that fully determines the theoretical avalanche distribution, which makes inference possible from avalanche data. We also assess the uncertainty accompanying our estimate by means of a jackknife estimate of bias and standard error.

In order to compare a Boolean model with real-valued data like those obtained from microarray experiments, it is necessary to introduce a threshold: the smallest change in the expression level of a gene in the model is a switch from 0 to 1, or vice versa, so we need to dichotomize the experimental data. This can be done by considering a gene as modified only if the ratio of its expression level in the knocked-out network to that in the wild-type network is larger than a certain threshold, or smaller than its reciprocal.

In our previous studies, fairly high threshold values ($\geq 4$) had been considered, based upon some heuristic or rule-of-thumb inspired by experimental biologists. Here, taking advantage of the analytical formula for avalanches of any size, we can study how the MLE of $\lambda$ varies as a function of the threshold. If the plot of MLE vs. threshold had shown a large plateau, one might have claimed that the actual value of the Derrida parameter is scarcely affected by the choice of the threshold in a wide range. Such a plateau does not show up, because the MLE monotonously decreases as the threshold increases, but the picture that emerges from our data analysis is perhaps even more interesting.

With no claim of generalization beyond the data of Kemmeren et al. [25], we have two heuristic arguments that suggest an optimal threshold in a neighbourhood of 3. The first argument is based on the shape of the avalanche size distribution: on general grounds, it is to be expected that smaller avalanches are more frequent than larger ones but, if we use too small a threshold, we observe an initial increase of the empirical frequency as the size grows. The two plausible reasons do not display this unphysical behaviour. In this way, we find 2.5 as the minimal threshold value. Note that this argument does not make use of the RBN model, but it is based only upon the data plus a reasonable assumption. The second argument is based on measuring the RBN model fit to the data: one observes that the discrepancy between the estimated theoretical distribution and the empirical distribution in the data achieves its minimum at either 3 or 3.5, depending on whether it is measured by the total variation distance or the Kullback–Leibler divergence (see Section 6 for details).

The two arguments point to an interval of plausible threshold values between 2.5 and 3.5, and, while they may not be decisive, they stand together in favour of threshold values within that particular region. With the value 3 chosen...
as threshold, the MLE of the Derrida parameter lies in the ordered region, not far from the order-disorder boundary, but with the critical value \( \lambda = 1 \) well beyond the margin of error. Furthermore, a supplemental Bayesian analysis assigns negligible posterior probability to the criticality hypothesis. This was one of the scenarios initially suggested by Kauffman [1], and it was also supported by the old analyses from our group [22] and other [28] group. The new data appear to confirm the validity of such a scenario, although clearly no definitive conclusion can be drawn from the analysis of a single organism.

Note that our analysis is not based on a direct analysis of the behaviour in time of the \( S. \ cerisevsiae \), which would require dynamical experimental data, but relies on a dynamical model to draw inferences, from static data, on the dynamical regime of the microorganism. As discussed above, it is indeed possible to determine the avalanche size distribution in the model as a function of the Derrida parameter and to compare it with the size distribution that is actually observed in \( S. \ cerisevsiae \). This comparison allows one to draw meaningful, albeit indirect, conclusions on the dynamical regime of the biological system.

The outline of the paper is as follows. In Section 2, we provide a general introduction to our modeling framework, while, in Section 3, we specifically review the RBN model. In Section 4, we introduce the definition of noninterfering avalanches and we show that their distribution is correctly approximated by an analytical formula whose derivation is postponed to Section 5. In Section 6, we compare the analytical formula derived in Section 5 with the experimental data collected by Kemmeren et al. [25]. Finally, in Section 7, we summarize our main findings and highlight some open questions.

2. Generic Properties of Dynamical Systems

We are interested in stylized models that allow us to explore the generic properties of biological systems, in particular gene regulatory networks. Of course, it is perfectly legitimate to concentrate on a particular hypothesis or a specific genetic-metabolic circuit and to develop a comprehensive model, well-suited to study the details of the system under examination, according to the system biology approach [29]. However, these comprehensive models are not suitable for highlighting the general principles of biological organization, which apply to all living beings or at least to their broad classes. We know that there are some principles of this kind, including biological evolution and cellular organization (see chap. 2 of Serra and Villani [30] and the references therein). The study of this kind of phenomena is indeed the challenge of complex systems biology [31], which looks for general principles in biological systems.

The criticality hypothesis is a noteworthy example of candidate general principle. As discussed in Section 1, it can be tested by comparing models of biological systems with data, e.g., models of gene regulatory networks with actual gene expression data. The use of data for this purpose is different from the more common use of the same data to infer information about the interactions between specific genes. In testing the criticality hypothesis, interest lies in global properties of gene expression data, like the avalanche size distribution or some information-theoretic measures [32, 33]. These features of the data are compared to the corresponding predictions from a stylized model, which can be ordered, chaotic, or critical.

A suitable stylized model for gene regulatory networks is an ensemble of networks. In this paper, we obtain an ensemble of networks by generating them from a random system (with random connections and random Boolean functions) while keeping some of its features fixed (e.g., the average number of connections per node). By comparing experimental data to the properties of an ensemble of networks, it is possible to draw inferences on the values of the parameters that define the ensemble (random system). It is therefore possible to compare the distribution of avalanches in real organisms to that in RBN ensembles with different values of the Derrida parameter, and this comparison provides us with information on whether real cells are critical or not. This is a very interesting example of the way in which stylized models can be used to find generic properties, which cannot be read directly from the data, but can be inferred from a comparison between patterns in the data and model predictions.

In recent years, our knowledge about the gene regulatory network of \( S. \ cerisevsiae \) has considerably improved [25, 34–36] thanks also to initiatives such as DREAM [37, 38]. Nevertheless, we do not know enough details to derive definitive conclusions about its general topology. Indeed, one of the broadest and more accurate reconstructions available of the gene regulatory network of \( S. \ cerisevsiae \), summarized by Ma et al. [39] and more comprehensively described in further references therein, shows the presence of very few well-connected genes immersed in a huge “sea” of poorly connected nodes. However, leaving aside the very few well-connected genes, the distribution of connections does not show a very heavy tail, and the subnetwork connecting the well-connected genes is very sparse. Therefore, neither Erdős-Rényi nor scale-free topologies [40, 41] appear to be entirely appropriate. In this paper, we stick to the simplicity of Erdős-Rényi networks, but discuss scale-free alternatives in Section 7.

3. Random Boolean Networks

We provide below a synthetic description of the RBN model and its main properties, referring the reader to Kauffman [1, 2], Bastolla and Parisi [19], and Aldana et al. [20], for more detailed accounts. Several variants of the model have been presented and discussed [42] and even used in knockout experiments [43, 44], but we will here restrict our attention to the classical model. A classical RBN is a stochastic dynamical system composed of \( r \) nodes, corresponding to genes, which can take either the value 0 (inactive) or the value 1 (active). Let \( X_{i}(t) \in \{0, 1\} \) be the activation value of node \( h \) at time \( t \), and let \( X_{i,n}(t) = (X_{1}(t), X_{2}(t), \ldots, X_{r}(t)) \) be the vector of activation values of all the genes. The relationships between genes are represented by directed links and Boolean functions, which model the response of each node to the values
of its input nodes. In a classical RBN, each node has the same number of incoming connections, and its $k_{in}$, say, input nodes are chosen at random with uniform probability among the remaining $r − 1$ nodes. In this way, the number of outgoing connections of any given node approximately follows a Poisson distribution with mean $k_{in}$ for large $r$. The Boolean functions can be chosen in different ways: in this paper, we will only examine some cases where they are chosen at random with uniform probability in a predefined set of allowed transition functions.

In the so-called quenched model, both the topology and the Boolean function associated to each node do not change in time. The network dynamics are discrete and synchronous, so fixed points and cycles are the only possible asymptotic states for finite networks. Note that a single RBN can have, and usually has, more than one attractor. The model shows two main dynamical regimes, ordered and disordered, depending upon the degree of connectivity and upon the Boolean functions: typically, the average cycle length grows as a power law of the number of nodes $r$ in the ordered region and diverges exponentially in the disordered region [1]. The dynamically disordered region also shows sensitive dependence upon the initial conditions, not observed in the ordered one.

It should be mentioned that some interesting analytical results have been obtained by the so-called annealed approach [27] in which the topology and the Boolean functions associated to the nodes change at each time step. Several results for annealed networks appear to hold also for the corresponding ensembles of quenched networks, as it has been verified using numerical simulations. Although the annealed approximation may be useful for analytical investigations [20, 45, 46], in this work, we will always be concerned with quenched RBNs, which are obviously closer to real gene regulatory networks, where the topology and the regulatory effects do not undergo continuous changes.

A very important aspect concerns how to determine and measure the dynamical regime of RBNs: while several procedures have been proposed, an interesting and well-known method directly measures the spreading of perturbations through the network. This measure involves two parallel runs of the same system, whose initial states differ for only a small fraction of the nodes. This difference is usually measured by means of the Hamming distance $H(t)$, defined as the number of genes that have different activation values on the two runs at time $t$; the measure is performed on many different initial condition realizations, so one actually considers the average value $\langle H(t) \rangle$, but we will omit below the somewhat pedantic brackets. If the two runs converge to the same state, i.e., $H(t) \to 0$, as $t \to \infty$, then the dynamics of the system are robust with respect to small perturbations (a signature of the ordered regime), while if $H(t)$ grows in time (at least initially), then the system is in the disordered regime. The critical states are those where $H(t)$ initially remains constant.

If a single node is perturbed, the average number of different nodes at the following time step will be equal to the average number of connections per node times the probability that a node changes value if one of its input changes. This quantity, known as the Derrida parameter $\lambda$ [26, 27, 47], determines the dynamical regime of the network: if $\lambda > 1$, at each step, more nodes will be changed, and the perturbation will grow (chaotic regime); if $\lambda < 1$, after a few steps, the perturbation will die out (ordered regime). The value $\lambda = 1$ is critical (separating chaos from order). The presence of a phase transition in RBNs at a critical value of the Derrida parameter is also confirmed by information-theory-based analyses of their dynamics [17, 33, 48].

In the classical model of RBNs, Boolean functions are often chosen at random among all those with $k_{in}$ inputs, but a detailed study of tens of actual genetic control circuits [49] has shown that, in real biological systems, only so-called canalizing functions are found: a function is said to be canalizing if there is at least one value of one of its inputs that uniquely determines its output. It may therefore be interesting to consider models where only canalizing functions are allowed. Moreover, if we associate the value 0 to inactivity, a node that is always 0 will never show its presence, so it may also be interesting to consider models where the null function is excluded [23].

4. Perturbations in Random Boolean Networks

As discussed in Section 1, we can compare what happens in the wild-type and in the knocked-out RBN. In the beginning, a single node (the knocked-out one, also called the root of the perturbation) differs in the two cases, so the initial size of the avalanche is 1. Let $R$ be the set of nodes that directly receive input from the root: if no node in $R$ changes its value, the avalanche stops at the root, and it turns out to be of size 1; otherwise, the perturbation spreads, and it can later reach nodes that receive inputs from nodes in $R$ (possibly through other intermediate nodes). After transients have died out, one can compare the two cases and see how many nodes take different values at least once: these are the nodes that have been affected by the perturbation, and their number is the size of the avalanche induced in that particular network by that particular knockout.

The above definition of avalanche is applicable to simulated data from individual realizations of RBNs. Experimental data obtained by microarray technologies, such as those collected by Hughes et al. [24] and Kemmeren et al. [25] are aggregated data recording gene expression changes in groups of similar cells, and an experimental avalanche will consist of those genes whose expression has changed after a single gene deletion. We will assume that a gene whose expression has changed in the real data corresponds to an affected node in the dynamical model, so we will directly compare the size of the avalanche in the model to the size of the experimental avalanche. For a proper comparison, as already noted in Section 1, it is necessary to dichotomize the experimental data; we will discuss in detail the choice of the dichotomization threshold in Section 6. The comparisons discussed in this section concern only the behaviours of two different models, the wild-type and the knocked-out RBN.

As discussed in detail by Serra et al. [22], some simplifying assumptions can be introduced, which are very well satisfied by the S. cerevisiae case.
Assumption 1. The network is sparse, i.e., both the number of incoming and outgoing links per node is much smaller than the total number of nodes.

Assumption 2. The avalanche size is small with respect to the total number of nodes.

A straightforward consequence of these hypotheses is that the probability that a gene, whose value has changed, feeds back its change into one of its input genes is negligible, and so is the probability that more input nodes of a gene change their values. Under these assumptions, the spreading of an avalanche can be described by a tree, since in these cases, every affected node can be regarded as the root of a subavalanche, which evolves independently of the other subavalanches. We will refer to avalanches of this type as noninterfering avalanches, while a self-interfering avalanche will be an avalanche where at least one node has two changed inputs (in the knocked-out network with respect to the wild-type one).

In synthesis, if Assumptions 1 and 2 above hold, the number of self-interfering avalanches is very small, and it suffices to consider noninterfering avalanches. From now on, in this paper, the term “avalanche” will be used for noninterfering avalanches unless otherwise explicitly stated. It can be shown [22] that, in the case where self-interfering avalanches are excluded, the probability that the knockout of a randomly chosen node gives rise to an avalanche of size \( v \), say \( v = 1, 2, \ldots \), depends only upon the probability distribution of the number of outgoing connections. In the classical RBN model considered in this paper, where every node has \( k_{in} \) incoming links chosen at random with uniform probability among all other \( r - 1 \) nodes, when the network is large, as anticipated in Section 3, the outdegree distribution is known to be approximately Poissonian:

\[
P_{\text{out}}(k | \alpha) = \frac{\alpha^k}{k!} e^{-\alpha}, \quad k = 0, 1, 2, \ldots,
\]

where \( P_{\text{out}}(k) \) denotes the probability that a node chosen at random has \( k \) outgoing connections and \( \alpha \) is the average number of outgoing links; note that \( \alpha = k_{in} \), because every outgoing link of a node is an input connection for another node. For instance, one finds \( \alpha = 2 \) in the simple case of RBNs with two inputs.

More specifically, it can be shown [22] that the avalanche size distribution only depends on the probability generating function of the outdegree distribution computed at the probability \( q \) that a node chosen at random is not affected when exactly one of its inputs is affected:

\[
g_{\text{out}}(q | \alpha) = \sum_{k=0}^{\infty} q^k \frac{\alpha^k}{k!} e^{-\alpha} = e^{-\alpha(1-q)}
\]

in the Poissonian approximation. Serra et al. [22], for RBNs with two inputs, found \( q = 1/2 \) when all Boolean functions are allowed, \( q = 4/7 \) when only canalizing functions are allowed, or \( q = 7/13 \) when the null function is also excluded.

Assumption 3. The avalanche size is small with respect to the wild-type network.

Figure 1 shows that (3) does well approximate the size distribution of avalanches simulated from RBNs with 1000 nodes, two inputs per node, and all 16 Boolean function allowed.

It is immediate to check that \( g_{\text{out}}(q | \alpha) \) depends upon \( \alpha \) and \( q \) only through \( \lambda = \alpha(1-q) \). This quantity is the product of the average number of connections per node times the probability that a node changes value if one of its input changes, that is, the Derrida parameter introduced in Section 3 (see also Serra et al. [22]). It follows that \( \lambda \) determines the avalanche size distribution, and we will show in Section 5 that

\[
P_{\text{avr}}(v | \lambda) = \frac{\lambda^v}{v!} e^{-\lambda}, \quad v = 1, 2, 3, \ldots
\]

upon knockout of a single gene (for noninterfering avalanches). For instance, in the case of RBNs with two inputs, we have \( \lambda = 1 \) (critical value) when all Boolean functions are allowed, \( \lambda = 6/7 \) when only canalizing functions are allowed, and \( \lambda = 12/13 \) when the null function is also excluded (two instances of ordered regime).

Figure 1 shows (3) does well approximate the size distribution of avalanches simulated from RBNs with 1000 nodes, two inputs per node, and all Boolean functions allowed (with uniform probability). On the other hand, one can see from Figure 2(b) that the distribution of avalanches in simulated networks with 20 nodes (two inputs per node and only canalizing functions allowed) is not satisfactorily described by (3). This is unsurprising, because we know that Assumptions 1 and 2 above break down for small networks, where self-interference comes into play. Indeed, as illustrated in Figure 2(a), once the simulated avalanches that actually interfere with themselves have been identified and removed, the remaining ones are no longer at odds with the theoretical
formula (see also Di Stefano et al. [21]). We obtained similar results for networks of different sizes: as it should be expected, ceteris paribus, the fraction of self-interfering avalanches is a monotonous decreasing function of the network size $r$.

Note that, although the size distribution of noninterfering avalanches given by (3) is not of the power law type, it can closely approximate a power law under some circumstances. Specifically, if we let the network be critical ($\lambda = 1$), then

$$p(v) = \frac{v^{v-1}}{v!} e^{-v}, \quad v = 1, 2, 3, \ldots$$

where we have simplified our notation by writing $p(v)$ in place of $p_{\text{ava}}(v \mid 1)$. Then, if the avalanche is not too small, one can insert Stirling’s approximation $v! \approx \sqrt{2\pi v} (v/e)^v$ in (4) and thus obtain

$$p(v) \approx \frac{1}{\sqrt{2\pi}} v^{-3/2}, \quad v = 1, 2, 3, \ldots$$

i.e., a power law with slope 1.5. Interestingly, the approximation is quite good: the error due to Stirling’s formula is 8% for the smallest avalanches ($v = 1$), and it rapidly falls to 4% for avalanches of size two, to 2% for avalanches of size four, to 1% for avalanches of size six, and below 1% for avalanches whose size is nine or larger.

It is also important to note that the size distribution of avalanches is very similar to the outdegree distribution of the Genetic Perturbation Network (GPN) in the paper by Kemmeren et al. [25], whose experimental data about changes in gene expression levels will be compared with our theoretical predictions in Section 6. Indeed, the GPN of Kemmeren et al. [25] includes a link from each knocked-out gene to all those genes whose expression levels have significantly changed. Hence, in the GPN, a knocked-out gene is directly linked to all genes affected by its avalanche.

We stress that the GPN is not the gene regulatory network, which we model as RBN, because the latter includes only direct causal links. Suppose, for example, that gene $a$ is knocked out and that it has output connections to genes $b$ and $c$. Suppose also that gene $b$ has output connections to genes $d$ and $e$. Finally, for the sake of definiteness, suppose that $b$, $c$, $d$, and $e$ are all affected when $a$ is knocked out. Then, in the GPN node, $a$ will have four links (to $b$, $c$, $d$, and $e$) while in the RBN, it will only have two links (to $b$ and $c$) although there will be two further links in the network (from $b$ to $d$ and $e$). It is apparent that the outdegree distribution of the RBN is different from the outdegree distribution of the GPN.

Kemmeren et al. [25] claim that the GPN of $S.\ cerise$ exhibits a power law outdegree distribution. In light of the above described approximation, their claim is compatible with adopting a critical RBN as gene regulatory network. Indeed, using the same thresholds for differential expression as Kemmeren et al. [25], we would obtain in Section 6 an estimate of the Derrida parameter very close to one ($\lambda = 0.98$). In fact, our study of threshold choice will lead us to a different result.

5. Theoretical Avalanche Size Distribution

We now derive the probability mass function of the avalanche size in a large RBN. Specifically, the RBN should be large enough for the number of outgoing connections of any given node to follow a Poisson distribution and for the avalanche to progress without interfering with itself. We remark that both conditions can be satisfied only in an approximate sense, which is the reason why we regard the
resulting distribution as theoretical. The same distribution was derived by Rámó et al. [28], assuming the annealed approximation, but following a less elementary line of proof.

Under the noninterference condition, each node in the avalanche has a unique parent that determines its first deviation from the unperturbed trajectory, except for the root node (the first perturbed node). The avalanche size $V$ therefore satisfies the equation $V = 1 + W_1 + \cdots + W_v$, where $W_v$ is the number of affected nodes that have as parent the $v$-th perturbed node; note that the actual ordering of nodes perturbed at the same time is immaterial. Clearly, we have $1 + W_1 + \cdots + W_v > v$ for all $v < V$, and $W_1 = 0$, so that $V = \inf \{v \geq 1 : 1 + W_1 + \cdots + W_v = v\}$. If we define $Z_v = W_v - 1$, for all $v \geq 1$, we obtain $V = \inf \{v \geq 1 : 1 + Z_1 + \cdots + Z_v = 0\}$.

Since $W_1, W_2, \ldots$, hence $Z_1, Z_2, \ldots$, are independent and identically distributed in the RBN model, we have shown that the avalanche size equals the hitting time of the origin for a random walk on the integers starting at 1 and having steps bounded from below by $-1$. For such a random walk, the following result (known as the hitting time theorem) holds with an elementary proof [50]:

$$\Pr (V = v) = \frac{1}{v} \Pr (1 + Z_1 + \cdots + Z_v = 0), \quad v = 1, 2, 3, \ldots,$$

(6)

where the left-hand side of (6) defines the probability mass function $p_{\text{ava}}(v \mid \lambda)$ of $V$, and we will turn the right-hand side of (6) into the closed-form expression appearing in the right-hand side of (3).

Let $Y_v$ be the number of outgoing connections of node $v$. Recall that $Y_v$ follows a Poisson distribution with probability mass function (1). Since exactly $j$ out of $k$ outputs must be affected to obtain $W_v = j$ when $Y_v = k$, $k = 0, 1, 2, \ldots$, we can write

$$\Pr (W_v = j \mid Y_v = k) = \frac{k!}{j!(k-j)!} (1-q)^j q^{k-j}, \quad j = 0, 1, \ldots, k.$$

(7)

Then, the law of total probability gives us

$$\Pr (W_v = j) = \sum_{k=j}^{\infty} \frac{k!}{j!(k-j)!} (1-q)^j q^{k-j} p_{\text{ava}}(k \mid a) = \frac{(1-q)^j}{j!} \sum_{k=j}^{\infty} \frac{q^{k-j}}{(k-j)!} e^{-\alpha} \alpha^k$$

(8)

for all $j = 0, 1, 2, \ldots$, so that $W_v$ follows a Poisson distribution with mean equal to the Derrida parameter $\alpha = a(1-q)$.

Finally, it is a standard result that $W_1 + \cdots + W_v$ follows the Poisson distribution with mean $\lambda v$. This allows us to compute the right-hand side of (6) as

$$\frac{1}{v} \Pr (W_1 + \cdots + W_v = v - 1) = \frac{(\lambda v)^{v-1}}{v!} e^{-\lambda v}, \quad v = 1, 2, 3, \ldots,$$

(9)

which is the desired closed-form expression for $p_{\text{ava}}(v \mid \lambda)$ in (3).

We remark that (3) is a valid probability mass function for all $\lambda > 0$, if complemented by $p_{\text{ava}}(\infty \mid \lambda) = 1 - \sum_{v=1}^{\infty} p_{\text{ava}}(v \mid \lambda) = \Pr (V = \infty)$; this quantity is strictly positive, hence nonignorable, if and only if $\lambda > 1$ (chaotic regime). The last assertion follows from the fact that $V = 1 + W_1 + \cdots + W_v$ can be seen as the total progeny of a single ancestor branching process having Poisson distributed offspring with mean $\lambda$. The same representation shows that the mean of $V$ is given by $\sum_{v=0}^{\infty} v \lambda^v$ (sum of the means of all generations in the branching process) which is finite and equals $1/(1-\lambda)$ if $\lambda < 1$ (see, for example, Harris [51], chap. 1).

6. Comparison with Experimental Data

We analyze genome-wide mRNA expression data from a battery of gene deletion experiments on the yeast S. cerevisiae. Specifically, we analyze the data collected by Kemmeren et al. [25]. These authors measured the expression change of $r = 6182$ genes in $n = 1484$ mutant yeast strains carrying a single gene deletion. For each gene and mutant, they produced two numbers: a fold change and a $P$ value. Let $m_{hi}$ be the binary logarithm of the fold change for gene $h$ and mutant $i$, and denote by $p_{hi}$ the corresponding $P$ value. We refer the reader to Kemmeren et al. [25] for all information on the process leading to the quantities $m_{hi}$ and $p_{hi}$, $h = 1, \ldots, r$, $i = 1, \ldots, n$, which we regard here as our raw data. We use the software R [52] for all data analyses, both numerical and graphical.

In order to adopt the RBN model as the data generating mechanism, we need to dichotomize the data. This can be done by declaring a gene differentially expressed in a given mutant (with respect to the wild-type strain) when the corresponding fold change is large (in absolute value) and the corresponding $P$ value is small. Let $e_{hi} = 1$ if $|m_{hi}| \geq \log_2(T)$ and $p_{hi} \leq P$, or $e_{hi} = 0$ otherwise, so that $e_{hi}$ indicates differential expression of gene $h$ in mutant $i$. The size of the avalanche originated by gene deletion in mutant $i$ is thus given by $v_i = \sum_{j=1}^{m_{hi}} e_{hi}$, for all $i = 1, \ldots, n$, and the empirical distribution of $v_1, \ldots, v_n$ can be compared with the avalanche size distribution in the RBN (for any given value of the Derrida parameter $\lambda$).

A comparison along the above described lines was carried out by Serra et al. [22, 23] on a smaller dataset collected by Hughes et al. [24]. In a pioneering study, the latter authors had measured expression changes genome-wide for 276 deletion mutants of S. cerevisiae. Serra et al. [23] restricted their attention to fourfold or larger changes ($T = 4$) and ignored the $P$ values ($P = 1$) to focus on incontrovertible changes without relying on any null hypothesis. They found a good graphical agreement between the size distribution of experimental avalanches and the size distribution of avalanches.
simulated from RBNs with two inputs allowing only canalizing functions \((\lambda = 6/7)\). Serra et al. [22] let \(T\) vary between 2 and 15 and found that the choice \(T = 7\) was optimal in terms of \(\chi^2\) distance between the two distributions (for all three types of RBNs with two inputs). With this choice, using the same optimality criterion, but replacing the simulated distribution with the theoretical one, whose analytical expression they had derived up to size six, and dropping observed avalanches of size seven or more, they estimated \(\lambda = 0.84\) (quite close to \(6/7 = 0.86\)). Note that all strictly positive values of \(\lambda\) are of interest, in principle, because RBNs are a very abstract representation of gene interaction networks, and the case with two inputs is just the simplest possible scenario (not quite a realistic one).

We here compare the full theoretical distribution derived in Section 5 to the empirical avalanche size distribution in the larger dataset collected by Kemmeren et al. [25]. Specifically, we analyze the avalanche sizes \(v_1, \ldots, v_n\) obtained with a given choice of \(T\) and \(P\) using the statistical model with likelihood function:

\[
L(\lambda) = \prod_{n=1}^{N} P_{\text{avr}}(v_i | \lambda) = \left(\prod_{n=1}^{N} \frac{\lambda^{v_i - 1}}{\lambda^{v_i}}\right) \lambda^{-n \bar{v}} e^{-n \lambda}, \quad \lambda > 0,
\]

(10)

where \(\bar{v} = n^{-1} \sum_{i=1}^{N} v_i\) is the observed mean avalanche size. Equation (10) gives the theoretical probability of observing \(v_1, \ldots, v_n\) as avalanche sizes, in \(n\) independent RBNs, as a function of the Derrida parameter. We study the sensitivity of our results to the choice of \(T\) and \(P\) with methods discussed later in this section.

It is easily seen that (10) admits a unique maximum for \(\hat{\lambda} = 1 - 1/\bar{v}\), which is therefore the maximum likelihood estimate of \(\lambda\). Note that \(\hat{\lambda} < 1\) for all possible values of \(v_1, \ldots, v_n\), because we cannot observe infinite avalanche sizes. This means that we cannot even learn a Derrida parameter larger than one. However, if \(\lambda > 1\), we would sooner or later observe an infinite avalanche size and this would rule out all \(\lambda \leq 1\), while for \(\lambda = 1\), we will observe \(\bar{v}\) tending to infinity as \(n\) grows and this will give us a value of \(\hat{\lambda}\) close to 1 for large \(n\) (albeit always strictly smaller than 1). In practice, we need to check that the observed avalanches are small with respect to the network and to assess the bias associated to the estimate \(\hat{\lambda}\). We carry out the first task by comparing \(v_{(n)} = \max\{v_1, \ldots, v_n\}\) to the number of genes \(r\), and the second task by means of the jackknife method [53, 54]. We also use this method to assess the precision of \(\hat{\lambda}\) by computing its jackknife standard error.

Table 1 reports our results with \(P = 1\), that is, ignoring \(P\) values, and \(T\) varying from twofold to fourfold. Since some of the observed avalanches have size zero, following Serra et al. [22], we merge them with those of size one. Alternatively, they can be dropped: if we cannot even record a change for the deleted gene, it may be wiser to ignore the whole deletion experiment. Table 2 reports our results with this alternative approach: it can be seen that here \(n\) varies with \(T\), which allows one to appraise the magnitude of the phenomenon. We see from either Table 1 or Table 2 that all observed avalanches are small with respect to the total number of genes in the network: \(v_{(n)}\) is at most 741, while \(r = 6182\). We also see that, in both tables, the jackknife method estimates the bias as negligible with respect to the standard error (by an order of magnitude). However, it appears that the value of \(\hat{\lambda}\) strongly depends on the choice of \(T\): it ranges from 0.96 down to 0.77 (Table 1) or 0.81 (Table 2). There is no robust estimate of the Derrida parameter with respect to threshold choice, even though the dependence of \(\hat{\lambda}\) on \(T\) is less pronounced when dropping zeros than when merging them with ones, and we therefore resort to the two heuristic arguments anticipated in Section 1.

Figure 3, focusing on the smallest thresholds, plots the difference between the number of size one avalanches and the number of size two avalanches as a function of the chosen threshold. We read Figure 3 as suggesting that the minimal threshold fully reverts the unphysical inversion between the two empirical frequencies should be a value slightly higher than 2.3. Then, we compare the results obtained with different values of \(T\) by assessing how good is the fit of the empirical avalanche size distribution in the different data dichotomizations. To this aim, we gauge how close is the estimated distribution, represented by the theoretical probability mass function.

### Table 1: Results with \(P = 1\) (zeros merged with ones).

<table>
<thead>
<tr>
<th>(T)</th>
<th>(n)</th>
<th>(v_{\text{Max}})</th>
<th>(v_{\text{Mean}})</th>
<th>MLE</th>
<th>(J\text{Bias})</th>
<th>(J\text{StdErr})</th>
<th>KLD</th>
<th>TVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1484</td>
<td>741</td>
<td>23.4</td>
<td>0.96</td>
<td>-0.0002</td>
<td>0.0027</td>
<td>0.258</td>
<td>0.276</td>
</tr>
<tr>
<td>2.25</td>
<td>1484</td>
<td>625</td>
<td>16.4</td>
<td>0.94</td>
<td>-0.0003</td>
<td>0.0041</td>
<td>0.149</td>
<td>0.192</td>
</tr>
<tr>
<td>2.50</td>
<td>1484</td>
<td>530</td>
<td>12.2</td>
<td>0.92</td>
<td>-0.0004</td>
<td>0.0058</td>
<td>0.099</td>
<td>0.128</td>
</tr>
<tr>
<td>2.75</td>
<td>1484</td>
<td>485</td>
<td>9.6</td>
<td>0.90</td>
<td>-0.0006</td>
<td>0.0078</td>
<td>0.081</td>
<td>0.106</td>
</tr>
<tr>
<td>3</td>
<td>1484</td>
<td>440</td>
<td>7.8</td>
<td>0.87</td>
<td>-0.0007</td>
<td>0.0099</td>
<td>0.083</td>
<td>0.130</td>
</tr>
<tr>
<td>3.25</td>
<td>1484</td>
<td>396</td>
<td>6.5</td>
<td>0.85</td>
<td>-0.0009</td>
<td>0.0121</td>
<td>0.092</td>
<td>0.150</td>
</tr>
<tr>
<td>3.5</td>
<td>1484</td>
<td>356</td>
<td>5.6</td>
<td>0.82</td>
<td>-0.0012</td>
<td>0.0146</td>
<td>0.109</td>
<td>0.188</td>
</tr>
<tr>
<td>3.75</td>
<td>1484</td>
<td>331</td>
<td>4.8</td>
<td>0.79</td>
<td>-0.0014</td>
<td>0.0173</td>
<td>0.132</td>
<td>0.217</td>
</tr>
<tr>
<td>4</td>
<td>1484</td>
<td>306</td>
<td>4.3</td>
<td>0.77</td>
<td>-0.0016</td>
<td>0.0199</td>
<td>0.154</td>
<td>0.237</td>
</tr>
</tbody>
</table>

### Table 2: Results with \(P = 1\) (zeros dropped).

<table>
<thead>
<tr>
<th>(T)</th>
<th>(n)</th>
<th>(v_{\text{Max}})</th>
<th>(v_{\text{Mean}})</th>
<th>MLE</th>
<th>(J\text{Bias})</th>
<th>(J\text{StdErr})</th>
<th>KLD</th>
<th>TVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1445</td>
<td>741</td>
<td>24.0</td>
<td>0.96</td>
<td>-0.0002</td>
<td>0.0027</td>
<td>0.292</td>
<td>0.298</td>
</tr>
<tr>
<td>2.25</td>
<td>1414</td>
<td>625</td>
<td>17.2</td>
<td>0.94</td>
<td>-0.0003</td>
<td>0.0039</td>
<td>0.182</td>
<td>0.224</td>
</tr>
<tr>
<td>2.50</td>
<td>1364</td>
<td>530</td>
<td>13.2</td>
<td>0.92</td>
<td>-0.0004</td>
<td>0.0054</td>
<td>0.128</td>
<td>0.167</td>
</tr>
<tr>
<td>2.75</td>
<td>1322</td>
<td>485</td>
<td>10.6</td>
<td>0.91</td>
<td>-0.0005</td>
<td>0.0070</td>
<td>0.094</td>
<td>0.118</td>
</tr>
<tr>
<td>3</td>
<td>1278</td>
<td>440</td>
<td>8.9</td>
<td>0.89</td>
<td>-0.0007</td>
<td>0.0088</td>
<td>0.081</td>
<td>0.097</td>
</tr>
<tr>
<td>3.25</td>
<td>1231</td>
<td>396</td>
<td>7.7</td>
<td>0.87</td>
<td>-0.0008</td>
<td>0.0105</td>
<td>0.075</td>
<td>0.110</td>
</tr>
<tr>
<td>3.5</td>
<td>1182</td>
<td>356</td>
<td>6.7</td>
<td>0.85</td>
<td>-0.0010</td>
<td>0.0125</td>
<td>0.072</td>
<td>0.113</td>
</tr>
<tr>
<td>3.75</td>
<td>1154</td>
<td>331</td>
<td>5.9</td>
<td>0.83</td>
<td>-0.0012</td>
<td>0.0147</td>
<td>0.084</td>
<td>0.147</td>
</tr>
<tr>
<td>4</td>
<td>1110</td>
<td>306</td>
<td>5.4</td>
<td>0.81</td>
<td>-0.0014</td>
<td>0.0167</td>
<td>0.096</td>
<td>0.167</td>
</tr>
</tbody>
</table>
with Derrida parameter $\lambda$, to the empirical distribution of $v_1, \ldots, v_n$, represented by the probability mass function.
\[
    p_{\text{emp}}(v) = \frac{1}{n} \sum_{i=1}^{n} I_{v_i}(v), \quad v = 1, 2, 3, \ldots \tag{11}
\]

where $I_{v_i}(v)$ indicates whether we have observed $v_i = v$ or not: $I_{v_i}(v) = 1$ if $v_i = v$, or $I_{v_i}(v) = 0$ otherwise. There are different ways to gauge (lack of) closeness between two probability mass functions, and we select two on grounds of interpretability.

The Kullback–Leibler divergence, or relative entropy ([55], chap. 2), between the empirical mass function $p_{\text{emp}}$ and the estimated theoretical mass function $\tilde{p}_{\text{ava}} = p_{\text{ava}}(\lambda)$ is given by
\[
    \text{KLD} \left( p_{\text{emp}} \Vert \tilde{p}_{\text{ava}} \right) = \sum_{v=1}^{\infty} p_{\text{emp}}(v) \log \frac{p_{\text{emp}}(v)}{\tilde{p}_{\text{ava}}(v)}. \tag{12}
\]

It measures, on an information scale, the inefficiency of assuming that the mass function is $\tilde{p}_{\text{ava}}$ when it is $p_{\text{emp}}$. We have $\text{KLD}(p_{\text{emp}} \Vert p) \geq 0$, for all probability mass function $p$ on the natural numbers, and $\text{KLD}(p_{\text{emp}} \Vert p) = 0$ if and only if $p \equiv p_{\text{emp}}$. It is worth noting that $\tilde{p}_{\text{ava}}$ minimizes KLD ($p_{\text{emp}} \Vert \bar{p}_\lambda$) over all $\bar{p}_\lambda = p_{\text{ava}}(\lambda)$ in the statistical model, because KLD($p_{\text{emp}} \Vert \bar{p}_\lambda$) coincides with the log-likelihood up to a negative affine transformation. Therefore, we can see KLD($p_{\text{emp}} \Vert \tilde{p}_{\text{ava}}$) as a measure of the inefficiency of using the statistical model in place of the empirical distribution.

The total variation distance, or distance in variation ([56], chap. 4), between $p_{\text{emp}}$ and $\tilde{p}_{\text{ava}}$ is defined as
\[
    \text{TVD} \left( p_{\text{emp}} \Vert \tilde{p}_{\text{ava}} \right) = \frac{1}{2} \sum_{v=1}^{\infty} \left| p_{\text{emp}}(v) - \tilde{p}_{\text{ava}}(v) \right|. \tag{13}
\]

It equals the supremum over all subsets of the natural numbers for the absolute difference between the probability computed using $p_{\text{emp}}$ and that computed using $\tilde{p}_{\text{ava}}$. TVD($p_{\text{emp}} \Vert \tilde{p}_{\text{ava}}$) therefore provides a sharp bound on the worst case error committed by replacing $p_{\text{emp}}$ with $\tilde{p}_{\text{ava}}$ (or vice versa); since its maximum possible value is 1, we can read it as a percentage, even though it is not a measure of relative error.

Figure 4 plots KLD($p_{\text{emp}} \Vert \tilde{p}_{\text{ava}}$) as a function of the dichotomization threshold $T$. The fit is better when zeros are dropped, than when they are merged with ones, but for the smallest thresholds, where it is either unsatisfactory in both cases or comparable in the two cases. A similar scenario is depicted in Figure 5, where TVD($p_{\text{emp}} \Vert \tilde{p}_{\text{ava}}$) is plotted in place of KLD ($p_{\text{emp}} \Vert \tilde{p}_{\text{ava}}$). Therefore, in the following, we stick to dropping zeros, and we refer to the results in Table 2; recall that this choice also results in a more robust MLE. The optimal threshold choice in terms of Kullback–Leibler divergence is
given by $T = 3.5$, while the optimal threshold in terms of total variation distance is $T = 3$. Keeping in mind our first heuristic argument, we select $T = 3$ as our best choice, and we note that it provides a good fit under both criteria of discrepancy; in particular, with $T = 3$, we get a less than 10% worst case error by replacing the empirical distribution with the estimated theoretical one.

The considerable difference between our best choice $T = 3$ and the optimal choice $T = 7$ found by Serra et al. [22] can be explained in terms of the remarkable improvements in measurement technology which occurred between the work of Hughes et al. [24] and that of Kemmeren et al. [25]. As a double check on the implications of our choice, we draw in Figure 6 a boxplot of fold changes obtained for deleted genes in the corresponding deletion experiments. It is clear from Figure 6 that the central part of the distribution is below the optimal threshold.

Table 3 has the same structure as Table 2, but it is based on $P = 0.01$. This is intended as a high significance threshold, and since the results in Table 3 are very similar to those in Table 2, we conclude that the choice of $P$ is not critical. This shows that to identify large changes, we need not rely on any null hypothesis, and we therefore stick to our original choice $P = 1$. As an aside, we remark that Kemmeren et al. [25] defined differential expression as $T = 1.7$ and $P = 0.05$ in their analyses. This choice, which was presented as a stringent form of thresholding, aimed at focussing on robust changes more likely to be biologically meaningful, does not lead to a good fit of our model. Of course, in general, different choices are appropriate to different analyses, but maybe our results can offer some insight here.

Letting $T = 3$ (with $P = 1$ and dropping zeros), we obtain $\hat{\lambda} = 0.89 \pm 0.02$ (two standard errors, see Figure 7 for a graphical representation of the corresponding fit). The estimated value of the Derrida parameter is thus intermediate between $\lambda_1 = 6/7 = 0.86$ (theoretical value for RBNS with two inputs allowing only canalizing functions) and $\lambda_3 = 12/13 = 0.92$ (theoretical value for RBNS with two inputs also excluding the null function). We compare the support given by the data to these two special values, and to the third special value $\lambda_3 = 1$ (theoretical value for RBNS with two inputs allowing all Boolean functions and critical value), by means of an elementary Bayesian model.

We introduce a random variable $\Lambda$ to represent the unknown value of the Derrida parameter, and we assign $\Pr(\Lambda = \lambda_1) = \Pr(\Lambda = \lambda_2) = \Pr(\Lambda = \lambda_3) = 1/3$ as prior probabilities (restricting our attention to the special values of interest). Then, we use an elementary version of Bayes formula to compute

$$
\Pr(\Lambda = \lambda_j \mid V_{1,n} = v_{1,n}) = \frac{\Pr(V_{1,n} = v_{1,n} \mid \Lambda = \lambda_j) \Pr(\Lambda = \lambda_j)}{\sum_{k=1}^{3} \Pr(V_{1,n} = v_{1,n} \mid \Lambda = \lambda_k) \Pr(\Lambda = \lambda_k)},
$$

for $j = 1, 2, 3$, where $V_{1,n} = v_{1,n}$ is a shorthand for $V_1 = v_1, \ldots, V_n = v_n$ (the observed event) and $\Pr(V_{1,n} = v_{1,n} \mid \Lambda = \lambda)$ is the likelihood of the value $\lambda$. In this way, we find the following posterior probabilities: about 85% for $\lambda_1 = 6/7$, about 15% for $\lambda_3 = 12/13$, and about zero for $\lambda_3 = 1$.

The above results suggest RBNS with two inputs allowing only canalizing functions (including the null function) as the data generating mechanism for the avalanches observed by Kemmeren et al. [25]. These are subcritical RBNS, while critical RBNS are not at all supported by the data: the critical value $\lambda_3 = 1$ receives a negligible posterior probability in our model. However, one might argue that $\lambda_1 = 6/7$ and $\lambda_3 = 12/13$ are two lucky subcritical values for the Derrida parameter, selected by the arbitrary choice of RBNS with

![Figure 6: Fold change distribution for deleted genes; horizontal gray lines at zero (no change) and $-\log_2(3) \approx -1.58$ (optimal threshold).](image)

![Figure 7: Empirical (gray bars) and estimated theoretical (red bullets) distributions with our final data analytical choices.](image)
two inputs, and that the comparison is not fair, because critical RBNs have no tuning parameter. We can fairly assess whether \( \lambda = 1 \) or \( \lambda \neq 1 \) by means of a more elaborate Bayesian model. This also results in an extremely small posterior probability of criticality (see Appendix for details).

7. Conclusions

We have shown in this paper how it is possible to draw inferences about the dynamical regime of a genetic network from the study of data that do not change in time. As discussed in the previous sections, this can be achieved by resorting to a dynamical model of the network and by showing that the size distribution of avalanches depends upon the same parameter that determines the dynamical regime. Our estimate of the Derrida parameter is therefore indirect, and yet it provides a strong support to the conclusion that the gene network of *S. cerevisiae* is slightly ordered. Similar conclusions had been found in HeLa cells [11] by an entirely different method, based upon the use of Lempel-Ziv complexity.

The experimental data about the effects of gene perturbations (and therefore about the size of avalanches) do not come from a single cell, but rather from a group of nonsynchronized cells, and the measurements were taken much later than the knockouts had been performed. The sizes of the experimentally measured avalanches should therefore be compared with those of the fully developed simulated avalanches, as it has been done in this paper.

The application of the method is limited to experiments based on single gene knockouts, because, in this case, the size of the initial perturbation of the network activation values is known. Other information about the dynamical regime of biological networks might be obtained by analyzing time-course data, that is, by studying the time evolution of avalanche sizes. In this way, it might be possible to use also data from more general perturbations, which might directly affect the expression of several genes, like, e.g., those produced by exposing cell cultures to contaminants or drugs. However, classical RBNs are not well-suited to deal with time courses because of their synchronous update, which amounts to assuming that all the mRNA is completely degraded between two successive time steps; otherwise, the state at time \( t + 1 \) would not depend only upon the state at time \( t \) but also upon previous time steps, as discussed by Graudenzi et al. [43]. Since different mRNAs may have different decay constants, this assumption seems questionable. To circumvent this problem, it is possible to introduce memory in the model (see, e.g., Graudenzi et al. [43, 57] and further references therein). This modification also affects the very definition of an avalanche and is a topic for further research [44].

Note that we used fully random Boolean networks, where there is nothing specific about *S. cerevisiae*. The implicit assumption is that the distribution of avalanche sizes be a generic property, so that a generic model can capture it; similar remarks apply to the abovementioned work on HeLa cells [11]. The assumption seems quite justified a posteriori, by the good agreement with experimental data.

Other cases exist where a Boolean model has been used to describe specific gene regulatory networks, where the connections are supposed to be known. There are a priori some caveats to be taken into account, since the regulatory influences that are known might be only a subset of a wider, largely unknown network. Having said this, it should be stressed that, in some cases, these “specific” networks were found to be close to criticality [58].

An important point concerns the actual degree distribution of the nodes of *S. cerevisiae*. We have shown elsewhere [22] that, in the case of noninterfering avalanches, their size distribution does not depend upon the exact shape of the indegree distribution of the gene regulatory network. It can therefore be assumed for simplicity that the indegree is identical for every node. On the other hand, the avalanche size distribution can and does depend upon the shape of the out-degree distribution. As discussed at the end of Section 2, recent experimental work shows that the genetic regulatory network of *S. cerevisiae* is not of the Erdös-Rényi type, nor it can be claimed to be of the scale-free type. Some networks built upon experimental data, like the GPN of Kemmeren et al. [25], appear to be scale-free. However, as discussed at the end of Section 4, they do not represent the causal influences between the genes (see also Wagner [59]). The safest conclusion is that we do not have a reliable knowledge of the topology of the (causal) genetic regulatory network, and we have lessons to learn from simplified models like the RBN discussed in this paper, or scale-free networks, or others. This is also consistent with the general approach of looking for generic properties, rather than specific features.

Scale-free networks have been discussed in depth in a previous paper by our group [60], where it was shown that the avalanche size distribution on such a network can closely approximate the one on an Erdös-Rényi network, and also the available experimental data. However, in order to properly describe the distribution of the smaller (and more frequent) avalanches, it was necessary to choose the parameters in such a way that also very large avalanches were possible. These very large avalanches were not observed in the data available at that time [24], but those data referred to a limited number of knockouts, and one could not exclude that giant avalanches might have been observed if a larger set of knockouts had been performed. We plan to compare in

![Figure 8: Posterior probability of criticality (\( \lambda = 1 \)) as a function of prior conditional precision (inverse of prior conditional variance) given \( \lambda \neq 1 \).](image-url)
further work the distribution of avalanches in scale-free Boolean networks with the wider data set of Kemmeren et al. [25], investigating its dependency upon the value of the Derrida parameter.

A further remark is in order. As observed by Kauffman [1, 2], the line of reasoning that leads to the criticality hypothesis applies to whole organisms, in the case of multicellular organisms, rather than to isolated cells. \( S. \text{cerevisiae} \) is a unicellular organism, yet it is known that it can live in colonies [61], a form of organization that can be considered as intermediate between unicellularity and true multicellularity. Indeed, in colonies, different cells can have different behaviours and different gene activation patterns, depending, e.g., upon the position they occupy and the access they have to nutrients. The requirement of criticality for \( S. \text{cerevisiae} \) might therefore be proposed for colonies, rather than for isolated cells, and, in this case, it would be important to relate the dynamical behaviour of a colony to that of a single cell. Some models have been proposed to explore this relationship [62–66].

In conclusion, let us remark that this study is limited to a single organism, so no general claim about criticality can be advanced. However, we have shown a way to analyze the dynamics of biological genetic networks that might be easily generalized and thus be applied to a much wider set of different records.

Appendix
Bayesian Test of Criticality

In order to assess whether \( \lambda = 1 \) or \( \lambda \neq 1 \) without focussing on any other particular value of the Derrida parameter, we specify the prior distribution of \( \Lambda \) as

\[
\Pr (s \leq \Lambda \leq t) = \frac{1}{2} I_{[s,t]}(1) + \frac{1}{2} \int_s^t \pi(\lambda) d\lambda, \quad 0 < s < t < \infty,
\]

(A.1)

where \( I_{[s,t]}(1) = 1 \) if \( s \leq t \), or \( I_{[s,t]}(1) = 0 \) otherwise, and \( \pi(\lambda) \) is a probability density function on the positive real numbers. In this way, we have \( \Pr (\Lambda = 1) = 1/2 = \Pr (\Lambda \neq 1) \), while \( \pi(\lambda) \) is the conditional probability density of \( \Lambda \) given \( \Lambda \neq 1 \). Then, a more elaborate version of Bayes formula gives us

\[
\Pr (\Lambda = 1 \mid V_{1:n} = v_{1,n}) = \frac{(1/2)L(1)}{(1/2)L(1) + (1/2)\int_0^{\infty} L(\lambda) \pi(\lambda) d\lambda}, \quad 0 < a < b < \infty,
\]

(A.2)

where \( L(\lambda) = \Pr (V_{1:n} = v_{1,n} \mid \Lambda = \lambda) \) is the likelihood (10). On grounds of simplicity, aiming at computing the integral in the denominator of (A.2), we let

\[
\pi(\lambda) = \frac{b^a}{\Gamma(a)} \lambda^{a-1} e^{-b\lambda}, \quad \lambda > 0,
\]

(A.3)

for some \( a, b > 0 \), where \( \Gamma(a) = \int_0^{\infty} \lambda^{a-1} e^{-\lambda} d\lambda, \ a > 0 \), is the well-known gamma function. With this choice, we obtain

\[
\int_0^{\infty} L(\lambda) \pi(\lambda) d\lambda = \left( \prod_{i=1}^n \frac{v_i^{\gamma_i-1}}{v_i!} \right) \frac{b^n \Gamma(a)}{\Gamma(a) \ b^a},
\]

(A.4)

where \( a_c = a + n(\bar{v} - 1) \) and \( b_c = b + n\bar{v} \). We can therefore use (A.2) to compute the posterior probability of criticality, as soon as we specify \( a, b > 0 \). Since the conditional mean of \( \Lambda \) given \( \Lambda \neq 1 \) is \( a/b \), we set \( a = b \) to center \( \pi \) on \( \Lambda = 1 \), which appears to be appropriate for a fair comparison. With this choice, the conditional variance of \( \Lambda \) given \( \Lambda \neq 1 \) is \( a/b^2 = 1/b \), so \( b \) can be interpreted as a measure of prior conditional precision. Note that \( b = 1 \) spreads \( \pi \) over the positive reals in such a way that \( \Lambda = 0 \) lies exactly one standard deviation away from \( \Lambda = 1 \).

Figure 8 reports the posterior probability of criticality as a function of (the decimal logarithm of) \( b \): it is apparent that the posterior probability of criticality is never larger than 50%; it gets very close, for extremely large values of \( b \), but this is only because for such values \( \pi \) spikes on \( \Lambda = 1 \) and this makes \( \Lambda \neq 1 \) virtually indistinguishable from \( \Lambda = 1 \). For a very broad range of choices of \( b \) (about thirty orders of magnitude), the posterior probability of criticality is negligible. In particular, for the special choice \( b = 1 \) discussed above, we get \( \Pr (\Lambda = 1 \mid V_{1:n} = v_{1,n}) \approx 4.32 \times 10^{-31} \).
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