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A major challenge in decoding human emotions from electroencephalogram (EEG) data is finding representations that are invariant to inter- and intrasubject differences. Most of the previous studies are focused in building an individual discrimination model for every subject (subject dependent model). Building subject-independent models is a harder problem due to the high data variability between different subjects and different experiments with the same subject. This paper explores, for the first time, the Factor Analysis as an efficient technique to extract temporal and spatial EEG features suitable to build brain-computer interface for decoding human emotions across various subjects. Our findings show that early waves (temporal window of 200–400 ms after the stimulus onset) carry more information about the valence of the emotion. Also, spatial location of features, with a stronger impact on the emotional valence, occurs in the parietal and occipital regions of the brain. All discrimination models (NN, SVM, kNN, and RF) demonstrate better discrimination rate of the positive valence. These results match closely experimental psychology hypothesis that, during early periods after the stimulus presentation, the brain response—to images with highly positive valence—is stronger.

1. Introduction

Electroencephalography (EEG) is an efficient noninvasive technique to analyze brain activity by measuring the electrical activity on the surface of the subject’s scalp. EEG is particularly useful for development of brain-computer interfaces (BCIs). BCI refers to the direct communication pathway between the brain and an external device, such as a computer. In this paper, we focus on a subarea of BCI known as affective computing, which studies the neural mechanisms of emotions. The goal of the present work is to reliably discriminate between human emotions with positive or negative valence based on extracted EEG neural signatures. The valence, when used in psychology, refers to the “positiveness” or “negativeness” perceived by a person when exposed to some stimulus or events.

Working with EEG data brings several challenges. Brain waves recorded in the EEG have a very low signal-to-noise ratio and the noise comes from a variety of sources. For instance, the sensitive recording equipment can easily pick up electrical line noise from the surroundings. Other unwanted electrical noise can come from muscle activity, eye movements, or blinks. The EEG lacks spatial resolution; however it has a good (millisecond) time resolution to record both slowly and rapidly changing dynamics of the brain activity. Therefore, in order to identify the brain activity of interest, the relevant content of the EEG signal needs to be separated from the noise and the background processes.

EEG offers many advantages for construction of a BCI system but also several disadvantages. Most importantly, EEG is a noninvasive method for measuring brain activity. This removes the need for costly and risky surgical procedures, such as electrophysiology, in which intracortical devices such as needles or tubes may be inserted directly into the brain material, or electrocorticography, in which an array of electrodes is implanted under the skull. Both systems risk permanent and life threatening damage to a patient’s brain and require costly surgical expertise to carry them out safely. Also useful for designing a BCI, EEG does not require the
patient to be stationary like other noninvasive imaging systems such as functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG), both of which can only be carried out by large scale and expensive equipment. EEG has the ability to produce high time resolution data, which is a necessity for near-real-time systems.

Research on methods of extracting emotions from EEG patterns has intensified over the last decade. A comprehensive list of EEG-based emotion recognition systems is provided in [1]. Effective features that correlate EEG patterns and emotions are discovered both in time and in frequency domains. In the frequency domain, the EEG energy and power, the Power Spectral Density (PSD), and the Spectral Power Asymmetry (ASM) of certain bands, such as beta (16–32 Hz) and gamma (32–64 Hz), are most frequently selected. In the time domain, the Fractal Dimension (FD), Higher Order Crossings (HOC), and sample entropy have been successfully utilized [2]. More recent strategies propose Deep Learning networks to extract high-level representations of the raw EEG signals [3, 4]. To alleviate overfitting problem, principal component analysis (PCA) is applied to extract the most important components of the initial feature set. Hybrid approaches using multidimensional information, such as EEG and facial expression [5] and EEG combined with Biometric and Eye Tracking Technologies [6], proved to outperform the single modality (only EEG signals) emotion classification.

The refereed studies usually build an individual discrimination model for every subject (subject dependent model). Building subject-independent models is a harder problem due to the high data variability between different subjects and different experiments with the same subject. The extracted features improve the emotion discrimination performance indeed; however their computational nature (e.g., entropy, FD, and wavelet transform) turn to be more difficult to be interpreted by nonexperts in machine learning and data mining.

The contribution of this paper is twofold. First, we propose a new spatial-temporal feature set with clear physical ground, that is, local amplitudes and their latencies (time of occurrence) over selected EEG electrodes. Second, we propose, for the first time in affective computing, the Factor Analysis (FA) as an alternative method to extract the most important components of the feature set. In contrast to the widely used PCA, FA preserves the relation between the factors and the feature set and therefore the conclusions are more easily interpreted by psychologists and neurophysiologists. The combination of the proposed features and FA resulted into finding the most representative neural descriptors of the emotion valence, invariant with respect to trials and subjects.

Many of the previous studies are based on the publicly available dataset for emotion analysis DEAP, where EEG and peripheral physiological signals of 32 subjects are simultaneously recorded as they watched music videos [7]. In the present work, data generated during experiments in the University of Aveiro are used. Time-locked EEG signals, a.k.a. Event-Related Potentials (ERPs), were registered during periods when the subjects have been exposed to high arousal images [8]. Though the present results were obtained with different data, our findings support previous neurophysiological studies regarding the correlation between early and late EEG waves (P1, N1, P2, and N2 components) and their respective latencies with human emotional states [9–11]. This is also a valuable contribution to the efforts of understanding the neural correlations of the emotions.

This paper is organized in the following way. In Section 2 an overview of state-of-the-art feature extraction techniques is provided. In Section 3 the experimental dataset is described. In Section 4 the selected discrimination models are detailed. The results of decoding human emotions based on the extracted neural descriptors are disused in Section 5. The conclusions are summarized in Section 6.

2. Invariant Feature Extraction

In this section some of the most successfully applied feature extraction and dimensionality reduction techniques in multi-subject data framework are reviewed.

2.1. Echo State Networks for Feature Extraction. Bozhkov et al. [12] introduced a feature extraction method using Echo State Networks (ESN). ESN is a particular type of Recurrent Neural Networks, also known as a reservoir computing, Figure 1. The connections in the reservoir are initialized randomly and remain unaltered during the ESN’s training. The input layer is connected to the reservoir and to the output layer and its weights are also randomly initialized and untrained. Only the weights connecting the output of the reservoir to the output layer are trained [13]. The computational advantage of the ESN due to lower number of training weights limits its capacity to extract the underlying data characteristics.

A modification of the ESN is proposed in [14] to fix this problem, where the reservoir weights are iteratively updated applying intrinsic plasticity (IP) adaptation rule. IP computes the equilibrium states of the reservoir neurons and this adaptation step greatly improves the low dimensional projections of the equilibrium states at the output layer.

2.2. Interval Feature Extraction. Kuncheva and Rodríguez [15] introduced interval feature extraction (IFE) which consists of extracting features derived from the signal over time segments of various lengths. If \( x_i \) is the value of the signal at time \( i \) where \( i = 1, \ldots, T \) spans the ERP episode then nested time intervals are formed.
for each \( i \) using the remaining samples \( x_{i_1}, \ldots, x_{T} \). The interval length is varied, and, for example, a sequence of such intervals can be \( \{x_i, x_{i+1}, x_{i+2}, x_{i+3}\}, \ldots, \{x_{i+1}, x_{i+2}\} \), ending with \( \{x_{T-1}, x_T\} \). The following quantities are extracted from each interval:

(i) Average amplitude: \( \mu \)

(ii) Standard deviation: \( \sigma \)

(iii) Covariance:

\[
Y = \frac{1}{T} \sum_{k=i_b}^{i_e} k x_k - \mu \frac{i_b + i_e}{2},
\]

where \( i_b \) and \( i_e \) are the starting and ending time indexes and the length of the interval is \( l = i_e - i_b + 1 \).

2.3. Independent Component Analysis. Independent component analysis (ICA) is typically used to “clean up” EEG data by removing noisy electrodes, blinks, and other artifacts. ICA produces a matrix \( s \) of maximally independent components when multiplying an unmixing linear static transformation matrix \( W \) to the original data \( x \).

\[
s = Wx.
\]

Stewart et al. [16] combine ICA with support vector machine (SVM) to classify whether the EEG readings indicate the presence of visual object stimuli. Mueller et al. [17] also use ICA and SVM to discriminate ADHD versus healthy adults through EEG data captured during a Go/NoGo task. In both studies [16, 17] the matrix \( W \) is found applying Infomax algorithm [18]. Infomax maximizes the joint entropy of nonlinearly transformed ensembles of zero-mean input vectors.

Solving the previous equation for \( x \),

\[
x = W^{-1} s.
\]

Further,

\[
x = \sum s_i = \sum W_{i}^{-1} s_i,
\]

where \( s_i \) is the \( i \)th independent component and \( W_{i}^{-1} \) is its respective cofactor. \( s_i \) can be obtained as

\[
s_i = W_{si} x.
\]

\( W_{si} \) is a sparse matrix with all entries equal to zero except the \( i \)th raw. Finally,

\[
x_i = W_{i}^{-1} W_{si} x.
\]

\( W_{i}^{-1} \) is the filter that projects the original data into the space of the independent components. This filter was used to decompose individual ERP waves into individual components.

2.4. Graded Probabilistic Clustering. Masulli et al. [19] proposed a fuzzy Graded Probabilistic Clustering (GPC-II), where each data point \( x_j \) can belong to more than one cluster. The centroids \( y_j \) of the clusters are given as the mean of all points weighed by their degree (membership) of belonging to the cluster \( u_{ij} \):

\[
y_j = \frac{\sum u_{ij} x_i}{\sum u_{ij}},
\]

GPC-II was applied in experiments involving Go/NoGo task where the participants were shown pictures of faces and asked to press a button when the face shows “expressed neutral emotion.” The goal was to find clusters in the recorded multisubject EEG data. GPC-II runs with a high number of clusters and at each iteration a cluster that covers only a single trial (a “singleton”) is removed. Neighbor clusters are merged based on the Jaccard index as a measure of closeness of pair of clusters. Two clusters are merged if their index surpasses a threshold Jaccard index value. The new centroid is computed as the average of the centroids of the previous clusters weighed by the membership values of its elements. This procedure is applied iteratively until no more neighboring clusters can be merged.

2.5. Optimal Feature Selection. Optimal feature selection (OFS) is a deterministic greedy algorithm that takes the locally optimal choice at each stage [20]. OFS can be implemented in two ways: forward selection or backward elimination.

Forward Selection. Build data models based on individual features. Choose the best \( k_1 \) features. Make all two by two combinations of the \( k_1 \) selected features and build new data models. Choose the next group of best \( k_2 \) features and make all three by three combinations of them. Repeat the process until there is no more improvement in the model performance. Choice of subsequent feature subset combinations may vary in order to reflect the experience gained during the extraction process and the application in hand.

Backward Elimination. The model is trained on the complete set of features and weights are assigned to each of them. The features with the smallest weights are then pruned from the set. This process is repeated until the model performance deteriorates below a certain threshold.

2.6. Principal Component Analysis. Generally, Principal Component Analysis (PCA) refers to the statistical process used to emphasize variation for which principal data components are computed and bring out strong patterns in the dataset. It is often used to make data easy to explore and to visualize everything in a single 2D graph (usually called a biplot).
Consider that \( X = [X_1, \ldots, X_p] \) are the \( p \) random variables under study. PCA will consist of obtaining \( p \) linear combinations of these \( p \) variables as follows:

\[
Y_1 = a_{11}X_1 + a_{21}X_2 + \cdots + a_{p1}X_p \\
Y_2 = a_{12}X_1 + a_{22}X_2 + \cdots + a_{p2}X_p \\
\vdots \\
Y_p = a_{1p}X_1 + a_{2p}X_2 + \cdots + a_{pp}X_p
\]

(8)

in such a way that \( \text{Var}(Y_1) \geq \text{Var}(Y_2) \geq \cdots \geq \text{Var}(Y_p) \) and all pairs \((Y_i, Y_j)\), with \( i \neq j \), are uncorrelated variables.

In order to perform a PCA over the dataset, it is necessary to obtain the eigenvalues (and the eigenvectors) of the covariance matrix.

### 2.7. Factor Analysis

Factor Analysis (FA) is an explorative method similar to PCA. Much like the cluster analysis of grouping similar cases, the FA groups similar variables into the same factor [21]. This process is usually referred to as identifying latent variables. Due to its explorative nature, it does not distinguish between independent and dependent variables; it only uses the data correlation matrix.

In other words, FA reduces the information in a model by decreasing the dimension of the dataset. This procedure can have multiple purposes. It can be used to simplify the dataset, for example, reducing the number of variables in predictive regression models. If Factor Analysis is used for these purposes, normally the factors are rotated after its extraction. FA considers several different rotation methods that ensure that the factors are orthogonal. Therefore, the correlation coefficient between two factors is exactly zero. For example, it totally eliminates problems of multicollinearity in regression analysis.

The most commonly used rotation method is Varimax, which is the one that will be used in the following section. Varimax consists in an orthogonal rotation method (which produces independent factors) that minimizes the number of variables that have high loadings on each factor. The objective of this method is to simplify the interpretation of each one of the factors.

#### Steps in Exploratory Factor Analysis

(i) Collect and explore data: choose relevant variables.
(ii) Extract initial factors (via principal components).
(iii) Choose number of factors to retain.
(iv) Choose estimation method and estimate model.
(v) Rotate and interpret the results.

#### Factor Analysis Mathematical Model

\[
X_{(p \times 1)} = L_{(p \times m)} \times F_{(m \times 1)} + \epsilon_{(p \times 1)}, \quad (9)
\]

where each matrix represents the following:

- \( X_{(p \times 1)} \): multivariate random vector with \( p \) variables
- \( F' = [F_1, F_2, \cdots, F_m] \): factors vector with \( m < p \) factors common to all \( p \) random variables.
- \( L_{(p \times m)} \): matrix of loadings of the factors; the coefficient \( l_{ij} \) represents the weight of the \( i \)th factor to \( j \)th factor
- \( \epsilon' = [\epsilon_1, \cdots, \epsilon_p] \): vector of errors.

To sum up, the Factorial Analysis Model considers that the variables could be grouped by their correlations. It is expected that when a high correlation exists between two variables they will be related to the same factor (in the sense that both will have high loadings on that factor).

### 3. Data Description and Preprocessing

In this section we describe the data used to demonstrate the search for common neural signatures feasible to decode human emotions of various subjects.

ERPs were collected while 26 female volunteers were exposed to 24 high arousal images with positive or negative content from the International Affective Picture System [22]. Each image was shown 3 times in pseudorandom order and each trial lasted 3500 ms. 12 features (amp1, amp2, amp3, amp4, amp5, amp6, latency1, latency2, latency3, latency4, latency5, and latency6) were extracted from 21 channels of recorded ERPs, positioned according to the 10–12 system, and 2 EOG channels were sampled at 1000 Hz. The maximum and minimum values of the ensemble average signals, computed and filtered using a zero-phase filtering scheme, were detected and the features correspond to the time and amplitude characteristics of the first three minimums and maximums occurring after \( T = 0 \) [12]. The starting data matrix is composed of 252 (12 × 21) rows of features and 52 (2 × 26) columns of features. The examples correspond to the averaged class associated data of each participant. The class of the examples is defined by the positive (1) or negative (0) content of the presented image. Note that the number of features is much higher than the number of examples and therefore feature reduction is strongly recommended.

The recording equipment NeuroScan provides initial filtering, eye-movement correction, baseline compensation, and division of the signals in epochs. Prior to feature extraction the recorded EEG signals were further filtered with 4th-order Butterworth filter with passband [0.5–15] Hz [12]. Data were also normalized as follows:

\[
z = \frac{x - \mu}{\sigma}, \quad (10)
\]

where \( x \) is the original data point and \( \mu \) and \( \sigma \) are the mean and the standard deviation of the data distribution.

### 4. Discrimination Models

Typical discrimination models were selected—Neural Network (NN), Random Forest (RF), Support Vector Machine (SVM), and \( k \)-Nearest Neighbors (kNN). This choice reflects the focus of the present study in finding suitable neural descriptors, less dependent on the classifier characteristics. Data were split into training and validation subset (76%) and
$k$-fold cross validation (CV) was used with $k = 26$. At each CV iteration, 25 subjects were used for training and a single subject (her positive and negative valence readings) was used for validation. First, emotion detection based on all 252 features was performed and then the feature selection techniques presented in Section 2 were applied prior to the emotion detection. The optimal structure and hyperparameters of the classifiers were chosen after a grid search over a sequence of $k$-fold CV as described below.

**Neural Network (NN)**

(i) Fully connected NN with two hidden layers: the first one with 3 neurons and the second layer with one neuron (Figure 2).

(ii) The learning rate was optimized in the range of [0.01 to 1.0], with the optimal value equal to 0.3.

(iii) The momentum was optimized in the range of [0.0 to 1.0], with the optimal value equal to 0.2.

**SVM**

(i) SVM with dot-type of kernel ($k(x,y) = x \cdot y$) was used.

(ii) $C$ was optimized in the range of [0.1 to 10], with the optimal value equal to 1.

The performance of the SVM was improved applying the adaptive boosting meta-algorithm (AdaBoost). AdaBoost fits additional copies of the classifier on the dataset with adjusted weights on the incorrectly classified instances so as to focus the classifier on the most difficult to classify instances [23].

**K-Nearest Neighbors (kNN)**

(i) $k$ was optimized in the range of [1 to 10], with the optimal value equal to 5.

(ii) Distance measures for computing the k-Nearest Neighbors. Two distance measures were comparatively studied:

1. Chebyshev distance between two points $p$ and $q$, with coordinates $p_i$ and $q_i$, is

   $$D_{\text{Chebyshev}}(p,q) = \max_i (\text{abs}(p_i - q_i)).$$

2. Cosine similarity is a measure of similarity between two nonzero vectors expressed by the cosine of the angle between them [24]. The results in the next section are obtained applying kNN with cosine similarity as this distance measure proves to provide better discrimination.

**Random Forest.** The Random Forest (RF) consists of multiple decision trees. We run RF with $\{5, 10, 15, 20\}$ trees and maximum tree depth of $\{10, 20, 50, 80\}$. The optimal RF structure was found with 10 trees and maximum depth of 20.

### 5. Results

In this section the results obtained with the statistical software RapidMiner (RM) are presented, extended with RM Feature Selection [25]. The experiments run on a computer running Windows 10 with an Intel Core i7-5500u CPU and 8 GB of RAM memory.

The performance of all discrimination models on test data is summarized in Table 1. The emotion valence recognition across subjects is far too low when all features are provided as inputs to the classifiers (the second column in Table 1). This is somehow an expected result taking into account the high dimension of the feature space compared to the number of examples. Running the classification task after a preprocessing step with any of the feature selection techniques presented in Section 2 improves the performance compared to a direct brain state discrimination. However, the Factor Analysis (FA) is revealed to be the winning approach in extracting invariant features. Among the four classifiers, SVM and NN present the highest recognition rate.

Table 2 presents the Factor Analysis performed using packages in software R library, considering four factors and the standard Varimax rotation [26]. FA establishes the general relationship between variables. The first four factors explain about 70% of the total variability of the 252 initial variables. The table shows the strongest relation between factors and original data variables and can be interpreted as follows:

(i) Temporal features (amplitude, latency): early waves (Lmin1, Lmax2, i.e., temporal window of 200–400 ms after the stimulus onset) have higher influence on data variability. This matches experimental psychology hypothesis related to temporal dynamics of emotions. According to [27], early waves carry more information about the valence than the arousal of the emotion. Late waves are less discriminative with respect to the emotion valence.

(ii) Spatial features (channels): spatial location of features, with stronger impact on the emotional valence, occur in the parietal (channels P3, Pz, P4, and P7) and occipital (channels O1, Oz, and O2) regions of the brain.
Table 1: Test Accuracy of 4 classifiers (NN, SVM, RF, and kNN) with feature selection methods: ESN: Echo State Network; IFE: Interval Feature Extraction; ICA: Independent Component Analysis; GPC: Graded Probabilistic Clustering; OFS: Optimal Feature Selection; Factor Analysis (FA).

<table>
<thead>
<tr>
<th></th>
<th>ESN</th>
<th>IFE</th>
<th>ICA</th>
<th>GPC</th>
<th>OFS</th>
<th>FA</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>75.0</td>
<td>85.9</td>
<td>78.1</td>
<td>81.8</td>
<td>83.5</td>
<td>80.3</td>
</tr>
<tr>
<td>SVM</td>
<td>58.3</td>
<td>86.7</td>
<td>77.1</td>
<td>72.9</td>
<td>64.2</td>
<td>73.6</td>
</tr>
<tr>
<td>RF</td>
<td>50.0</td>
<td>79.7</td>
<td>71.3</td>
<td>69.4</td>
<td>62.8</td>
<td>65.2</td>
</tr>
<tr>
<td>kNN</td>
<td>56.7</td>
<td>83.3</td>
<td>72.2</td>
<td>72.6</td>
<td>76.8</td>
<td>79.5</td>
</tr>
</tbody>
</table>

Table 2: Factor Analysis loadings for Varimax rotated matrix of four-factor model explaining about 70% of the total dataset variance (presented in bold if absolute values are greater than 0.7).

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3 (Amin2)</td>
<td>0.91</td>
<td>-0.13</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>Pz (Lmin1)</td>
<td>0.78</td>
<td>0.10</td>
<td>-0.44</td>
<td>0.01</td>
</tr>
<tr>
<td>P4 (Lmax2)</td>
<td>0.75</td>
<td>0.04</td>
<td>0.44</td>
<td>0.23</td>
</tr>
<tr>
<td>P7 (Amin1)</td>
<td>-0.73</td>
<td>0.01</td>
<td>-0.01</td>
<td>-0.25</td>
</tr>
<tr>
<td>O1 (Amin2)</td>
<td>-0.14</td>
<td>0.88</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td>O2 (Lmax2)</td>
<td>-0.02</td>
<td>0.88</td>
<td>-0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>P8 (Amax2)</td>
<td>0.35</td>
<td>0.46</td>
<td>-0.03</td>
<td>-0.25</td>
</tr>
<tr>
<td>C3 (Amin2)</td>
<td>-0.23</td>
<td>-0.11</td>
<td>0.78</td>
<td>-0.13</td>
</tr>
<tr>
<td>O2 (Lmin1)</td>
<td>-0.34</td>
<td>-0.02</td>
<td>-0.72</td>
<td>-0.13</td>
</tr>
<tr>
<td>P3 (Amin2)</td>
<td>0.13</td>
<td>0.00</td>
<td>-0.27</td>
<td>0.80</td>
</tr>
<tr>
<td>P7 (Amin1)</td>
<td>0.15</td>
<td>0.06</td>
<td>0.27</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Variance (%) | 26 | 16 | 15 | 13 |

The discrimination rates in the last column of Table 1 were obtained with models trained with the four factors. More detailed analysis of the classifiers is depicted in Figures 3–6. The figures resemble the confusion matrix performance metrics. Note that the recall metric (the fraction of correctly classified positive examples) of all classifiers has the highest rate. This result corresponds to better discrimination rate of the positive valence, which is also in accordance with hypothesis of biological psychology [28] that during early periods after the stimulus presentation the brain response, to images with highly positive valence, is stronger.

6. Conclusion

The goal of this study was to identify common neural signatures based on which the positive and negative valence
of human emotions across multiple subjects can be reliably discriminated. The brain activity is registered by Event-Related Potentials (ERPs). We explored the feasibility of training cross-subject discrimination models to make predictions based extracted invariant neural descriptors, hidden in the ERPs. The core of the present study is the way the features are selected. The combination of a small number of time domain (ERP amplitudes and latencies) and spatial (selected channels) features has the potential to reduce the intersubject variability and improve the learning of representative models valid across multiple subjects.

Based on the results of this study we believe that the Factor Analysis (FA) of ERPs is a promising approach to extract statistical underlying correlations of the brain activity among subjects and therefore decode human emotional states. Nevertheless, before making stronger conclusions on the capacity of the FA to decode emotions, further research is required to answer other questions such as discrimination of more than two emotions. In fact this is a relevant question for all reported works on affective neuroscience [1]. The discrimination is usually limited to two, three, or maximum four valence-arousal emotional classes. An interesting problem is also the human personality clustering based on EEG, for example, distinguishing between high versus low neurotic type of personality. Also, the number of participants in the experiments is important for revealing stable cross-subject features. In the reviewed literature the average number of participants is about 10–15, and the maximum is 32 (DEAP). We need higher dimensional datasets to compare different techniques in order to further progress the affective computing.
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