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Fund investment is a hot issue in today’s society. How to choose a project for investment is affected by many factors. In view of this problem, this paper starts from the granular computing point of view and combines the multigranulation rough set decision-making method to construct a fund investment decision information system; then, the fund investment decision information system is reduced under different thresholds, and the decision rules are extracted through reduction. And from the aspects of decision accuracy and rule accuracy, the rules are analyzed. Finally, decision rules are used to give the decision of the fund investment project. This study provides a new approach to fund management.

1. Introduction

Fund investment management [1] is a hot issue in today’s society. How to choose a better one from some of the possible fund projects or to find some direction from the existing successful fund project before investment is a problem that every decision maker needs to think about. At present, many scholars have studied how to carry out project selection and malpractice from the pension fund industry and social insurance industry [2–6].

In order to enable investors to better invest in projects, many scholars have carried out many researches on investment methods in recent years. Lu [7] uses mathematical methods to analyze the major Reynolds index, SHARP index, Jansen index, and M2 index, which are mainly used in the performance evaluation of the fund, and deduces the relationship between each other by mathematical methods. It also expounds the conditions for the use of indicators in the performance evaluation of funds. Peng [8] systematically introduced the theories and methods of performance evaluation of open-end funds and summarized the research results of fund performance evaluation both at home and abroad. Then, according to the scientific, systematic, and feasible principles, we select 9 indicators that can reflect the performance level of the open-end fund and use the analytic hierarchy process to construct the system of the performance evaluation of the open-end fund in China. Then, we evaluated the index factors of sample funds in the sample period, respectively. Finally, combined with fuzzy comprehensive evaluation method and grey comprehensive evaluation method, we get the overall evaluation results of an open-end fund performance. From the quantitative and qualitative point of view, Xu [9] selected the VaR method combining the GARCH model and the fuzzy comprehensive evaluation method using the analytic hierarchy process to further construct the risk assessment system of China’s open fund.

Rough set theory [10, 11] is a mathematical method proposed by Professor Pawlak in 1982 to effectively analyze and deal with inaccurate, inconsistent, and incomplete information. After nearly thirty years of development, rough set theory has been widely used in the fields of pattern recognition, machine learning, decision analysis, knowledge acquisition, and data mining. The classical rough set is an equivalent class derived from a single indiscernible two-element relation on a domain. The following and upper approximation sets are used to rough the unknown concept. Granular computing is a new discipline with rapid development. It integrates many theoretical research achievements.
such as rough set, fuzzy set, and artificial intelligence. At present, rough set theory has become an important tool for granular computing. Literatures [12–14] from the angle of granular computing (parallel multiple grain structures), the knowledge particles (equivalent classes) derived from a single indiscernible two-element relation, are analyzed to approximate the inadequacies of the rough sets of the unknown concepts. Furthermore, the concept of multigranulation rough sets is proposed. An optimistic multigranulation rough set and a pessimistic multigranulation rough set model are given. The Pawlak rough set is extended from a single grain structure to a number of granular structures, and it is proved that the classic rough set model of Pawlak is a special case of the multigranularity rough set. In addition, many researchers have extended the multigranularity rough set. Xu et al. have done a lot of work on multigranulation rough sets [15–20]. Yang and others studied the multigranularity rough set [21–25] based on incomplete information system, test cost sensitivity, and hierarchical structure.

In order to solve the problem of project investment fund, this paper constructs the fund investment decision information system from the perspective of granular computing and combined with multigranular rough set decision method. Then reduce the information table, extract the rules from the simplified information table, and perform the rule analysis. Finally, the decision conclusions of the fund investment are given. The main contributions of this article are as follows:

1. This paper proposes a method for constructing a project fund investment decision information system, which is the premise that we use rough sets to solve project investment problems.

2. In this paper, the generalized multigranularity rough set model is used to reduce the fund project information system, and then the rules are extracted on the simplified information system. Finally, the fund investment decision is given from these rules.

The remaining structure of this paper is shown as follows: in the second part, the related knowledge of multigranularity rough sets is introduced. In the third part, the cleaning information system of the fund investment project is constructed. In the fourth part, the fund investment decision based on the multigranularity rough set is studied. Finally, the conclusion is given in the fifth part.

2. Preliminaries

The section recalls necessary concepts and preliminaries required in the sequel of our work. Detailed description of the theory can be found in [12, 13, 26–29].

An information system with decisions is an ordered quadruple \( \mathcal{I} = (U, A \cup D, F, G) \), where

\( \mathcal{I} = (U, A \cup D, F, G) \) denotes an information system, \( X \subseteq U \) and \( P = \{P_1, P_2, \ldots, P_l\} \) \( P_i \subseteq A(i = 1, 2, \ldots, l) \). Then \( P_i \) or \( U/P_i \) is referred to as a granularity. The equivalence class of an object \( x \) with respect to \( P_i \) is defined as

\[ [x]_{P_i} = \{y \in U | f(x, a) = f(y, a)\}, \quad (a \in P_i). \]

The lower and upper approximation sets of \( X \) with respect to single \( P_i \) are defined as follows:

\[ P_i(X) = \left\{ x \in U | [x]_{P_i} \subseteq X \right\}, \]

\[ \overline{P}_i(X) = \left\{ x \in U | [x]_{P_i} \cap X \neq \emptyset \right\}. \]

Considering further studies on multigranulation rough set, we now review the two basic forms of multigranulation rough set model.

**Definition 1** (see [12]). Let \( \mathcal{I} = (U, A \cup D, F, G) \) be an information system, \( X \subseteq U \) and \( P = \{P_1, P_2, \ldots, P_l\} \), \( P_i \subseteq A(i = 1, 2, \ldots, l) \). The optimistic multigranulation lower and upper approximation sets of \( X \) with respect to single \( P \) are defined as follows:

\[ \underline{P}(X)_OM = \left\{ x \in U | \bigvee_{i \leq l} [x]_{P_i} \subseteq X, i \leq l \right\}, \]

\[ \overline{P}(X)_OM = \left\{ x \in U | \bigwedge_{i \leq l} [x]_{P_i} \cap X \neq \emptyset, i \leq l \right\}. \]
where “∨” means the logical operator “or,” which represents that the alternative conditions are satisfied, and “∧” means the logical operator “and,” which represents that all of the conditions are satisfied.

The set $X$ is definable if and only if $P(X)_{OM} = P(X)_{OM}$. Otherwise, $X$ is rough. $P(X)_{OM}$ and $P(X)_{OM}$ are referred to as optimistic lower and upper approximation sets, respectively.

From the above definition, the operators “∨” and “∧” can be exchanged between the optimistic lower approximation set and the optimistic upper approximation set. Corresponding to optimistic multigranulation rough set, pessimistic multigranulation rough set model can be defined in the following.

**Definition 2** (see [12]). Let $\mathcal{I} = (U, A \cup D, F, G)$ be an information system, $X \subseteq U$ and $P = \{P_1, P_2, \ldots, P_l\}$, $P_i \subseteq A (i = 1, 2, \ldots, l)$. The optimistic multigranulation lower and upper approximation sets of $X$ with respect to single $P$ are defined as follows:

$$P(X)_{PM} = \left\{ x \in U \mid \bigwedge_{i=1}^{l} [x]_{P_i} \subseteq X, i \leq l \right\}$$
$$P(X)_{PM} = \left\{ x \in U \mid \bigvee_{i=1}^{l} \left[ x \right]_{P_i} \cap X \neq \emptyset, i \leq l \right\}. \quad (4)$$

The set $X$ is definable when and only when $P(X)_{PM} = P(X)_{PM}$. Otherwise, $X$ is rough. $P(X)_{PM}$ and $P(X)_{PM}$ are referred to as pessimistic lower and upper approximation sets, respectively.

The uncertainty of a concept in a multigranulation rough set model is also due to the existence of a boundary region. The greater the boundary of a concept is, the lower its accuracy is, and the coarser the concept is. Similar to the measures in the Pawlak rough set model, the accuracy and roughness measures in optimistic multigranulation rough set and pessimistic multigranulation rough set were defined in the same way [12]. As generalizations of the Pawlak rough set model, we only show the relations among optimistic multigranulation rough set, pessimistic multigranulation rough set, and single granularity rough set in the following.

**Proposition 1** (see [12]). Let $\mathcal{I} = (U, A \cup D, F, G)$ be an information system, $X \subseteq U$ and $P = \{P_1, P_2, \ldots, P_l\}$, $P_i \subseteq A (i = 1, 2, \ldots, l)$. The following properties hold:

1. $P(X)_{OM} = \bigcup_{i=1}^{l} P_i(X)$
2. $P(X)_{OM} = \bigcap_{i=1}^{l} \overline{P_i(X)}$
3. $P(X)_{PM} = \bigcap_{i=1}^{l} P_i(X)$
4. $P(X)_{PM} = \bigcup_{i=1}^{l} P_i(X)$
5. $P(X)_{PM} \subseteq P(X)_{OM}$
6. $P(X)_{OM} \subseteq P(X)_{PM}$

In addition, there are many related properties as well as proof, please refer to [12, 28].

In order to express generalized multigranulation rough sets, we first introduce a characteristic function, which is called support feature function.

**Definition 3** (see [30]). Let $\mathcal{I} = (U, A \cup D, F, G)$ be an information system, $X \subseteq U$ and $P = \{P_1, P_2, \ldots, P_l\}$, $P_i \subseteq A (i = 1, 2, \ldots, l)$, suppose

$$S^p_X(x) = \begin{cases} 1, & [x]_{P_i} \subseteq X (i \leq l) \\ 0, & \text{else} \end{cases}. \quad (5)$$

$S^p_X(x)$ is called $x$'s support feature function for $X$, which is used to describe the inclusion relation between equivalence class $[x]_{P_i}$ and concept $X$, which indicates whether object $x$ accurately supports $X$ by $P_i$.

The optimistic multigranular rough set and the pessimistic multigranular rough set are generalizations of two multigranular rough set models. We will propose a new multigranular rough set model with the parameter $\beta \in (0.5, 1]$. We have introduced this parameter to implement the conceptual description of objects that support the concept at the most granular levels. Objects that may portray the concept are ignored below the corresponding level. The new model is expressed as follows.

**Definition 4** (see [30]). Let $\mathcal{I} = (U, A \cup D, F, G)$ be an information system, $X \subseteq U$ and $P = \{P_1, P_2, \ldots, P_l\}$, $P_i \subseteq A (i = 1, 2, \ldots, l)$, $S^p_X(x)$ is called $x$'s support feature function for $X$. For any $\beta \in (0.5, 1]$, the lower approximation and upper approximation of $X$ for $P$ are defined as follows:

$$P(X)_\beta = \left\{ x \in U \mid \frac{\sum_{i=1}^{l} S^p_X(x)}{l} \geq \beta \right\},$$
$$P(X)_\beta = \left\{ x \in U \mid \frac{\sum_{i=1}^{l} (1 - S^p_X(x))}{l} > 1 - \beta \right\}. \quad (6)$$

The set $X$ is definable if $P(X)_\beta = P(X)_\beta$; otherwise, $X$ is a rough set. We denote this generalized multigranulation rough set model as GMGRS, and $\beta$ as the information level for $P$.

The multigranulation rough set is a generalization of the classical rough set. Since several attributes in the information system can have different effects on the decision-making
effect, when these effects cannot be performed simultaneously, but separately and independently, we cannot use classical rough set theory to treat these attributes as a whole through an indistinguishable relationship for system reduction and rule extraction. Therefore, according to the general process of rough set decision, we can get the specific steps of multigranular rough set decision and provide a theoretical model for decision analysis of fund project investment in multigranular environment.

3. Construction of Decision Information System for Fund Investments

Fund has become an increasingly important source of financing for people. For a decision maker, one may need to adopt a better one from some possible fund projects or find some directions from existing successful fund projects before investing. How to do it? We will propose a novel decision-making fund investments based on multigranulation rough set. This section mainly focuses to build fund investment decision information system.

The flow chart of our multigranulation decision-making model for fund investment is shown in Figure 1.

As can be seen from the flow chart, the investment decision system model based on the multigranulation rough set fund is constructed according to the following steps.

**Step 1. Select condition attributes of the decision system.**
Before investing in the fund project, we first carry out the essential project evaluation for each project. In this paper, we through the project interviews, questionnaires, and other methods to determine project evaluation factors, which are Market environment, Science and technology level, Education level, Management level, and Cultural level, respectively. There are five aspects to measure every fund project. These evaluation factors consists of a conditional attribute set of the fun investment decision-making system based on multigranulation rough sets.

**Step 2. Determine the value of the every condition attribute.**
According to the performance of market environment level, science and technology level, education level, management level, and culture level, a comprehensive overall evaluation of the items was conducted to be evaluated. In order to study conveniently, we only have a small research. So, we can simplify attribute values, which is divided into A, B, C, D, and E five grades for each factor. Moreover, five grades A, B, C, D, and E present mainly outstanding, good, general, poor, and very poor, respectively.

**Step 3. Determine the decision attribute of the decision system.**
According to the above analysis, the decision attribute is divided into good and common decision results. Of course, depending on the situation, the decision attribute can also be set to three or more attribute values.

**Step 4. Knowledge representation of the decision system based on multigranulation rough set.**
According to the knowledge of multigranulation rough sets and the above analysis, we regard these five conditional attributes as five granularities, i.e., \( P_1 = \{a_1\} \), \( P_2 = \{a_2\} \), \( P_3 = \{a_3\} \), \( P_4 = \{a_4\} \), \( P_5 = \{a_5\} \). At the same time, we randomly selected six experts. These experts are familiar with every project comparison by a long period of research and questionnaire. Thus, the evaluation result can be thought to constitute a small expert system.

Through this evaluation form, we obtained 6 valid data and formed 6 objects into the decision-making information system in Table 1.

**Remark.** We mainly check the reduction and decision rule by designing multiple granularity rough set decision steps, and we can get more granular rough set decision-making application. In the paper, we do not set on a large scale data in detail and do not set testing for the rules, which will be our future research work.

4. Decision Making for Fund Investments Based on Multigranulation Rough Set

In this section, based on the previous theories, the fund investment decisions are made with multigranulation rough sets. Firstly, generalized multigranulation rough set model
is used to fund investment decision-making information system, and then some important rules are extracted based on the reduction of the information system. Finally, results of fund investment decision can be given from the obtained conclusion.

Starting from the data of the fund investment decision-making information system in Table 1, funds are classified according to different granularities. The classification results are as follows:

\[
\begin{align*}
\frac{U}{P_1} &= \{\{x_1, x_3\}, \{x_2, x_4\}, \{x_5, x_6\}\}, \\
\frac{U}{P_2} &= \{\{x_1, x_2\}, \{x_3\}, \{x_4, x_5\}, \{x_6\}\}, \\
\frac{U}{P_3} &= \{\{x_1, x_2, x_6\}, \{x_3\}, \{x_4, x_5\}\}, \\
\frac{U}{P_4} &= \{\{x_1, x_3, x_4\}, \{x_2\}, \{x_5\}, \{x_6\}\}, \\
\frac{U}{P_5} &= \{\{x_1\}, \{x_2, x_3\}, \{x_4\}, \{x_5\}, \{x_6\}\}, \\
\frac{U}{d} &= \{\{x_1, x_4, x_5\}, \{x_2, x_3, x_6\}\}.
\end{align*}
\]

If we take information level $\beta = 0.7$ ($0.6 < \beta \leq 1$) and $\beta = 0.6$ ($0.5 < \beta \leq 0.6$), then we can obtain the support feature matrix tables of lower approximation and upper approximation for every decision class in Tables 2-5.

So, we can calculate the lower approximation and upper approximation of $D_1$ and $D_2$.

\[
\begin{align*}
\bar{P}(D_1)_{0.7} &= \{x_3\}, \\
\bar{P}(D_1)_{0.7} &= \{x_1, x_2, x_4, x_5\}, \\
\bar{P}(D_2)_{0.7} &= \{x_3, x_6\}, \\
\bar{P}(D_1)_{0.6} &= \{x_1, x_2, x_3, x_4, x_6\}, \\
\bar{P}(D_1)_{0.6} &= \{x_4, x_5\}, \\
\bar{P}(D_2)_{0.6} &= \{x_1, x_2, x_4, x_5\}, \\
\bar{P}(D_2)_{0.6} &= \{x_3, x_6\}, \\
\bar{P}(D_2)_{0.6} &= \{x_1, x_2, x_3, x_6\}.
\end{align*}
\]

In keeping the classification unchanged, all the reductions of the decision-making information system are obtained by MATLAB calculation as follows.

If we take information level $\beta = 0.7$ ($0.6 < \beta \leq 1$), then the reduction is $\{a_1, a_2, a_3, a_4, a_5\}$. Moreover, if we take information level $\beta = 0.6$ ($0.5 < \beta \leq 0.6$), then the reduction is $\{a_1, a_2, a_3, a_5\}$ and $\{a_2, a_3, a_4, a_5\}$.

In the next, we extract the rules from two cases according to the reduction obtained above and give the quantitative results for the decision precision and rule precision of the rules.

<table>
<thead>
<tr>
<th>Case 1. The information level is $\beta = 0.7$ ($0.6 &lt; \beta \leq 1$), and the reduction is ${a_1, a_2, a_3, a_4, a_5}$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>In this case, rule can be carried out in accordance with the system. In fact, each object is a decision rule,</td>
</tr>
</tbody>
</table>

### Table 2: The support feature matrix table of lower approximation ($\beta = 0.7$).  
<table>
<thead>
<tr>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>0 0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0 0</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0 1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0 0</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1 0</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0 1</td>
</tr>
</tbody>
</table>

### Table 3: The support feature matrix table of upper approximation ($\beta = 0.7$).  
<table>
<thead>
<tr>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1 1</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1 1</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0 1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1 1</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1 0</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0 1</td>
</tr>
</tbody>
</table>

### Table 4: The support feature matrix table of upper approximation ($\beta = 0.6$).  
<table>
<thead>
<tr>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1 1</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1 1</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0 1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1 0</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1 0</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0 1</td>
</tr>
</tbody>
</table>

### Table 5: The support feature matrix table of lower approximation ($\beta = 0.6$).  
<table>
<thead>
<tr>
<th>$D_1$</th>
<th>$D_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>0 0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0 0</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0 1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1 0</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1 0</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0 1</td>
</tr>
</tbody>
</table>
and the information cannot be simplified attributes in the system. So, we extract the rules directly, and the rules are in the following.

\[
\begin{align*}
    r_1 & : (P_1, A) \land (P_2, A) \land (P_3, C) \land (P_4, B) \land (P_5, C) \rightarrow (d, G, (0.6, 1)), \\
    r_2 & : (P_1, B) \land (P_2, A) \land (P_3, C) \land (P_4, C) \land (P_5, D) \rightarrow (d, C, (0.6, 1)), \\
    r_3 & : (P_1, C) \land (P_2, D) \land (P_3, E) \land (P_4, A) \land (P_5, B) \rightarrow (d, G, (0.6, 1)), \\
    r_4 & : (P_1, B) \land (P_2, B) \land (P_3, A) \land (P_4, B) \land (P_5, A) \rightarrow (d, G, (0.6, 1)), \\
    r_5 & : (P_1, A) \land (P_2, B) \land (P_3, D) \land (P_4, A) \land (P_5, B) \rightarrow (d, G, (0.6, 1)), \\
    r_6 & : (P_1, C) \land (P_2, C) \land (P_3, C) \land (P_4, D) \land (P_5, E) \rightarrow (d, C, (0.6, 1)).
\end{align*}
\]

(9)

These rules are always valid and unique in decision information system of Table 1. Moreover, we can find that the decision accuracy of each rule is all 1/3 and the rule accuracy is 1. In this case, the evaluation requires all the information of a fund project, which is not very useful for us to simplify the decision-making process and deal with unknown information.

Case 2. The information level is \( \beta = 0.6 \) (0.5 < \( \beta \) ≤ 0.6), and the reduction is \( \{a_1, a_2, a_3, a_5\} \) and \( \{a_2, a_3, a_4, a_6\} \).

In the case, from the reductions, we can find that the decision system can be presented by partial not all attributes.

Thus, the decision system can be simplified in the following two decision tables which are Tables 6 and 7.

From Table 6, we can have some rules as follows:

\[
\begin{align*}
    r_1 & : (P_1, A) \land (P_2, A) \land (P_3, C) \land (P_5, C) \rightarrow (d, G, (0.5, 0.6)), \\
    r_2 & : (P_1, A) \land (P_2, C) \land (P_3, C) \land (P_5, D) \rightarrow (d, C, (0.5, 0.6)), \\
    r_3 & : (P_1, B) \land (P_2, B) \land (P_3, A) \land (P_5, A) \rightarrow (d, G, (0.5, 0.6)), \\
    r_4 & : (P_1, A) \land (P_2, B) \land (P_3, D) \land (P_5, B) \rightarrow (d, G, (0.5, 0.6)), \\
    r_5 & : (P_1, C) \land (P_2, C) \land (P_3, C) \land (P_5, E) \rightarrow (d, C, (0.5, 0.6)).
\end{align*}
\]

(10)

From Table 7, we can have some rules as follows:

\[
\begin{align*}
    r_7 & : (P_2, A) \land (P_3, C) \land (P_4, B) \land (P_5, C) \rightarrow (d, G, (0.5, 0.6)), \\
    r_8 & : (P_2, A) \land (P_3, C) \land (P_4, C) \land (P_5, D) \rightarrow (d, C, (0.5, 0.6)), \\
    r_9 & : (P_2, D) \land (P_3, E) \land (P_4, B) \land (P_5, D) \rightarrow (d, C, (0.5, 0.6)), \\
    r_{10} & : (P_2, B) \land (P_3, A) \land (P_4, B) \land (P_5, A) \rightarrow (d, G, (0.5, 0.6)), \\
    r_{11} & : (P_2, B) \land (P_3, D) \land (P_4, A) \land (P_5, B) \rightarrow (d, G, (0.5, 0.6)), \\
    r_{12} & : (P_2, C) \land (P_3, C) \land (P_4, D) \land (P_5, E) \rightarrow (d, C, (0.5, 0.6)).
\end{align*}
\]

(11)

As a result of our data on a smaller scale, the reduction of information system data has no duplication, so that we get 12 decision rules. When the data size is larger, reduction can make a lot of duplicate data merging, effectively reduce the number of decision rules, and improve the decision accuracy and precision of rules.

According to the calculation, the accuracy of the above 12 decision rules is 1/6 and the accuracy of the rules is 1. Although the decision-making accuracy is reduced, the rule accuracy does not decrease. So, we can have that reduction that simplifies the test of the data validation rules; decision conclusion can be obtained without a large scale of data validation.

From the rules obtained above, the conclusion of the decision making for fund investments can be got about the decision information system in Table 1. According to the representation form of decision rules, each decision result is shown in Table 8. The symbol means that the corresponding value is arbitrary, that is, any value taken under the specified conditions in the table has no influence on the decision result indicated in the table.

5. Conclusions

In this paper, a multigranulation rough set decision method is used to construct the fund investment decision information system; then, the fund investment decision information system is reduced at different thresholds, the decision rules are extracted by reduction and the rules are analyzed, and finally the decision rules are given using fund investment
decision making. This study provides a new approach to fund management, enriching the application of multigranulation rough sets.
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