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We present a distributed control modeling approach for an automated manufacturing system based on the dynamics of one-dimensional cellular automata. This is inspired by the fact that both cellular automata and manufacturing systems are discrete dynamical systems where local interactions given among their elements (resources) can lead to complex dynamics, despite the simple rules governing such interactions. The cellular automaton model developed in this study focuses on two states of the resources of a manufacturing system, namely, busy or idle. However, the interaction among the resources such as whether they are shared at different stages of the manufacturing process determines the global dynamics of the system. A procedure is shown to obtain the local evolution rule of the automaton based on the relationships among the resources and the material flow through the manufacturing process. The resulting distributed control of the manufacturing system appears to be heterarchical, and the evolution of the cellular automaton exhibits a Class II behavior for some given disordered initial conditions.

1. Introduction

The demand for top-quality products, as well as a variety of them, has led most manufacturing industries to automate their production processes [1]. By doing this, enterprises achieve an increase in their productivity as well as flexibility to rapidly respond to customers’ demand. However, many issues arise at modeling automated manufacturing systems due to the rapid changes in global markets and the difficulty to foresee events such as machine failures and backlogging among other problems during a manufacturing system operation. Thus, decisions are required as soon as an undesired event occurs, and this involves having a control capable to react and prevent the manufacturing system to deviate from the optimal operating conditions.

Controlling a manufacturing system means to manage the activities of the system with the aim at operating according to the production plans and schedules, monitoring at every moment the flow of the parts being processed [2]. In a manufacturing scheme, the distributed control consists in dividing the control task into several entities capable to make decisions [3]. This allows making decisions rapidly and offers robustness against unforeseen failures as well as flexibility, scalability, modularity, and reconfigurability which are features of today manufacturing systems and the manufacturing paradigms [4].

Although not new, agent-based and holonic manufacturing models meet most or all the features described above and are suitable for distributed control as it is shown in [5–7]. However, they are not easy to implement, and thus, other approaches have been developed. In [8], a distributed control method is proposed based on fuzzy logic and the decomposition of the system into several subsystems. The fuzzy logic is also applied in [9] to control the flow in a manufacturing system together with a multicriteria decision-making method. In [10], a supervisory control is developed in order to decide
when to increase the production capacity based on local controllers and the cumulative demand.

Among the tools for modeling automated manufacturing systems, Petri nets are one of the most used, due to their graphical representation and mathematical formalism [11–13]. However, Petri nets are difficult to manage when there is a large number of components in the system leading to a large number of possible states in the net. Computer simulation models have been also one of the most used tools to model automated manufacturing systems [14] as a way to overcome the difficulties resulted from analytical models [15]. A disadvantage of computer-based models is that they represent the logic of the systems and measure their performance for specific scenarios by simulation. Most of the graphical, analytical and simulation models rely on assumptions that are unrealistic, and hence, there is a need of modeling methods easy to analyze and that match with the real operation of the increasingly complex manufacturing systems.

This paper proposes a procedure to model an automated manufacturing system with cellular automata, inspired by the local interactions among the cells and the global dynamics they produce. Cellular automata are dynamical systems composed of identical elements called cells. Every cell can take a state over a finite set of states, and each cell interacts locally with its nearest neighboring cells to change its state. Once a local evolution rule has been determined, all the cells change their state synchronously over discrete time steps. When the cells are arranged in a linear way, the cellular automaton is one-dimensional.

One of the major contributions to the one-dimensional cellular automata study has been their dynamic classification [16]. No matter which initial state is chosen for a cellular automaton, their evolution exhibits properties of one of four classes. On account of the dynamical features of cellular automata, they have been used to model systems in biology [17, 18], ecology [19, 20], physics [21], and chemistry [22]. Urban systems, as well as land use, have been also application fields of cellular automata as it is shown in [23–26].

Cellular automata were proposed in [27, 28] to model automated manufacturing systems considering the resource activities; however, the dynamics of the proposed cellular automaton model are performed asynchronously. Assembly simulation and assembly sequence identification were addressed in [29] with cellular automata. In [30], cellular automaton models are proposed for flexible manufacturing systems. These models are obtained by means of Petri net representations which are reduced in order to obtain subnets which form cells; however, the reduction of the Petri nets seems to be difficult to perform for large models.

In the cellular automaton model proposed in this manuscript, the cells represent the resources of the system and they are arranged according to the sequence of operations that a part follows throughout the system. The contribution of this study relies on the construction of the local evolution rule, which considers the constraints of the flow of parts due to resource sharing and capacity, and how this rule is used to resolve and prevent conflicts in the manufacturing system based on deterministic decisions, yielding a way to control the flow. The evolution of the cellular automaton shows a Class II behavior, and the control of the manufacturing system seems to be heterarchical; that is, it does not depend on centralized decisions.

The rest of the paper is structured as follows: Section 2 details the characteristics of automated manufacturing systems as well as that of cellular automata. Section 3 presents some preliminaries and considerations about the proposed modeling method. The modeling method is explained in Section 4. Section 5 shows the dynamics of the automated manufacturing system example by the cellular automaton evolutions. Section 6 presents a number of cases where the performance of the automated manufacturing system example under the control of the cellular automaton evolution rule is compared with the simulation of the system with a Petri net model. Finally, a discussion on the method is given in Section 7 and conclusions are provided in Section 8.

2. Basic Concepts

2.1. Automated Manufacturing Systems. Automated manufacturing systems (AMS) are discrete dynamical systems where events occur asynchronously [31, 32] such as the starting and the ending of an operation or the arrival or departure of parts [33]. Typically, an AMS is composed of numerically controlled machines which are connected by automated material handling devices like robots and automated guided vehicles. All the machines and material handling devices are controlled by a centralized computer system [34, 35]. The elements of the AMS interact each other to produce several parts which follow a determined sequence of operations carried out by machines, operators, or both of them.

An automated manufacturing system is a system capable to process a wide variety of parts simultaneously due to its high degree of automation [36]. An AMS is composed of workstations where the parts are automatically processed, an automated material transport system that interconnects the entire AMS and a computer control system that integrates all the manufacturing tasks. The operation of an AMS consists in processing a number of different parts. The parts are considered discrete entities which flow through a determined number of operations. Resources are required to perform the operations such as numerically controlled machines and material handling devices such as robots to load or unload the machines. Storage areas are also common components of an AMS, especially those which decouple operations referred to as buffers. Generally, the number of resources is limited and they need to be shared in order to carry out the operations. Resource sharing may originate well-known problems like conflicts and deadlocks [37] and diminish the system performance.

Figure 1 shows a drawing of an AMS. The manufacturing process carried out by the system consists in machining raw parts which follow a fixed sequence of operations. Firstly, the parts go to an operation performed by Machine 1, then, they go to a second operation carried out by Machine 2, and finally, the parts finish their processing at Machine 3. The parts are transported by a conveyor throughout the
operations while robots load and unload the machines, the buffers, and the conveyor. The process begins when Robot 1 takes a raw part from a storage and puts it on pallets which are moved by the conveyor. Then, Robot 2 takes the part from the pallet, once the conveyor has stopped, and puts the part in Buffer 1. When the operation at Machine 1 has finished, Robot 2 withdraws the part and puts it in Buffer 1. If Machine 2 is idle, Robot 2 takes the part from Buffer 1 to Machine 2. As it can be seen in the figure, Robot 2 moves the parts from the conveyor belt to Buffer 1, from Buffer 1 to Machine 1 or Machine 2, from the Machines 1 and 2 to Buffer 1, and from Buffer 1 to the conveyor belt. All these movements are performed once Robot 2 is free and a part is ready to be moved.

When a part has been processed by Machine 2, it goes to the third and final operation. Once the part has reached the corresponding station, Robot 3 takes it to Buffer 2, and if Machine 3 is idle, then, the part is moved to the machine by Robot 3. When the third operation has finished, the part is taken to the storage for finished parts. Robot 1 takes the finished part from the conveyor belt and puts it in the storage area.

2.2. One-Dimensional Cellular Automata. A cellular automaton is a dynamical system whose evolution is discrete in time and space [38]. Cellular automata consist of identical elements called cells, and every cell can assume a state from a finite set of states. Each cell interacts with the nearest ones forming a neighborhood in order to change its state in a local way, causing a global state change of the automaton. Cells evolve individually and simultaneously to the next time step according to an evolution rule that determines which will be the next state of each cell based on its current state and the ones of its neighbors. This is referred to as a local evolution rule. The following explanations are focused on cellular automata in one dimension.

Formally, the local evolution rule is defined by $\varphi : S^n \rightarrow S$, where $S$ is the finite set of states and $n$ is the size of the neighborhoods. We define the size of the neighborhoods as $n = l + r + 1$ such that $r$ and $l$ are the numbers of neighbors to the right and to the left, respectively, of every cell. $r$ and $l$ are fixed values and constant for every cell $c_i$; the index $i$ represents the position of the cell in the one-dimensional array of cells. In this way, let $c_i^t = a$ be the state of cell $c_i$ at the instant $t$ such that $a \in S$. Thus, $c_i^{t+1} = \varphi(c_{i-l}^t, \ldots, c_{i-1}^t, c_i^t, c_{i+1}^t, \ldots, c_{i+r}^t)$. A configuration $C$ consists in an assignment of states to every cell in the linear arrangement. In particular, $C^0$ is the initial configuration, at the instant $t = 0$. Figure 2 shows the application of the local evolution rule in a one-dimensional cellular automaton of two states and neighborhoods of size $n = 3$, with $r = 1$ and $l = 1$.

Although theoretically one-dimensional cellular automata have an infinite number of cells, in practice and due to computational constraints, they consist of a limited number of cells. However, the cell that is at the rightmost side of the linear array and the one that is at the leftmost side lack from the right or the left neighbors, accordingly. A common practice to resolve this problem and to maintain a homogeneous neighborhood size for every cell is to consider periodic boundaries where the rightmost cell in the array takes as right...
neighbors the first $r$ cells of the left side of the array and likewise the leftmost cell takes as left neighbors the last $l$ cells of the right side of the array. This can be thought of as forming a ring with the linear array as it is shown in Figure 3.

According to the long-term evolution of an automaton and Stephen Wolfram’s classification, its global dynamics can be organized into four classes [39, 40]. Class I evolution tends to a fixed or stable state; Class II shows periodic and stable evolutions. For Class III, evolutions present a chaotic behavior and Class IV is considered the most interesting since evolutions produce complex behaviors over a stable or periodic background.

3. Modeling Method Assumptions

In this section, we give the basics of our proposed methodology to model an AMS with one-dimensional cellular automata. The modeling method is based on the assumptions that only one type of part is processed in the AMS and that the parts flow through the manufacturing process following the same sequence of operations. One way to model manufacturing systems is by means of fluid models where the parts go through a sequence of operations until they depart from the system. Thus, one-dimensional cellular automata are used in this paper taking into account such type of models, providing a way to represent not only the sequence of activities but the interaction among the resources. Additionally, many studies have been conducted to determine the properties of one-dimensional cellular automata [41–43], and a De Bruijn diagram is one of the classical tools to perform preliminary analyses. We take advantage of this tool to define the evolution rule by which the manufacturing system will be controlled.

The modeling approach does not take into account the time an operation takes to be executed, but only considers if a part is at an operation or not. If a part is at an operation, the resource that performs such an operation is busy and, no matter how much time the operation takes, the next state of the part is to be in another operation according to the sequence of operations, and the resource may become idle.

In most AMS, some resources must be shared by the operations and this causes conflicts. A conflict arises when such operations request the shared resource at the same time. In the proposed modeling approach, the shared resources are not modeled by the cells of the automaton, but they are taken into account in determining the evolution rule. Only resources that are not shared are represented by each cell of the automaton. The possible states of the cells are 1 or 0, depending on whether the corresponding operation is being executed or not, respectively. A cell on state 1 not only means the corresponding operation is being executed but also means that a part is ready to be moved to the next operation such that a shared resource like a robot may be required to carry out the movement.

The movement of a part from one operation to another is represented by the evolution of the automaton, but the movement is subject to constraints in the flow of parts. Two types of constraints are considered: the first one is related to the request of a shared resource at the same time, and the second one is about the capacity of the resources to process or hold only one part at a time.

The sequence of operations is modeled in such a way that the first cell at the left of the array of cells represents the first operation; the second cell, the second operation; and so on. A cell changes from 0 to 1 whenever the previous cell is on state 1 which means that the part moves from one operation to the following one whenever there is no flow constraint such as the ones mentioned above.

Due to that a resource may be used at different stages of the manufacturing process, different cells may represent the same resource at different positions in the linear array of cells like a buffer that can be modeled by a cell before a machining operation and then another cell can model the same buffer after finishing the operation, meaning that the buffer holds
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**Figure 2:** Example of the evolution of a one-dimensional cellular automaton with $n = 3$ and states 0 and 1 depicted as white and black squares, respectively.

**Figure 3:** Ring formation of the linear array of cells, where $m$ is the number of cells.
unprocessed and processed parts, correspondingly. Then, another operation can follow and the same buffer can be used to hold the parts in the same way as the previous operation.

3.1. General Considerations to Obtain the Local Evolution Rule. The dynamics of the AMS rely on the construction of the local evolution rule of the cellular automaton. Resource sharing and capacity constraints are key to define the local evolution rule in such a way that the possible interactions between a resource and its nearest neighbors in the AMS operation are represented by the neighborhoods.

The size of the neighborhoods is determined by the cells representing an operation requesting the use of the same resource. For example, consider operations \(i\) and \(j\) which are modeled by cells \(c_i\) and \(c_j\), with \(i < j\) due to the sequence of activities, and assume that such activities request the use of the same resource such that \(c_j\) is the rightmost cell in the array requesting such a resource. Then, cell \(c_j\) is affected by the state of cell \(c_i\) in such a way that if \(c_i = 1\) and \(c_j = 1\), they are said to be in conflict, and therefore, \(c_j\) must be included into the neighborhood of \(c_i\). Moreover, all of the cells between \(c_i\) and \(c_j\), if any, will be also members of the neighborhood of \(c_i\) whether or not the middle cells request the same resource.

On the other hand, the way the flow of parts is modeled indicates that a cell changes its state from 0 to 1 whenever the previous cell is on state 1. Under this consideration, cell \(c_j\) is affected not only by cell \(c_j\) but by the state of cell \(c_{i-1}\). Note that cell \(c_{i-1}\) does not request the same shared resource as cells \(c_i\) and \(c_j\) do. In this way, cells \(c_{i-1}c_{i+1}, \ldots, c_{j-1}c_j\) form a neighborhood, such that \(c^i_{j+1} = \varphi(c_{i-1}c_{i+1}, \ldots, c_{j-1}c_j)\). If other neighborhoods can be constructed in the same way, but not for operations that share a different resource, the neighborhood with the maximum number of cells from corresponding cells \(c_{i-1}\) to \(c_j\) defines the size of all of the neighborhoods. Additionally, cells \(c_{i-1}c_{i+1}, \ldots, c_{j-1}c_j\) which define the size of the neighborhoods, become the standard neighborhood in order to determine the evolution rule. That is, each time \(c^i_{j+1}\) is going to be determined for each neighborhood formed by every cell in the linear array, the flow constraints among the operations represented in the standard neighborhood \(c_{i-1}c_{i+1}, \ldots, c_{j-1}c_j\) are taken into account as if every neighborhood has the same cells, namely, those of the standard neighborhood.

In order to resolve the flow constraints, such as the conflicts and the capacity of the resources described before, a policy must be defined since such situations are unavoidably represented by some of the neighborhoods according to the relations given among the cells of the standard neighborhood. Suppose \(c^i_{j+2} = 1\) and \(c^j_{i+2} = 1\) such that they request the same resource at the same time to move the corresponding part from the current operation to the next one. To provide a solution to this situation, a priority is given to activity \(j\); that is to say, the part at operation \(c_j\) is allowed to be moved first, whether or not such a movement can be done. Meanwhile, \(c_i\) remains unchanged at the next time step. This way to solve the conflicting situation is called the priority policy in the proposed modeling method. The priority policy is also applied to the capacity constraint when \(c^i_{j+1} = 1\) and \(c^j_{i+1} = 1\) such that the flow from \(c_i\) to \(c_{i+1}\) cannot be performed until the part at \(c_{i+1}\) releases the corresponding resource.

4. Modeling Method

4.1. AMS Description. The first step of the proposed method is to have a description of the operations of the AMS and the resources used to perform them. Likewise, it is needed to have an understanding of the whole operation of the AMS in order to identify the constraints related to carrying out the activities. As with any modeling method, these considerations are general and they can be applied to different manufacturing systems to obtain the corresponding cellular automaton model. The explanations given in this section of how to obtain the evolution rule as well as the arrangement of the cells are intended to be generalized to similar manufacturing systems since these types of systems do not vary significantly in their structure and operation, and it could be better for systems with more resources than the one exemplified here. Then, let us refer to the AMS that is shown in Figure 1. Table 1 provides the activities performed by all of the resources in the AMS as well as the resources or conditions required to carry out such activities. It is considered for this AMS that the conveyor is always available, there

<table>
<thead>
<tr>
<th>Resource</th>
<th>Activities</th>
<th>Resources requested to be available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage area</td>
<td>Hold raw parts and finished parts</td>
<td>Robot 1</td>
</tr>
<tr>
<td>Robot 1</td>
<td>Load and unload the conveyor</td>
<td>Conveyor and storage area</td>
</tr>
<tr>
<td>Robot 2</td>
<td>Load and unload Buffer 1, Machine 1, and Machine 2</td>
<td>Buffer 1, Machine 1, and Machine 2</td>
</tr>
<tr>
<td>Robot 3</td>
<td>Load and unload Buffer 2, Machine 3, and conveyor</td>
<td>Buffer 2, Machine 3, and conveyor</td>
</tr>
<tr>
<td>Machine 1</td>
<td>Operation 1</td>
<td>Robot 2</td>
</tr>
<tr>
<td>Machine 2</td>
<td>Operation 2</td>
<td>Robot 2</td>
</tr>
<tr>
<td>Machine 3</td>
<td>Operation 3</td>
<td>Robot 3</td>
</tr>
<tr>
<td>Conveyor</td>
<td>Transport parts</td>
<td>Robot 1, Robot 2, and Robot 3</td>
</tr>
<tr>
<td>Buffer 1</td>
<td>Temporally hold parts</td>
<td>Robot 2</td>
</tr>
<tr>
<td>Buffer 2</td>
<td>Temporally hold parts</td>
<td>Robot 3</td>
</tr>
</tbody>
</table>
are enough pallets to transport the parts, and the buffers can hold a large number of parts.

In the AMS of Figure 1, parts arrive to the system at a storage area. Then, Robot 1 takes a part from the storage area and puts it on a pallet which is transported by the conveyor until the next station where Machine 1 executes Operation 1. In this station, the conveyor as well as Machine 1, Machine 2, and Buffer 1 shares Robot 2 in order to be loaded or unloaded accordingly. After this station, the parts are transported to the next one where Machine 3 performs Operation 3. In this station, Robot 3 is shared by the conveyor, Machine 3, and Buffer 2. Finally, after being processed by Machine 3, the parts go to the storage area where Robot 1 unloads the conveyor and puts the parts in the storage. The conveyor keeps moving pallets and stops when a pallet with a part arrives at one of the stations where machines perform the corresponding operation or when a finished part needs to be stored. It is noticed that while Robot 2 loads either Machine 1, Machine 2, or Buffer 1, it is not possible to be loading any of the two remaining resources. A similar situation happens with Robot 3 where if it is loading the conveyor, it cannot be unloading Machine 3.

### 4.2. Determining the Number and the Arrangement of Cells.

Once the activities of the resources and the operational constraints related to them have been identified, the next step is to represent each activity performed in the AMS with a cell and form the linear array of cells according to the sequence of activities. Figure 4 shows the linear array of cells where each cell represents an activity performed by a resource at the corresponding stage of the manufacturing process. Although shared resources are not considered to be modeled by the cells, they are shown in this figure to have a complete idea of how the cells represent the sequence of operations. As it was pointed out before, the parts flow from the left to the right in the linear array, going through all the stages of the manufacturing process. According to the AMS, the process begins when there are parts at the storage area (ST); then, the conveyor (C) transports the parts. Robots 1, 2, and 3 (R1, R2, and R3) load or unload Buffers 1 and 2 (B1 and B2) and Machines 1, 2, and 3 (M1, M2, and M3).

In the linear array of cells shown in Figure 4, only one cell is used to model the storage area. That is, after cell $c_{24}$, it should go cell $c_{25}$ modeling the storage area where the finished parts are disposed; however, this cell ($c_{25}$) is substituted by cell $c_1$ which in fact models the storage area, and we consider a partial periodic boundary condition for cells $c_{24}$ and $c_1$ in order to complete the last activity modeled by cell $c_{24}$.

The number of cells is reduced by discarding the cells modeling the activities of the robots. This procedure simplifies the construction of the evolution rule by having a fewer number of cells to consider in the neighborhoods. The resulting linear array of cells is illustrated in Figure 5 where the cells are renumbered.

### 4.3. Construction of the Evolution Rule.

The next step of the proposed modeling method is to obtain the evolution rule. The first task is to determine the size of the neighborhoods according to the number of cell modeling activities that share a resource. From the linear array of cells of Figure 5, it can be observed that the cells $c_2, c_3, c_4, c_5, c_6$, and $c_7$ need Robot 2 in order to move a part from their corresponding activity to the next one. For example, conveyor ($c_2$) needs Robot 2 to move a part to Buffer 1 ($c_3$), and Buffer 1 ($c_3$) needs Robot 2 to move a part to Machine 1 ($c_4$). In a similar way, Robot 2 is required by cells $c_5, c_6$, and $c_7$. This means that Robot 2 is shared by these six cells. There are also a total of four cells sharing Robot 3, namely, $c_{10}, c_{10}, c_{10}, c_{10}$, and $c_{11}$, and a total of two cells, $c_1$ and $c_{12}$, sharing Robot 1.

The largest number of cells that share a resource is used to determine the size of the neighborhoods. In this case, cells $c_{2}, c_3, c_3, c_5, c_6$, and $c_7$ account for the maximum number of cells sharing a resource, where cell $c_1$ is the first cell sharing Robot 2 ($c_2$) and $c_1$ is the last one ($c_7$). According to the neighborhood structure, an extra cell is appended to the left of the ones that share the resource, completing the size of the neighborhoods. For the cellular automaton of this example, cell $c_1$ is appended to cells $c_{2}, c_3, c_4, c_5, c_6$, and $c_7$. Hence, $c_1c_2c_3c_4c_5c_6c_7$ is taken as the standard neighborhood to determine the evolution rule. The size of the neighborhood is $m = 7$, with $r = 5$ and $l = 1$, yielding a total.
of $2^7 = 128$ neighborhoods with the form $c_{i-1}c_{i+1}, \ldots, c_{m-15}c_m$, where $c_i$ is the cell designated to evolve.

The constraints indicated for cells $c_2$, $c_3$, $c_4$, $c_5$, $c_6$, and $c_7$ with regard to sharing Robot 2 are used to define the evolution rule. Although such constraints may not apply to all the cells and their corresponding neighborhoods, they are used to set policies to the flow of parts to model the AMS dynamics. Therefore, all of the 128 neighborhoods are considered to be possible states of cells $c_1$, $c_2$, $c_3$, $c_4$, $c_5$, $c_6$, and $c_7$. For example, the neighborhood $0100000$ means that Robot 2 is required to move the part from the conveyor ($c_2$) to Buffer 1 ($c_3$). Thus, for this neighborhood, $\varphi(0100000) = 0$ since the remainder of the cells after $c_3$ is not requesting the shared resource and the buffer is free to receive the part, leaving empty the conveyor after the movement since there is not any other part arriving at the buffer. The evolution of the automaton to correspond to this situation is partially shown in Figure 6.

Consider now the neighborhood $0010010$ where Buffer 1 ($c_3$) and Machine 2 ($c_6$) request Robot 2 to move the corresponding part to the following activities: namely, to Machine 1 and Buffer 1 ($c_4$ and $c_5$, correspondingly). In this case, $c_3$ and $c_6$ are in conflict and both of the movements cannot occur simultaneously since they are mutually exclusive. By the priority policy applied to the activity at the downstream of the manufacturing process, the movement from Machine 2 ($c_6$) to Buffer 1 ($c_3$) is allowed to occur first. Thus, $\varphi(0010010) = 1$ since cell $c_2$ must remain unchanged allowing the occurrence of the other activity. The evolution of the cellular automaton for this case is shown in Figure 7. It can be observed that in the following neighborhood formed by cell $c_3$ (1000100), such a cell must stay on state 0 at the next time step because cell $c_2$ does not change its state. That is, there is no movement from the conveyor ($c_2$) to Buffer 1 ($c_3$) since Robot 2 is used to move a part from Machine 2 ($c_6$) to Buffer 1 ($c_3$), and thus, $c_{i+1} = 0$. This way to determine the states of the cells at the next time step is the guideline to determine the evolution rule for all of the 128 neighborhoods. That is, the thing considered is not only the current state of the cells in the neighborhood but also the previous movements in the flow of the parts.

The general process of the evolution rule can be seen as going through the paths of the De Bruijn diagram of the cellular automaton obtained from the AMS of Figure 1, forming all the possible neighborhoods while traversing the paths. The De Bruijn diagram consists of $2^{n-1}$ nodes, and each node is a partial neighborhood of $n - 1$ cells. To form a complete neighborhood, two nodes $u$ and $v$ are connected by a directed link from $u$ to $v$ as long as the rightmost $n - 2$ cells of node $u$ overlap with the leftmost $n - 2$ cells of node $v$. At most, each node has $|S|$ leaving links. Therefore, to construct the evolution rule, a pair of nodes $u$ and $v$ must be chosen such that $u$ overlaps with $v$, and then state $c_{i+1}$ is determined as it was explained above. Next, another node $w$ is chosen such that $v$ overlaps with $w$, and one more time state $c_{i+1}$ is determined. The process continues forming a path $u \rightarrow v \rightarrow w \rightarrow \ldots$, and eventually, the path will either form a cycle or fall into a cycle.

To illustrate the process, let us consider neighborhood $0100010$ formed by nodes $010001$ and $100010$, as it is shown in Figure 8. For this neighborhood, $\varphi(0100010) = 1$ since cells $c_3$ and $c_6$ request the same resource at the same time and, by the priority policy, the operation at the downstream of the manufacturing process is allowed to use first the shared resource. After node $100010$, one can go to either node $000100$ or node $000101$. Let us take the latter, that is, $000101$, and form neighborhood $1000101$. According to the decision made in the previous neighborhood, $c_1$ remain unchanged at $t + 1$ in the current neighborhood, then $c_2$ do not receive any part from the previous operation, and thus, $\varphi(1000101) = 0$. As it can be observed, each time a node is chosen to continue the path, the partial neighborhood can end in 0 or 1. In order to give a brief description of the process to determine the evolution rule, the neighborhoods which end in 0 are chosen deliberately. In this way, after $000101$, node $001010$ is chosen such that neighborhood $0001010$ is obtained. In this case, there is not any part to move from cell $c_1$ to cell $c_2$ and this last cell is not requesting the shared resource; therefore, $\varphi(0010100) = 0$. The same happens with neighborhood $0010100$ formed by nodes $001010$ and $010100$, such that $\varphi(0010100) = 0$.

After $010100$, the process continues with node $101000$ and the resulting neighborhood is $0101000$. In this situation, $c_2$ and $c_4$ are requesting the same resource, and by the priority policy, $\varphi(0101000) = 1$. Observe that according to the first neighborhood that originated this process, namely, $0100010$, $c_6$ should change to 0 by applying the priority policy; however, due to the conditions of the new neighborhood $0101000$, such a cell (now $c_2$) must remain unchanged at the next time step. As it can be noticed from the last node $101000$, this one overlaps with node $010001$ that started the path. Neighborhood $1010001$ results from overlapping nodes $101000$ and $010001$, and for this case, $\varphi(1010001) = 0$; that is $c_1$ does not send any part to $c_2$ according to the previous
For such a flow of parts and the constraints considered in each path is consistent with the states determined for the evolution rule in each path. Figure 10 presents some paths that share nodes with the cycle shown in Figure 9. Observe that the states determined for the evolution rule in each path is consistent with the flow of parts as it is shown in the De Bruijn subdiagram in Figure 9.

The process is applied to all of the remaining neighborhoods in the paths that have not been explored. Eventually, two or more paths will have common nodes, and for the neighborhoods formed by such nodes, the evolution rule definition must be consistent with the flow of parts considered in each path. Figure 10 presents some paths that share nodes with the cycle shown in Figure 9. Observe that the states determined for the evolution rule in each path is consistent with the flow of parts and the constraints considered for such a flow. Table 2 shows the complete local evolution rule definition, obtained as indicated in this section.

5. Cellular Automata Evolution Representing the Dynamics of the AMS

Once the evolution rule has been determined, the evolution of the cellular automaton can be carried out for different initial conditions of the AMS, which are represented by the initial configuration. In order to represent the dynamics of the AMS, a modification to the classical periodic boundary conditions is made, particularly to the right boundary. Since each cell of a configuration forms its neighborhood with \( l = 1 \) cell to the left and \( r = 5 \) cells to the right, the last five cells could not do it. Instead of completing the neighborhood of the last five cells with the ones at the beginning of the configuration, the missing cells are given state 0 as if the configuration was infinite to the right side, but with the cells with state 0. In fact, only the missing cell which is next to the last cell of the configuration will take the state of the first cell of the configuration. Figure 11 shows an evolution with the resulting modification of the boundary condition. In that figure, the cell representing the third machine (M3) in the initial configuration is missing three of the five cells to the right to complete its neighborhood, namely, the third, the fourth, and the fifth. By the modification to the right boundary condition, the third cell takes the state of the first cell of the initial configuration, that is, 1. The fourth and the fifth cells take state 0 forming neighborhood 0100100.

Figure 12(a) shows the evolution where only one part is in the AMS at the storage area (\( c_1 \)). According to the AMS, the part goes through the whole manufacturing process from one operation to another since there is no constraint in its flow towards the end of the process. In Figure 12(b), a conflict situation is shown when initial state 100100100011 is chosen. In this initial condition, the storage area has a part ready to enter to the manufacturing process (\( c_1 \)) where Robot 1 is requested to move the part to the conveyor. Likewise, a part is at Machine 1 (\( c_4 \)) such that it requests Robot 2 to move such a part to Buffer 1 once the machining operation has finished. At the same time, Buffer 1 (\( c_7 \)) requests Robot 2 to move the part in the buffer to the conveyor in order that it can continue with the final operation at Machine 3. Finally, there is a part in the conveyor (\( c_{12} \)) ready to be put in the storage by Robot 1. All of these conditions lead to a conflict since according to the evolution rule definition and by the priority policy, there is a circular request among the involved cells or operations.

Figure 12(c) shows a part in the storage area and one in Buffer 1 (\( c_3 \)). According to the evolution rule, the part at the storage area is not moved to the conveyor until the part at Buffer 1 has been moved forward in the manufacturing process such that it is out of the neighborhood of \( c_1 \). The initial state in Figure 12(d) shows a part in the storage area and two parts in Buffer 1. One of the parts in Buffer 1 is ready to go to Machine 1, namely, the one at \( c_5 \), and the other one (\( c_3 \)) to Machine 2. Since both movements cannot occur.
Figure 10: Some paths of the De Bruijn diagram showing the states determined for the evolution rule.

Table 2: Local evolution rule where $c_i^{t+1} = \varphi(c_{i-1}^{t}, c_{i}^{t}, c_{i+1}^{t}, \ldots, c_{j}^{t})$.

<table>
<thead>
<tr>
<th>Neighborhood</th>
<th>$c_i^{t+1}$</th>
<th>Neighborhood</th>
<th>$c_i^{t+1}$</th>
<th>Neighborhood</th>
<th>$c_i^{t+1}$</th>
<th>Neighborhood</th>
<th>$c_i^{t+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000000</td>
<td>0</td>
<td>0100001</td>
<td>1</td>
<td>1000010</td>
<td>0</td>
<td>1100011</td>
<td>1</td>
</tr>
<tr>
<td>0000001</td>
<td>0</td>
<td>0100011</td>
<td>1</td>
<td>1000011</td>
<td>0</td>
<td>1100100</td>
<td>1</td>
</tr>
<tr>
<td>0000010</td>
<td>0</td>
<td>0100011</td>
<td>1</td>
<td>1000100</td>
<td>0</td>
<td>1100101</td>
<td>1</td>
</tr>
<tr>
<td>0000011</td>
<td>0</td>
<td>0100100</td>
<td>1</td>
<td>1000110</td>
<td>0</td>
<td>1100111</td>
<td>1</td>
</tr>
<tr>
<td>0000100</td>
<td>0</td>
<td>0100101</td>
<td>1</td>
<td>1000111</td>
<td>0</td>
<td>1100111</td>
<td>1</td>
</tr>
<tr>
<td>0000101</td>
<td>0</td>
<td>0100111</td>
<td>1</td>
<td>1001000</td>
<td>0</td>
<td>1101000</td>
<td>1</td>
</tr>
<tr>
<td>0000110</td>
<td>0</td>
<td>0101000</td>
<td>1</td>
<td>1001000</td>
<td>0</td>
<td>1101010</td>
<td>1</td>
</tr>
<tr>
<td>0000111</td>
<td>0</td>
<td>0101001</td>
<td>1</td>
<td>1001010</td>
<td>0</td>
<td>1101011</td>
<td>1</td>
</tr>
<tr>
<td>0001000</td>
<td>0</td>
<td>0101011</td>
<td>1</td>
<td>1001011</td>
<td>0</td>
<td>1101100</td>
<td>1</td>
</tr>
<tr>
<td>0001001</td>
<td>0</td>
<td>0101100</td>
<td>1</td>
<td>1001100</td>
<td>0</td>
<td>1101101</td>
<td>1</td>
</tr>
<tr>
<td>0001010</td>
<td>0</td>
<td>0101101</td>
<td>1</td>
<td>1001110</td>
<td>0</td>
<td>1101110</td>
<td>1</td>
</tr>
<tr>
<td>0001011</td>
<td>0</td>
<td>0101111</td>
<td>1</td>
<td>1010000</td>
<td>0</td>
<td>1101111</td>
<td>1</td>
</tr>
<tr>
<td>0001100</td>
<td>0</td>
<td>0110000</td>
<td>1</td>
<td>1010000</td>
<td>0</td>
<td>1110000</td>
<td>1</td>
</tr>
<tr>
<td>0001101</td>
<td>0</td>
<td>0110010</td>
<td>1</td>
<td>1010010</td>
<td>0</td>
<td>1110100</td>
<td>1</td>
</tr>
<tr>
<td>0001110</td>
<td>0</td>
<td>0110011</td>
<td>1</td>
<td>1010100</td>
<td>0</td>
<td>1110110</td>
<td>1</td>
</tr>
<tr>
<td>0001111</td>
<td>0</td>
<td>0110100</td>
<td>1</td>
<td>1010110</td>
<td>0</td>
<td>1110111</td>
<td>1</td>
</tr>
<tr>
<td>0010000</td>
<td>0</td>
<td>0110101</td>
<td>1</td>
<td>1011000</td>
<td>0</td>
<td>1111000</td>
<td>1</td>
</tr>
<tr>
<td>0010001</td>
<td>0</td>
<td>0110111</td>
<td>1</td>
<td>1011000</td>
<td>0</td>
<td>1111010</td>
<td>1</td>
</tr>
<tr>
<td>0010010</td>
<td>0</td>
<td>0111000</td>
<td>1</td>
<td>1011010</td>
<td>0</td>
<td>1111100</td>
<td>1</td>
</tr>
<tr>
<td>0010011</td>
<td>0</td>
<td>0111010</td>
<td>1</td>
<td>1011011</td>
<td>0</td>
<td>1111110</td>
<td>1</td>
</tr>
<tr>
<td>0010100</td>
<td>0</td>
<td>0111100</td>
<td>1</td>
<td>1011100</td>
<td>0</td>
<td>1111111</td>
<td>1</td>
</tr>
<tr>
<td>0010101</td>
<td>0</td>
<td>0111110</td>
<td>1</td>
<td>1011100</td>
<td>0</td>
<td>1111111</td>
<td>1</td>
</tr>
<tr>
<td>0010110</td>
<td>0</td>
<td>0111111</td>
<td>1</td>
<td>1011110</td>
<td>0</td>
<td>1111111</td>
<td>1</td>
</tr>
<tr>
<td>0011000</td>
<td>0</td>
<td>0111111</td>
<td>1</td>
<td>1011100</td>
<td>0</td>
<td>1111111</td>
<td>1</td>
</tr>
<tr>
<td>0011001</td>
<td>0</td>
<td>0111111</td>
<td>1</td>
<td>1011100</td>
<td>0</td>
<td>1111111</td>
<td>1</td>
</tr>
</tbody>
</table>
simultaneously, the part at $c_5$ is chosen to be moved first by the priority policy at $t = 1$. At the next two time steps, the priority policy is applied again such that the part is moved from $c_5$ to $c_7$ at $t = 2$ and from $c_7$ to $c_8$ at $t = 3$. At $t = 4$, any part can be moved according to the evolution rule definition.

Some evolutions of the cellular automaton are provided in Figure 13 for disordered initial configurations of different widths. For a long number of generations depicted in Figures 13(c)–13(e), the cellular automaton exhibits periodic configurations in determined regions as well as the preservation of data, matching the properties of Class II of Wolfram classification [44]. The evolutions show the tendency of the parts to move towards the end of the manufacturing process. For an initial configuration with large blank spaces (strings of 0s), such a feature is easily noticed (Figures 13(a) and 13(d)). On the contrary, when there are fewer blank spaces in the initial configurations, the system tends to be blocked (Figures 13(c) and 13(d)) and the expected movement of the parts is not recovered for a while. In regard to the latter, when large blank spaces are present in the initial configurations, the evolutions rapidly reach a periodic behavior, but once a conflict arises, a halt in the movement of parts is transmitted towards the beginning of the process, just as it was modeled by the evolution rule. However, the movement of parts can be recovered once the conflicts are resolved at the final stages of the process and this is also transmitted to the beginning after some time steps in the evolution. The time required to resolve the conflicts makes the system to be in conflict in a periodic fashion.

6. Experiments and Results

In this section, the operation of the system shown in Figure 1 is performed using the proposed control method and a Petri net model simulating the normal operation of the system without a predefined control of the parts flow. The comparison is made in terms of the time required to produce a certain number of parts and in terms of the resource utilization, namely, machines and robots. A Petri net (PN) is a well-known tool to model manufacturing systems, and a generalized Petri net model is appropriate to compare the operation of the system. Generalized Petri nets are not timed nor stochastic, and the evolution of markings can be easily matched with the configurations of the cellular automaton such that discreteness in space and time is satisfied for both types of simulations. However, some considerations are needed to make a fair comparison between the two models (cellular automaton and Petri net). Broadly speaking, in a PN, the change of states occurs asynchronously; that is, if two movements can be done at the same time in the natural operation of a system, in the PN simulation, one of the movements is carried out first and then the other one, but not necessarily right one after the other. This is because of a matter of analysis which leads to the reachable marking tree, but if the two movements are parallel such that the occurrence of one them does not disable the occurrence of the other one at the next time step, then in the PN, the two simultaneous movements can be represented by firing the corresponding transitions one immediately after the other, reaching the same marking as if the two movements were done simultaneously. Another consideration is that for each
Figure 13: Evolutions of the cellular automaton for disordered initial configurations of different sizes (number of generations × number of cells).
time step in the cellular automaton evolution, two firings are needed in the PN simulation to reach a marking equivalent to the configuration reached in the automaton. These two firings represent the robots’ movements which are not modeled in the cellular automaton.

Nine cases are used to compare the proposed control method with the normal operation of the system. Each case consists of a number of parts distributed at different stages in the system; this number of parts ranges from one to five. The PN model was constructed and simulated on a free application (http://pipe2.sourceforge.net/). For each case, the shortest path of firings was calculated for the PN. The shortest path is the minimum number of firings from the initial marking to the final one. The final marking is where all the parts have left the system, and they are stored in the storage area at the end of the system. For example, we developed the Case 0 to show the equivalence between the evolution of markings of the PN and the evolution of the cellular automaton. Case 0 considers only one part located at the storage area as an unprocessed part. The shortest path for this case is [T0 T1 T4 T5 T2 T3 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 T19 T20 T21 T22 T23]. Since there are twelve stages where this part can be located through the system, at the conveyor, at Buffer 1, at Machine 1 being processed, and so on, the total number of time steps to reach the storage area for finished parts is twelve. This number of time steps is obtained from the shortest path by dividing each into two transitions from T0 to T23. In this way, the shortest path calculated for each of the eight cases represents the minimum time to process all the parts in the system. The shortest paths were recalculated from those obtained with the aforementioned PN application since the original ones do not consider simultaneous movements. The results are shown in Table 3.

### 7. Discussion

The evolution rule representing the dynamics of the AMS shown in Figure 1 is based on some considerations taken in regard to the number of operations that share resources and to the capacity constraint. Therefore, one can observe in the evolutions shown in Figure 12 that some part movements could have been done, but they are not carried out due to constraints imposed to the evolution rule. For example, in Figure 12(c), Robot 1 is needed to move the part from $c_1$ to $c_2$ (storage area to conveyor) and Robot 2 is needed to move the part from $c_3$ to $c_4$ (Buffer 1 to Machine 1). However, by the priority policy, only the movement from $c_3$ to $c_4$ is allowed, although both of the movements are carried out by different resources. A similar situation occurs in the evolution shown in Figure 12(d), where the part at $c_1$ can be moved to $c_3$ since Robot 1 is needed to carry out the movement while Robot 2 is required to move the part from $c_3$ to $c_4$. Despite this, the procedure to obtain the evolution rule can be seen as a general policy to avoid conflicts in the flow of parts. For example, in Figure 12(c), the priority policy avoids a conflict situation if both parts were moved simultaneously, arriving at the operations at Machine 1, Machine 2, and Buffer 1 where Robot 2 is shared. In a real situation, the decision to give the priority to some operation can be made under the consideration of, for example, the cost related to the operation and such a consideration can be taken into account in obtaining the evolution rule.

In regard to the results obtained from the experiments, only in Case 1, the cellular automaton produces the parts in a shorter time than in the PN simulation, with 16 time steps of the cellular automaton against 18 time steps of the PN. Moreover, the utilization of the resources is greater than in the PN simulation result. However, from Case 2 to Case 8, the utilization of the machines and robots with the cellular automaton is smaller than in the PN; however, the time needed to produce the parts is greater than in the PN simulation. Figure 14 shows the plots for the number of parts in the system of Case 0, Case 1, Case 3, Case 5, and Case 7. For Case 0, where there is only one part, the cellular automaton and the PN have the same plot. Such an equivalence is confirmed by the results shown in Table 3. For Cases 3, 5, and 7 where the cellular automaton produces the parts in slightly more time steps than the PN, it is observed that from the beginning of the cellular automaton evolution to the middle of such an evolution, the parts are produced faster than in the PN simulation. This leads to a low utilization of the resources.

<table>
<thead>
<tr>
<th>Case</th>
<th>Parts</th>
<th>Machine utilization (%)</th>
<th>Robot utilization (%)</th>
<th>Time steps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PN</td>
<td>CA</td>
<td>PN</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>8.33</td>
<td>8.33</td>
<td>8.33</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>16.67</td>
<td>12.5</td>
<td>11.11</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>7.69</td>
<td>7.69</td>
<td>15.39</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6.67</td>
<td>5.88</td>
<td>13.33</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>8.33</td>
<td>6.67</td>
<td>8.33</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>6.25</td>
<td>55.56</td>
<td>12.5</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>5.26</td>
<td>4.55</td>
<td>10.53</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>8.33</td>
<td>7.69</td>
<td>12.5</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>4.76</td>
<td>7.69</td>
<td>14.27</td>
</tr>
</tbody>
</table>
Figure 14: Plots showing the reduction of parts as they depart from the system.
Furthermore, a pattern in the production of parts is observed in the plots of Case 3, Case 5, and Case 7, which matches with the evolutions shown in Figure 13.

8. Conclusions

A method to model an automated manufacturing system with one-dimensional cellular automata has been presented, providing a new perspective in modeling the dynamics of such type of systems. Some considerations have been taken in order to represent the dynamics of an AMS such as that only one type of part is processed in the system and with a fixed sequence of operations. Likewise, the resources like the machines have been considered to have the capacity to process only one part at a time. As it can be seen in this paper, the decisions to control the flow of parts are taken locally, at each operation performed by the resources, which are modeled with the cells of the automaton and therefore obtaining a distributed control of the system. Moreover, due to the locality of the decisions, the control is not centralized on any entity but divided along to some of the entities of the system, namely, those modeled by the cells of the automaton.

The evolution of the cellular automaton shows the flow of the parts as it is expected in the real system. The local evolution rule delays the advance of the parts whenever a potential conflict can occur downstream in the process, and once the situation is resolved by a priority policy, the flow continues. However, it can be noticed from the evolutions that when there is an excess of parts in the system (initial configurations), this is blocked and therefore diminishing the efficiency of the system. Nevertheless, the comparative experiments show that the utilization of the resources is low for almost all the experiment cases. In a further work, different modeling strategies could be considered such as more states for the cells like failures and repairs; likewise, different local evolutions rule to manage different types of decisions. Indeed, the discreteness of the rules can be used instead of fuzzy rules, as it is done in many studies.
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