Research Article

Exact Controllability for Hilfer Fractional Differential Inclusions Involving Nonlocal Initial Conditions

Jun Du,1,2 Wei Jiang,1 Denghao Pang,1 and Azmat Ullah Khan Niazi1

1School of Mathematical Sciences, Anhui University, Hefei 230601, China
2Department of Applied Mathematics, Huainan Normal University, Huainan 232038, China

Correspondence should be addressed to Jun Du; djwlm@163.com and Wei Jiang; jiangwei@ahu.edu.cn

Received 27 March 2018; Accepted 11 July 2018; Published 19 August 2018

Academic Editor: Dimitri Volchenkov

Copyright © 2018 Jun Du et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The exact controllability results for Hilfer fractional differential inclusions involving nonlocal initial conditions are presented and proved. By means of the multivalued analysis, measure of noncompactness method, fractional calculus combined with the generalized Mönch fixed point theorem, we derive some sufficient conditions to ensure the controllability for the nonlocal Hilfer fractional differential system. The results are new and generalize the existing results. Finally, we talk about an example to interpret the applications of our abstract results.

1. Introduction

Fractional calculus generalizes the standard integer calculus to arbitrary order. It provides a valuable tool for the description of memory and hereditary properties of diversified materials and processes. In the past twenty years, the subject of the fractional calculus is picking up considerable popularity and importance. We can refer to the monographs of Diethelm and Freed [1], Kilbas et al. [2], Miller and Ross [3], Podlubny [4], and Zhou [5]. Fractional differential equations and inclusions involving Caputo derivative or Riemann-Liouville derivative have obtained more and more results (see [6–15]). Recently, Hilfer [16] initiated an extended Riemann-Liouville fractional derivative, named Hilfer fractional derivative, which interpolates Caputo fractional derivative and Riemann-Liouville fractional derivative. This operator appeared in the theoretical simulation of dielectric relaxation in glass forming materials. Hilfer et al. [17] initially presented linear differential equations with the new Hilfer fractional derivative and applied operational calculus to solve such generalized fractional differential equations. Subsequently, Furati et al. [18] and Gu and Trujillo [19] generalized to consider nonlinear problems and proved the existence, nonexistence, and stability results for initial value problems of nonlinear fractional differential equations with Hilfer fractional derivative in a suitable weighted space of continuous functions.

Control theory is an interdisciplinary branch of engineering and mathematics that deals with influence behavior of dynamical systems. Controllability is one of the fundamental concepts in mathematical control theory, it means that it is possible to steer a dynamical system from an arbitrary initial state to arbitrary final state using the set of admissible controls. Recently, the controllability conditions for various linear and nonlinear integer or fractional order systems have been considered in many papers by using different methods [20–33] and the references. There have also been some results [20–24, 32, 33] about the investigations of the exact controllability of systems represented by nonlinear evolution equations in infinite dimensional space. But when the semigroup or the control action operator B is compact, then the controllability operator is also compact and the applications of exact controllability results is just restricted to the finite dimensional space [20]. Therefore, we investigate the exact controllability of the fractional evolution systems only involving noncompact semigroups.

The nonlocal initial problems have been initially proposed by Byszewski et al. [34, 35] to generalize the study of the canonical initial problem, comes from physical science. For instance, it used to determine the unknown physical
parameters in some inverse heat condition problems. It has been found that the nonlocal initial condition is more exact to describe the nature phenomena than the classical initial condition, since more data is taken into account, therefore abating the negative influences induced by a possible inaccurate single estimation taken at the start time. For more discussion on this type of differential equations and inclusions, we can see papers [36–42] and references given therein.

Boucherif and Precup [36] proved the existence for mild solutions to the following nonlocal initial problem for first-order evolution equations using Schaefer fixed point theorem:

\[
\begin{align*}
x'(t) + Ax(t) &= f(t, x(t)), t \in J, \\
x(0) + \sum_{k=1}^{m} q_k x(t_k) &= 0, 0 < t_1 < t_2 < \cdots < t_m < b, \tag{1}
\end{align*}
\]

where \( A : D(A) \subseteq X \to X \) is the infinitesimal generator of a \( C_0 \)-semigroup \( \{ T(t) \}_{t \geq 0} \) on a Banach space \( X \) and \( f : J \times X \to X \) is a known function.

Liang and Yang [33] concerned the controllability for the following fractional integro-differential evolution equations involving nonlocal conditions using the Mönch fixed point theorem:

\[
\begin{align*}
& D^q x(t) + Ax(t) = f(t, x(t), Gx(t)) + Bu(t), t \in J, \\
& x(0) = \sum_{k=1}^{m} c_k x(t_k), 0 < t_1 < t_2 < \cdots < t_m < b, \tag{2}
\end{align*}
\]

where \( D^q \) is the Caputo derivative of order \( q \in \langle 0, 1 \rangle \), \(-A : D(A) \subseteq X \to X\) is the infinitesimal generator of a \( C_0 \)-semigroup \( \{ T(t) \}_{t \geq 0} \) of uniformly bounded linear operator, the control function \( u \) is known in \( L^2(J, U) \); \( U \) is a Banach space, \( B \) is a linear bounded operator from \( U \) to \( X \); \( f \) is a known function and \( Gx(t) = \int_{0}^{t} K(t, s)x(s)ds \) is a Volterra integral operator.

Du et al. [43] generalized the results of [33] and gave the controllability for a new class of fractional neutral integro-differential evolution equations with infinite delay and nonlocal conditions using Mönch fixed point theorem. However, it should be emphasized that to the best of our knowledge, the exact controllability of Hilfer fractional differential system has not been investigated yet. Motivated by [19, 30, 33, 36, 43], in this paper, we concern the controllability of the following fractional differential inclusions involving a more general fractional derivative with nonlocal initial conditions:

\[
\begin{align*}
& D^{p,q}_{0^+} x(t) \in Ax(t) + F(t, x(t)) + Bu(t), t \in [0, a], \\
& I_{0^+}^{(1-q)(1-p)} x(0^+) = \sum_{i=1}^{n} a_i x(t_i), 0 < t_1 < t_2 < \cdots < t_n < a, \tag{3}
\end{align*}
\]

where \( D^{p,q}_{0^+} \) is the Hilfer fractional derivative of order \( p \) \((p \text{ obeys } 1/2 < p \leq 1)\) and type \( q \) \((q \text{ obeys } 0 \leq q \leq 1)\) which will be given in Section 2; \( E \) is separable and \( A \) is bounded, so \( S(\cdot) \) is a uniformly continuous semigroup and \( S(t) = e^{At} \). The nonlinear term \( F : J \times E \to 2^E \setminus \{ \emptyset \} \) is multivalued function. Let \( J = [0, a], I^p = [0, a], a > 0 \) are two finite intervals of \( \mathbb{R} \); \( a_i \in \mathbb{R}, a_i \neq 0 (i = 1, 2, \ldots, n) \), \( n \in \mathbb{N} \). The control function \( u \) takes values in \( L^2(J, U) \), with \( U \) as a Banach space; \( B \) is a linear bounded operator from \( U \) to \( E \).

In this paper, by means of a concrete nonlocal function, we do not have to suppose the compactness and Lipschitz conditions on the nonlocal function but only assume that \( a_i \), \((i = 1, 2, \ldots, n)\) satisfy the hypothesis (H0) (see Section 3). Furthermore, the proofs of our main results are based on fractional calculus theory, the multivalued analysis, measure of noncompactness method, in addition to the O’Regan-Precup fixed point theorem, which is an extension of the Mönch fixed point theorem.

2. Preliminaries and Notations

Let \( C(J', E) \) and \( C(J, E) \) denote the space of \( E \)-valued continuous functions from \( J' \) to \( E \) and from \( J \) to \( E \) respectively; Let \( r = p + q - pq \).

Define \( Y = \{ x \in C(J', E) : \lim_{t \to 0^+} t^{r-1} x(t) \text{ exists and is finite}, \| x \|_{Y} \text{ defined by } \| x \|_{Y} = \sup_{t \in J'} \{ t^{r-1} |x(t)| \} \} \). Then, \( Y \) is a Banach space. We also note that

(1) When \( r = 1 \), then \( Y = C(J, E) \) and \( \| x \|_{Y} = \| x \| \);

(2) Let \( x(t) = t^{r-1} y(t) \) for \( t \in J' \), \( x \in Y \) if and only if \( y \in C(J, E) \), and \( \| x \|_{Y} = \| y \|_{Y} \).

For \( y > 0 \), define \( B_{r}^{y} (J') = \{ x \in Y : \| x \|_{Y} \leq y \} \). Thus \( B_{r}^{y} \) is a bounded closed and convex subset of \( Y \).

Let \( B_{r}^{y} (J) = \{ y \in C(J, E) : \| y \| \leq y \} \). Then \( B_{r}^{y} \) is a closed ball of the space \( C(J, E) \) with the radius \( y \) and center at 0. And \( B_{y} \) is also a bounded closed and convex subset of \( C(J, E) \).

Next, we list some definitions and properties in fractional calculus, multivalued analysis, semigroup theory, and measure of noncompactness.

The following definitions concerning fractional calculus can be found in the books [2–4, 16].

Definition 1. The fractional integral for function \( f \) from lower limit 0 and order \( \alpha \) can be expressed by

\[
I_{0^+}^{\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(s)}{(t-s)^{1-\alpha}} ds, \quad \alpha > 0, t > 0, \tag{4}
\]

where \( \Gamma \) is the gamma function, and right side of upper equality is point-wise defined on \( (0, +\infty) \).
**Definition 2.** The Riemann-Liouville derivative of order \( \alpha \) with the lower limit 0 for function \( f : [0, +\infty) \to \mathbb{R} \) can be expressed by

\[
R^{-\alpha}D_0^\alpha f(t) = \frac{1}{\Gamma(n - \alpha)} \int_0^t \frac{f^{(n)}(s)}{(t-s)^{\alpha+n-1}} ds, \quad t > 0, n - 1 < \alpha < n.
\]  

(5)

**Definition 3.** The Caputo derivative of order \( \alpha \) for function \( f : [0, +\infty) \to \mathbb{R} \) can be denoted by

\[
D_0^\alpha f(t) = \left( R^{1-\alpha} D (t^{1-\alpha} f(t)) \right)(t),
\]  

(6)

where \( D = d/dt \).

**Remark 1.**

(i) The operator \( D_0^p \) can be written as

\[
D_0^p f(t) = \left( t^{1-\alpha} D (t^{1-\alpha} f(t)) \right)(t) = \left( t^{1-\alpha} (Df)(t) \right)(t), \quad t = p + q - pq.
\]  

(ii) When \( q = 0 \) and \( 0 < p \leq 1 \), the Hilfer fractional derivative coincides with the Riemann-Liouville derivative:

\[
D_0^\alpha f(t) = \frac{d}{dt} \left( t^{1-\alpha} f(t) \right) = R^{-\alpha}D_0^\alpha f(t).
\]  

(iii) When \( q = 1 \) and \( 0 < p \leq 1 \), the Hilfer fractional derivative coincides with the Caputo derivative:

\[
D_0^p f(t) = t^{1-\alpha} \frac{d}{dt} \left( t^{1-\alpha} f(t) \right) = C D_0^\alpha f(t).
\]  

**Remark 2.**

(i) A measurable function \( u : J \to E \) is Bochner integrable if and only if \( ||u|| \) is Lebesgue integrable.

(ii) A multivalued map \( F : E \to 2^E \) is said to be convex valued (closed valued) if \( F(u) \) is convex (closed) for all \( u \in E \) is said to be bounded on bounded sets if \( F(B) = \bigcup_{u \in B} F(u) \) is bounded in \( E \) for all \( B \in \mathcal{P}_b(E) \).

(iii) A multivalued map \( F \) is said to be upper semicontinuous (u.s.c.) on \( E \) if for each \( u_0 \in E \), the set \( F(u_0) \) is a nonempty closed subset of \( E \), and if for each open subset \( \Omega \) of \( E \) containing \( F(u_0) \), there exists an open neighborhood \( V \) of \( u_0 \) such that \( F(V) \subseteq \Omega \).

(iv) A multivalued map \( F \) is said to be completely continuous if \( F(B) \) is relatively compact for every \( B \in \mathcal{P}_b(E) \). If the multivalued map \( F \) is completely continuous with nonempty compact values, then \( F \) is u.s.c. if and only if \( F \) has a closed graph, that is, \( u_n \to u, y_n \to y, y_n \in F(u_n) \) imply \( y \in F(u) \). We say that \( F \) has a fixed point if there is \( u \in E \), such that \( u \in F(u) \).

(v) A multivalued map \( F : J \to \mathcal{P}_b(E) \) is said to be measurable if for each \( u \in E \), the function \( y : J \to R \) defined by \( y(t) = d(u, F(t)) = \inf \{ ||u - z||, z \in F(t) \} \) is measurable.

**Lemma 1** (see [44]). Let \( E \) be a Banach space. The multivalued map satisfies the following: for each \( t \in J \), \( F(t, \cdot) : E \to \mathcal{P}_{b,\text{cl},\text{tv}}(E) \) is u.s.c.; for each \( x \in E \), the function \( F(\cdot, x) : E \to \mathcal{P}_{b,\text{cl},\text{tv}}(E) \) is strongly measurable and the set \( S_{E,x} = \{ f \in L^1(1/J, F): f(t) \in F(t,x(t)), \text{for a.e. } t \in J \} \) is nonempty. Let \( \Gamma \) be a linear continuous mapping from \( L^1(J, E) \) to \( C(J, E) \), then the operator

\[
\Gamma \circ S_F : C(J,E) \to \mathcal{P}_{b,\text{cl},\text{tv}}(C(J,E)), x \mapsto (\Gamma \circ S_F)(x) = \Gamma(S_{E,x}),
\]  

(12)

is a closed graph operator in \( C(J,E) \times C(J,E) \).

Consider

\[
K_p(t) = p \int_0^\infty \theta \xi_p(\theta) S(t\theta) d\theta, \quad t \geq 0,
\]  

(13)

where \( \xi_p(\theta) = (1/p) \theta^{-1/2} \omega_p(\theta^{-1/2}) \), and

\[
\omega_p(\theta) = \frac{1}{p} \sum_{n=1}^\infty (-1)^n \theta^{-pn} \frac{1}{n!} \sin \left( n \theta \right) \theta \in (0, \infty),
\]  

(14)

and \( \xi_p \) is a probability density function defined on \( (0, \infty) \), that is \( \int_0^\infty \xi_p(\theta) d\theta = 1 \).
Remark 3 (see [2]). As we all know from [2] that $K_p$ can be denoted by the Mittag-Leffler functions:

$$K_p(t) = \sum_{i=0}^{\infty} A_i t^{pi} \Gamma(pi + p).$$  \hspace{1cm} (15)

The following essential propositions can be found in the papers [19, 38].

**Lemma 2.** If $\|S(t)\| \leq N, t \in J$, then for each $x \in E$,

(i) $\|K_p(t)x\| \leq (N\Gamma(p))\|x\|; 

(ii) $\|t^{p-1}K_p(t)x\| \leq (Nt^{p-1}\Gamma(p))\|x\|$ and $\|I_p^{t(1-p)}(t^{p-1}K_p(t)x)\| \leq (Nt^{p-1}\Gamma(r))\|x\|.$

**Lemma 3** (Example 2.1.3 [45]).

For each $G \subseteq C(J,E)$ and $t \in J$, define $G(t) = \{g(t); g \in G\}$. If $G$ is equicontinuous and bounded, then $\beta(G)$ is continuous on $J$ and $\beta(G) = \max_{t \in J} \beta(G(t)).$ \hspace{1cm} (16)

Here, $\beta$ is the Hausdorff noncompact measure on $E$ defined on every bounded subset $U$ of Banach space $E$ by

$$\beta(U) = \inf \{\varepsilon > 0; U \text{ has a finite } \varepsilon - \text{net in } E\}. \hspace{1cm} (17)$$

**Lemma 4** (see Lemma 5 [46]). Let $G \subseteq L^1(J,E)$ be a countable subset with $\|g(t)\| \leq \varphi(t)$, for almost everywhere $t \in J$ and any $g \in G$, where $\varphi \in L^1(J,K^r)$. Then

$$\beta\left(\left\{\int g(t)dt : g \in G\right\}\right) \leq \int \beta(G(t))dt. \hspace{1cm} (18)$$

To end this section, we reintroduce the O’Regan-Precup fixed point theorem.

**Lemma 5** (see Theorem 3.2 [47]). Let $D$ be a subset of Banach space $E$ which is closed and convex. $\Omega$ is a relatively open subset of $D$, and $\mathcal{T} : \Omega \rightarrow D$. Suppose graph ($\mathcal{T}$) is closed, $\mathcal{T}$ maps compact sets into relatively compact sets, and that for some $x_0 \in \Omega$, the following two conditions are satisfied:

$Z \subseteq D, Z \subseteq \text{conv}\{x_0 \cup \mathcal{T}(Z)\} \Rightarrow Z$ compact, \hspace{1cm} (19)

$$x \notin (1-\lambda)x_0 + \lambda \mathcal{T}(x), \text{ for all } x \in \Omega, \lambda \in (0, 1).$$

Then $\mathcal{T}$ has a fixed point.

### 3. Controllability Results

We first consider linear Hilfer fractional differential equations of the form

$$D_{0+}^{\alpha}x(t) = Ax(t) + h(t), t \in J', \hspace{1cm} (20)$$

where $h \in C(J, E)$.

Assume that there exists the bounded operator $K : E \rightarrow E$ given by

$$K = \left[ I - \sum_{i=1}^{n} a_i \Phi_{p,r}(A, t_i) \right]^{-1}, \hspace{1cm} (21)$$

where $\Phi_{p,r}(A, t) = I_0^{(1-p)}(t^{p-1}K_p(t)).$

By means of [48], we can present the sufficient conditions for the existence and boundedness of the operator $K$.

**Lemma 6.** If the hypothesis $(H0) \sum_{i=1}^{n} |a_i| < (\Gamma(r)/N)t_1^{1-r}$ holds, the operator $K$ defined in (21) exists and is bounded.

**Proof 1.** From the hypothesis $(H0)$, we have

$$\left\| \sum_{i=1}^{n} a_i \Phi_{p,r}(A, t_i) \right\| \leq N \sum_{i=1}^{n} |a_i| \cdot t_1^{1-r} < \frac{Nt_1^{1-r}}{\Gamma(r)} \sum_{i=1}^{n} |a_i| < 1. \hspace{1cm} (22)$$

By operator spectrum theorem, the operator $K = [I - \sum_{i=1}^{n} a_i \Phi_{p,r}(A, t_i)]^{-1}$ exists and is bounded. Furthermore, by Neumann expression, we get

$$\|K\| \leq \sum_{n=0}^{\infty} \left\| \sum_{i=1}^{n} a_i \Phi_{p,r}(A, t_i) \right\|^n \leq \frac{1}{1 - \sum_{i=1}^{n} |a_i|} \cdot \frac{1}{\sum_{i=1}^{n} |a_i|}. \hspace{1cm} (23)$$

Using Lemma 6 and [19], we give the following definition of mild solution for the Hilfer fractional system (20) involving nonlocal initial conditions.

**Definition 5.** A function $x \in C(J', X)$ is called a mild solution for the Hilfer fractional system (20) if it satisfies the following equation:

$$x(t) = \Phi_{p,r}(A, t) \sum_{i=1}^{n} a_i K(\bar{h}(t_i)) + \bar{h}(t), t \in J', \hspace{1cm} (24)$$

where $\bar{h}(t) = \int_{0}^{t} \Phi_{p,r}(A, t-s)h(s)ds.$
Remark 4. By virtue of [19], a mild solution for Hilfer fractional evolution (20) with the initial condition is
\[ x(t) = \Phi_{p,r}(A, t)I_{0^+}^{1−r}x(0^+) + \int_0^t \Phi_{p,p}(A, t−s)h(s)ds. \] (25)
Specially,
\[ x(t_i) = \Phi_{p,r}(A, t_i)I_{0^+}^{1−r}x(0^+) + \int_0^{t_i} \Phi_{p,p}(A, t_i−s)h(s)ds. \] (26)

Using (20) and (26), we get
\[ I − \sum_{i=1}^{n} a_i\Phi_{p,r}(A, t_i) \cdot I_{0^+}^{1−r}x(0^+) = \sum_{i=1}^{n} a_i \int_0^{t_i} \Phi_{p,p}(A, t_i−s)h(s)ds. \] (27)
Since \( I − \sum_{i=1}^{n} a_i\Phi_{p,r}(A, t_i) \) exists a bounded inverse operator which is denoted by \( K \), so
\[ I_{0^+}^{1−r}x(0^+) = \sum_{i=1}^{n} a_i K \int_0^{t_i} \Phi_{p,p}(A, t_i−s)h(s)ds. \] (28)
And hence,
\[ x(t) = \Phi_{p,r}(A, t) \sum_{i=1}^{n} a_i K \Phi_{p,p}(A, t_i−s)h(s)ds. \] (29)

It is indeed (24).

Using Definition 5, we give a new definition of the mild solution for the Hilfer fractional nonlocal differential inclusions (3) as follows:

Definition 6. A function \( x \in C(J', E) \) is called a mild solution of the Hilfer fractional nonlocal differential inclusions (3) if for any \( u \in L^1(I, U) \), the following integral equation is satisfied:
\[ x(t) = \Phi_{p,r}(A, t) \sum_{i=1}^{n} a_i K \Phi_{p,p}(A, t_i−s)(Bu(s) + f(s))ds, \] (30)
where \( \Phi_{p,r}(A, t) \) and \( \Phi_{p,p}(A, t) \) are the solutions of the inclusions.

To present and prove the main results of this paper, we enumerate the following hypotheses:

H1) \( E \) is a separable Banach space, \( A \) is bounded, hence \( \delta(\cdot) = e^{\lambda t} \) is a uniformly continuous semigroup.

H2) The multivalued map \( F : I \times E \rightarrow \mathcal{P}_{b,d,cv}(E) \) satisfies the following:

2a) For every \( t \in J, F(t, \cdot) : E \rightarrow \mathcal{P}_{b,d,cv} \) is u.s.c., for each \( x \in E \), the function \( F(\cdot, x) : I \rightarrow \mathcal{P}_{b,d,cv} \) is strongly measurable. The set \( S_{F,x} = \{ f \in L^1(I, E) : f(t) \in F(t, x(t)) \} \) is nonempty.

2b) There exists a function \( \xi_1 \in L^{1,p_1}(J, R^+), p_1 \in (0, p) \) and a continuous nondecreasing function \( \psi : [0, \infty) \rightarrow (0, \infty) \), such that for any \( (t, x) \in I \times E \), we have \( \| F(t, x(t)) \| = \sup \{ \| f(t) \| : f(t) \in F(t, x(t)) \} \leq \xi_1(t) \psi(\| x \|_Y) \), \( \lim_{\| m \| \rightarrow \infty} \sup \{ \psi(\| m \|) \} = \lambda < \infty \).

2c) There exists a constant \( \rho_2 \in (0, p) \) and a function \( \xi_2 \in L^{1,p_2}(J', R^+), \beta = \beta(F(t, Z)) \) s.t. \( \beta(F(t, Z)) \leq \xi_2(t) \beta(1−r)Z \) for any countable subset \( Z \in E \).

H3) Linear operator \( V : L^1(J, U) \rightarrow E \) defined by
\[ V_u = \Phi_{p,r}(A, a) \int_0^a \Phi_{p,p}(A, a−s)Bu(s)ds + \int_0^a \Phi_{p,p}(A, t−s)Bu(s)ds. \] (31)

H4) \( \lim_{\eta \rightarrow \infty} \sup \eta a^{−1}N_p N_r N_{r+1} \psi(\eta)^{−1} > 1 \), where \( N_p = \Gamma(r)N/N(\rho) \), \( N_{r+1} = \sum_{i=1}^{n} a_i \), \( N_p = N_p N_r N_{r+1} \), \( a^{−1−p} = (1−p/p−p_{–}) \), \( N_i = d_i \| \xi_i \|_E \), \( i = 1, 2, 3 \).

For any \( x \in B_{L^p}^{1} \), define an operator \( T \) as follows:
\[ (Tx)(t) = \Phi_{p,r}(A, t) \int_0^t \Phi_{p,p}(A, t−s)(f(s) + Bu(s))ds + \int_0^t \Phi_{p,p}(A, t−s)f(s) + Bu(s)ds, \] (34)
where \( f \in S_{F,x} \).

It is evident to see that \( \lim_{\eta \rightarrow \infty} \sup \eta a^{−1} \) is finite.

For any \( y \in B_{L^p}(J), \) let \( x(t) = t^{r−1}y(t) \) for \( t \in J' \), then \( x \in B_{L^p}^{1} \). Define \( F \) as follows.
\( \mathcal{T}(t) = \left\{ \begin{array}{ll}
t^{-r}(tx)(t), & t \in J', \\
\frac{1}{\Gamma(r)} \sum_{i=1}^{n} a_{i}x(t_{i}), & t = 0.
\end{array} \right. \) 

(35)

Clearly, \( x \) is a mild solution of (3) in \( Y \) if and only if \( y = \mathcal{T}y \) has a solution \( y \in C(J, E) \).

\[ u(t; t) = a^{-r}V^{-1} \left[ x_{1} - \Phi_{\mathcal{P}}(A, a) \sum_{i=1}^{n} a_{i}K \int_{0}^{t} \Phi_{\mathcal{P}}(A, t_{i} - s)f(s)ds \right. 
- \left. \sum_{i=1}^{n} \Phi_{\mathcal{P}}(A, a - s)f(s)ds \right](t), t \in J, f \in S_{F, x}. \]

(36)

For brevity, let us take the following notations

\[ \mathcal{P}(t; x) = Bu(t; x) + f(t), f \in S_{F, x}; \]

\[ \mathcal{P}(\mathcal{P}; x) = \sum_{i=1}^{n} a_{i}K \int_{0}^{t} \Phi_{\mathcal{P}}(A, t_{i} - s) \mathcal{P}(s; x)ds. \]

(37)

In view of Lemma 2, we obtain the following lemma that will be useful in the proof of the main results.

Lemma 7. Under the hypothesis (H2) (2b), (H3) (3a), for each \( y \in B_{p}(J) \), set \( x(t) = t^{-r}y(t), t \in J' \), we have

\[
\| \mathcal{P}(t; x) \| \leq N_{a}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{1}N_{\psi}(\|y\|)) + \xi_{1}(t)\psi(\|y\|) \\
+ N_{1}N_{\psi}N_{p}(N_{p} + 1) \sum_{i=1}^{n} a_{i}\psi(\|y\|).
\]

(38)

Proof 2. By Lemma 2, for each \( y \in B_{p}(J) \), set \( t = t^{-r}y(t), t \in J' \), it is easy to get

\[
\|Bu(t; x)\| \leq N_{a}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{2}\|K\psi(\|x\|)\sum_{i=1}^{n} a_{i}) \frac{1}{\Gamma(r)\Gamma(p)} \\
+ \frac{1}{\Gamma(p)} \int_{0}^{t} (t_{i} - s)^{p-1} \xi_{1}(s)ds \\
+ \frac{a^{-r}N_{\psi}(\|x\|\|y\|)\sum_{i=1}^{n} a_{i}\|x_{1}\|\|x\|_{L^{\infty}}} {\Gamma(p)(\Gamma(r) - N_{r}^{1-\delta}\sum_{i=1}^{n} a_{i})} \\
\leq N_{a}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{2}\|K\psi(\|x\|)\sum_{i=1}^{n} a_{i}\|x_{1}\|\|x\|_{L^{\infty}}} \frac{1}{\Gamma(p)} \\
+ \frac{a^{-r}N_{\psi}(\|x\|\|y\|)\sum_{i=1}^{n} a_{i}\|x_{1}\|\|x\|_{L^{\infty}}} {\Gamma(p)(\Gamma(r) - N_{r}^{1-\delta}\sum_{i=1}^{n} a_{i})} \\
\leq N_{a}N_{\psi}a^{1-\delta}(\|x_{1}\| + \frac{1}{\Gamma(r)\Gamma(p)}(\Gamma(\mathcal{P}) - N_{r}^{1-\delta}\sum_{i=1}^{n} a_{i})\psi(\|y\|)) \\
\triangleq N_{a}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{1}N_{\psi}(\|y\|)).
\]

(39)

\[ \Delta \triangleq \frac{\Gamma(r)\sum_{i=1}^{n} a_{i}}{\Gamma(p)(\Gamma(r) - N_{r}^{1-\delta}\sum_{i=1}^{n} a_{i})} \cdot \sum_{i=1}^{n} a_{i}\psi(\|y\|). \]

Hence, we easily see that

\[
\| \mathcal{P}(t; x) \| \leq N_{a}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{1}N_{\psi}(\|y\|)) \\
+ \xi_{1}(t)\psi(\|y\|) \\
\leq \frac{\Delta N_{p}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{1}N_{\psi}(\|y\|))}{\Gamma(p)\Gamma(\mathcal{P}) - N_{r}^{1-\delta}\sum_{i=1}^{n} a_{i}} \\
+ \xi_{1}(t)\psi(\|y\|) \\
\leq \frac{\Delta N_{p}N_{\psi}a^{1-\delta}(\|x_{1}\| + N_{1}N_{\psi}(\|y\|))}{\Gamma(p)\Gamma(\mathcal{P}) - N_{r}^{1-\delta}\sum_{i=1}^{n} a_{i}} \\
+ \xi_{1}(t)\psi(\|y\|) \\
\leq N_{p}n\sum_{i=1}^{n} a_{i}\psi(\|y\|)
\]

(40)

This completes the proof.

Next, we derive the controllability results for the Hilfer fractional nonlocal differential inclusions (3).

Theorem 1. Assume the hypotheses (H0)–(H4) hold, then the Hilfer fractional nonlocal differential inclusions (3) are exact controllable on \( J \) provided that

\[
\Lambda \triangleq NN_{2}(1 + N_{3}N_{\psi}a^{1-\delta}) \left( \frac{N_{p}n\sum_{i=1}^{n} a_{i}}{\Gamma(p)} + \frac{1}{\Gamma(p)} \right) < 1.
\]

(41)

Proof 3. According to (H2) (2a) and [22], for each \( x \in C(J, E) \), the multivalued function \( t \to F(t, x(t)) \) has a measurable selection, and in view of (H2) (2b), this selection belongs to \( S_{F, x} \). Thus, we can define a multivalued function \( \mathcal{F} \colon C(J, E) \to 2^{C(J, E)} \) as follows. For every \( y \in C(J, E) \), let \( x(t) = t^{-r}y(t), t \in J' \), and a function \( z \in \mathcal{F}y \) if and only if

\[
z(t) = \begin{cases} 
K_{r}(t) \sum_{i=1}^{n} a_{i}K_{r}^{f}(t_{i}) + t^{-1-r}f(t), t \in J', \\
\frac{1}{\Gamma(r)} \sum_{i=1}^{n} a_{i}x(t_{i}), t = 0.
\end{cases}
\]

(42)

where \( K_{r}(t) = t^{-r}\Phi_{\mathcal{P}}(A, t), f(t) = \int_{0}^{t} (t-s)^{p-1}K_{p}(t-s)(Bu(s) + f(s))ds \) and \( f \in S_{F, x} \).

Note that according to (H4), there is \( R^{*} \) such that for all \( \mathcal{R} > R^{*} \),

\[ a^{1-\delta}(N_{p}\|x_{1}\| + N_{1}N_{\psi}(N_{p} + 1)\psi(\mathcal{R})) < \mathcal{R}. \]

(43)
Denote $\Omega = \{ y \in C(J, E) : \| y \|_\infty < R_0 \}$ and $D = \{ y \in C(J, E) : \| y \|_\infty \leq R_0 \}$, where $R_0 \geq y$ and $R_0 = R^* + 1$. We just prove that the multivalued operator $\mathcal{F}^i : D \to 2^{\mathcal{C}^i(J,E)}$ meets the conditions of Lemma 5. Obviously, since the values of $F$ are convex, the values of $\mathcal{F}^i$ are also convex.

\[
\text{Claim 1. Each solution to the inclusion}
\]

\[y \in \lambda \mathcal{F}^i(y), y \in D, \lambda \in (0, 1)\]  \hspace{1cm} (44)

\[
\text{satisfies } y \notin D - \Omega.
\]

Let $y$ be a solution of (44). Then, by reminding the definition of $\mathcal{F}^i$, the hypothesis (H2) (2b) and recalling also Lemma 2, for each $t \in J$, we derive

\[
\| y(t) \| \leq \frac{\sum_{n=1}^{\infty} |a_n|}{\Gamma(p)} \left[ \int_0^{t_1} (t_1 - s)^{p-1} \| \mathcal{P}(s; x) \| ds + \frac{N_{\lambda}^{1-r}}{\Gamma(p)} \cdot \int_0^{t} (t - s)^{p-1} \| \mathcal{Q}(s; x) \| ds \right]
\]

\[
\leq \frac{\sum_{n=1}^{\infty} |a_n|}{\Gamma(p)} \left[ \int_0^{t_1} (t_1 - s)^{p-1} \| \mathcal{P}(s; x) \| ds + \frac{N_{\lambda}^{1-r}}{\Gamma(p)} \cdot \int_0^{t} (t - s)^{p-1} \| \mathcal{Q}(s; x) \| ds \right]
\]

\[
\leq \frac{\sum_{n=1}^{\infty} |a_n|}{\Gamma(p)} \left[ \int_0^{t_1} (t_1 - s)^{p-1} \| \mathcal{P}(s; x) \| ds + \frac{N_{\lambda}^{1-r}}{\Gamma(p)} \cdot \int_0^{t} (t - s)^{p-1} \| \mathcal{Q}(s; x) \| ds \right]
\]

This inequality with (43) deduces $\| y \|_\infty < R_0$. So $y \notin D - \Omega$.

\[
\text{Claim 2. Every function in } \{ \mathcal{F}^i y : y \in B_{\epsilon}(J) \} \text{ is equicontinuous.}
\]

For each $y \in B_{\epsilon}(J)$, set $x(t) = t^{r(t)}y(t), t \in J'$ such that $z \in \mathcal{F}^i(y)$. By (42), there is $f \in S_{F^i}$, for $r_1, r_2 \in J$, $r_1 < r_2$, we get

\[
\| x(r_2) - x(r_1) \| \leq \left| K_r(r_2) \mathcal{P}(x) - K_r(r_1) \mathcal{P}(x) \right|
\]

\[
+ \int_{r_1}^{r_2} \int_0^{t_1} (t_1 - s)^{p-1} K_p(r_2 - s) \mathcal{P}(s; x) ds - r_1^{1-r} \int_0^{t_1} (t_1 - s)^{p-1} K_p(r_1 - s) \mathcal{P}(s; x) ds \n\]

\[
\leq \left| K_r(r_2) - K_r(r_1) \right| \| \mathcal{P}(x) \| + \int_{r_1}^{r_2} \int_0^{t_1} (t_1 - s)^{p-1} K_p(r_2 - s) \mathcal{P}(s; x) ds \n\]

\[
+ \int_0^{t_1} (t_1 - s)^{p-1} \left[ K_p(r_2 - s) - K_p(r_1 - s) \right] \mathcal{P}(s; x) ds \n\]

\[
+ \int_0^{t_1} (t_1 - s)^{p-1} K_p(r_2 - s) \mathcal{P}(s; x) ds \n\]

\[
\leq I_1 + I_2 + I_3 + I_4,
\]
where
\[ I_1 = \| K_r(t_2) - K_r(t_1) \|_{\mathcal{L}(\mathcal{P})}, \]
\[ I_2 = \frac{N}{\Gamma(p)} \int_{t_1}^{t_2} \tau_1^{-\tau}(t_2 - s)^{p-1} \| \mathcal{P}(s; x) \| ds, \]
\[ I_3 = \frac{N}{\Gamma(p)} \int_{t_1}^{t_2} \tau_1^{-\tau}(t_2 - s)^{p-1} \| \mathcal{P}(s; x) \| ds, \]
\[ I_4 = \int_{t_1}^{t_2} \tau_1^{-\tau}(t_2 - s)^{p-1} [K_p(t_2 - s) - K_p(t_1 - s)] \| \mathcal{P}(s; x) \| ds. \]

From Lemma 7, we have
\[ I_2 \leq \frac{N N_2 N_3 a^{2r}}{\Gamma(p+1)} (|x_1| + N_4 N_r \psi(y))(t_2 - t_1), \]
\[ + \frac{N b_3 \tau_1^{-\tau}}{\Gamma(p)} (t_2 - t_1)^{p-1} \| \mathcal{P}(s; x) \| ds, \]
which implies that \( I_2 \to 0 \) as \( t_2 - t_1 \to 0 \).

The assumption (H1) guarantees that \( I_4 \to 0 \) as \( t_2 - t_1 \to 0 \) and \( \varepsilon \to 0 \). We prove that \( K_r(t) \) is uniformly continuous on \( I \). Consequently, \( \mathcal{S}^p \) is equicontinuous on \( B_1(I) \).

**Claim 3.** The inference (13) holds with \( y_0 = 0 \).

Let \( Z = \operatorname{conv}(\{y_0\} \cup \mathcal{S}^p(Z)) \subseteq D, Z = \mathcal{G} \) with \( G \subseteq Z \) countable. We assert that \( Z \) is relatively compact. In fact, since \( G \) is countable and \( G \subseteq Z = \operatorname{conv}(\{y_0\} \cup \mathcal{S}^p(Z)) \), we can chase down a countable set \( \mathcal{H} = \{ z_n : n \geq 1 \} \subseteq \mathcal{S}^p(Z) \) with \( G \subseteq \operatorname{conv}(\{y_0\} \cup \mathcal{H}) \). Then, there exists \( y_n \in Z \) with \( z_n \in \mathcal{S}^p(y_n) \). This means that there is \( f_n \in S_{F_x} \) such that for \( t \in I \)

\[ z_n(t) = K_r(t) \sum_{i=1}^{n} a_i K \bar{f}_n(t_i) + \bar{f}_n(t), \]
where
\[ \bar{f}_n(t) = \int_{t}^{s} (t-s)^{p-1} K_p(t-s) |Bu_n(s) + f_n(s)| ds. \]
\[ \beta(B_n + f_n(s)) \leq N \xi_3(s) \left\{ \frac{N^2 \sum_{i=1}^{n} |a_i|}{\Gamma(p)(\Gamma(r) - N \Gamma(t - 1) \sum_{i=1}^{n} |a_i|)} \right\} \int_0^t (t - s)^{p-1} \beta(f_n(s); n \geq 1) \, ds \]
\[ + \frac{Na}{\Gamma(p)} \int_0^t (a - s)^{p-1} \beta(f_n(s); n \geq 1) \, ds \right\} + \beta(f_n(s); n \geq 1) \]
\[ \leq N \xi_3(s) \left\{ \frac{N^2 \sum_{i=1}^{n} |a_i|}{\Gamma(p)(\Gamma(r) - N \Gamma(t - 1) \sum_{i=1}^{n} |a_i|)} \right\} \int_0^t (t - s)^{p-1} \xi_1(s) \beta(y_n(s); n \geq 1) \, ds \]
\[ + \frac{Na}{\Gamma(p)} \int_0^t (a - s)^{p-1} \xi_2(s) \beta(y_n(s); n \geq 1) \, ds \right\} + \xi_2(s) \beta(y_n(s); n \geq 1) \]
\[ \leq [N \xi_3(s) + \xi_2(s)] \cdot \beta(Z), \]
\[ \text{and} \]
\[ \beta(Z(t)) \leq \beta(\mathcal{G}(t)) \leq \beta(\mathcal{X}(t)) \]
\[ \leq \beta \left\{ K_s(t) \sum_{i=1}^{n} a_i K \int_0^t (t - s)^{p-1} K \, ds : n \geq 1 \right\} \]
\[ + \beta \left\{ \int_0^t (t - s)^{p-1} K_s(t - s) (B_n + f_n(s)) \, ds : n \geq 1 \right\} \]
\[ \leq \frac{N^2 \sum_{i=1}^{n} |a_i|}{\Gamma(p)(\Gamma(r) - N \Gamma(t - 1) \sum_{i=1}^{n} |a_i|)} \]
\[ \cdot \int_0^t (t - s)^{p-1} [N \xi_3(s) + \xi_2(s)] \, ds \cdot \beta(Z) \]
\[ + \frac{N}{\Gamma(p)} \int_0^t (t - s)^{p-1} [N \xi_3(s) + \xi_2(s)] \, ds \cdot \beta(Z) \]
\[ \leq NN \xi_3(1 + N \xi_3(s) + \xi_2(s)) \left( \frac{N}{\Gamma(r)} \sum_{i=1}^{n} |a_i| + \frac{1}{\Gamma(p)} \right) \cdot \beta(Z) \]
\[ \triangleq \Lambda \cdot \beta(Z). \]
\[ (55) \]

Reminding \( Z = \text{conv}\{y_0 \cup \mathcal{T}'(Z)\} \), by Claim 2, \( Z \) is equicontinuous. So we find from Lemma 3 that

\[ \beta(Z) = \max_{t \in J} \beta(Z(t)) \leq \Lambda \beta(Z). \]

Since \( \Lambda < 1 \), we obtain \( \beta(Z) = 0 \). That is, \( Z \) is compact.

Claim 4. \( \mathcal{T}' \) maps compact sets into relatively compact sets.

Let \( Q \) be a compact subset of \( Z \). From Claim 2, \( \mathcal{T}'(Q) \) is equicontinuous. Let \( t \in J \), by the definition of \( \mathcal{T}' \), for any \( y \in Q \) and \( z \in \mathcal{T}'(y) \), there is \( f_y \in S_{F \cdot x} \) such that

\[ z(t) = K_r(t) \sum_{i=1}^{n} a_i K \left( f_y(t_i) \right) + f_y(t), \quad t \in J, \]

where \( f_y(t) = \int_0^t (t - s)^{p-1} K_p(t - s) (B_n + f_n(s)) \, ds \).

Therefore

\[ \beta \left( \mathcal{T}'(Q)(t) \right) \leq \beta \left\{ z(t) : z \in \mathcal{T}'(y), y \in Q \right\} \]
\[ \leq \beta \left\{ K_r(t) \sum_{i=1}^{n} a_i K \int_0^t (t - s)^{p-1} K_p(t - s) \right\} \]
\[ \cdot \left[ B_n(s) + f_y(s) \right] \, ds : y \in G \}
\[ + \beta \left\{ \int_0^t (t - s)^{p-1} K_p(t - s) \right\} \]
\[ \cdot \left[ B_n(s) + f_y(s) \right] \, ds : y \in G \}
\[ \leq NN_2(1 + N \xi_3(s) + \xi_2(s)) \left( \frac{N}{\Gamma(r)} \sum_{i=1}^{n} |a_i| + \frac{1}{\Gamma(p)} \right) \cdot \beta(Q) = 0. \]
\[ (58) \]

Then, Lemma 3 indicates \( \beta(\mathcal{T}'(Q)) = \max_{t \in J} \beta(\mathcal{T}'(Q) \cdot (t) = 0 \), that is, the set \( \mathcal{T}'(Q) \) is relatively compact.

Claim 5. The graph \( \mathcal{T}'(y) \) is closed.

For any \( y^{(n)} \in B_j(y) \), let \( x^{(n)}(t) = t^{-1} y^{(n)}(t) \) and \( x^* \)
\[ (t) = t^{-1} y^*(t), \quad t \in J \).

\[ (t) \rightarrow y^*(n \rightarrow \infty), \mu^{(n)} \in \mathcal{T}'(y^{(n)}), \mu^{(n)} \rightarrow \mu^*(n \rightarrow \infty). \]

We will show that \( \mu^* \in \mathcal{T}'(y^*) \). Since \( \mu^{(n)} \in \mathcal{T}'(y^{(n)}) \), there is \( f^{(n)} \in S_{F \cdot x^{(n)}} \) such that for any \( t \in J \),
\[ \mu^{(n)}(t) = K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t - s)^{p-1} K_p(t_i - s) f^{(n)}(s) ds + K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t - s)^{p-1} \cdot K_p(t_i - s) BV^{-1} \\
\cdot \left[ a^{1-\tau} x_1 - K_r(a) \sum_{i=1}^{n} a_i K \right] \\
\int t_i^t (t_i - t)^{p-1} K_p(t_i - t) f^{(n)}(\tau) d\tau \\
- a^{1-\tau} \int a (a - \tau)^{p-1} K_p(a - \tau) f^{(n)}(\tau) d\tau \\
+ t^1 - \int (t - s)^{p-1} K_p(t - s) ds \\
+ t^1 - \int (t - s)^{p-1} K_p(t - s) BV^{-1} \\
\cdot \left[ a^{1-\tau} x_1 - K_r(s) \sum_{i=1}^{n} a_i K \cdot \right] \\
\int t_i^t (t_i - t)^{p-1} K_p(t_i - t) f^{(n)}(\tau) d\tau \\
- a^{1-\tau} \int a (a - \tau)^{p-1} K_p(a - \tau) f^{(n)}(\tau) d\tau \right] ds. \] (59)

So we just need to demonstrate the existence of \( f^{*} \in S_{F,r}^* \) such that for any \( t \in J, \)

\[ \mu^{*}(t) = K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t - s)^{p-1} K_p(t_i - s) f^{*}(s) ds + K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t - s)^{p-1} \cdot K_p(t_i - s) BV^{-1} \\
\cdot \left[ a^{1-\tau} x_1 - K_r(a) \sum_{i=1}^{n} a_i K \right] \\
\int t_i^t (t_i - t)^{p-1} K_p(t_i - t) f^{*}(\tau) d\tau \\
- a^{1-\tau} \int a (a - \tau)^{p-1} K_p(a - \tau) f^{*}(\tau) d\tau \\
+ t^1 - \int (t - s)^{p-1} K_p(t - s) ds \\
+ t^1 - \int (t - s)^{p-1} K_p(t - s) BV^{-1} \\
\cdot \left[ a^{1-\tau} x_1 - K_r(s) \sum_{i=1}^{n} a_i K \cdot \right] \\
\int t_i^t (t_i - t)^{p-1} K_p(t_i - t) f^{*}(\tau) d\tau \\
- a^{1-\tau} \int a (a - \tau)^{p-1} K_p(a - \tau) f^{*}(\tau) d\tau \right] ds. \] (60)

Take into account the linear continuous operator

\[ \Gamma : L^{1,p}(J, E) \rightarrow B_p(J), \] (61)

where

\[ (\Gamma f)(t) = K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t - s)^{p-1} K_p(t_i - s) \\
\cdot \left\{ f(s) - BV^{-1} \left[ \int t_i^s (t_i - t)^{p-1} K_p(t_i - t) f(\tau) d\tau + a^{1-\tau} \right] \\
\cdot \left[ \int t_i^t (t_i - t)^{p-1} K_p(t_i - t) f(\tau) d\tau \right] \right\} ds \] (62)

Clearly, we can get from Lemma 1 that the operator \( \Gamma \circ S_F \) is a closed graph.

Since \( \mu^{(n)} \rightarrow \mu^{*}, n \rightarrow \infty \), we can obtain that as \( n \rightarrow \infty, \)

\[ \left\| \mu^{(n)}(t) - K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t_i - s)^{p-1} K_p(t_i - s) BV^{-1} a^{1-\tau} x_1 ds \right\| \\
- t^1 - \int (t - s)^{p-1} K_p(t - s) BV^{-1} a^{1-\tau} x_1 ds \\
- \left[ \mu^{*}(t) - K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t_i - s)^{p-1} K_p(t_i - s) \\
\cdot BV^{-1} a^{1-\tau} x_1 ds - t^{1-\tau} \right] \int t_i^t (t_i - s)^{p-1} K_p(t_i - s) BV^{-1} a^{1-\tau} x_1 ds \right\| \rightarrow 0. \] (63)

In addition, we get

\[ \mu^{(n)}(t) - K_r(t) \sum_{i=1}^{n} a_i K \int t_i^t (t_i - s)^{p-1} K_p(t_i - s) BV^{-1} a^{1-\tau} x_1 ds \]

\[ - t^1 - \int (t - s)^{p-1} K_p(t - s) BV^{-1} a^{1-\tau} x_1 ds \in \Gamma(S_{F,\infty}). \] (64)

Since \( y^{(n)} \rightarrow y^{*} (n \rightarrow \infty) \), we can obtain from Lemma 1 that
\[
\mu^*(t) = K_r(t) \sum_{i=1}^n a_i K \int_0^t (t-s)^{p-1} K_p(t-s) B V^{-1} \, ds \\
- t^{-r} \int_0^t (t-s)^{p-1} K_p(t-s) B V^{-1} a^{-r} x_i \, ds \\
= K_r(t) \sum_{i=1}^n a_i K \int_0^t (t-s)^{p-1} K_p(t-s) f^*(s) \, ds \\
- K_r(t) \sum_{i=1}^n a_i K \int_0^t (t-s)^{p-1} K_p(t-s) B V^{-1} \left[ K_r(s) \sum_{i=1}^n a_i K \int_0^t (t-s)^{p-1} K_p(t-s) \frac{\partial}{\partial \tau} (r(t) f^*(\tau)) \, d\tau + a^{-r} \int_0^t (a-\tau)^{p-1} K_p(a-\tau) f^*(\tau) \, d\tau \right] \\
+ \int_0^t (a-s)^{p-1} K_p(a-s) f^*(s) \, ds \\
- t^{-r} \int_0^t (t-s)^{p-1} K_p(t-s) f^*(s) \, ds \\
- t^{-r} \int_0^t (t-s)^{p-1} K_p(t-s) B V^{-1} \left[ K_r(s) \sum_{i=1}^n a_i K \int_0^t (t-s)^{p-1} K_p(t-s) \frac{\partial}{\partial \tau} (r(t) f^*(\tau)) \, d\tau + a^{-r} \int_0^t (a-\tau)^{p-1} K_p(a-\tau) f^*(\tau) \, d\tau \right] \\
+ a^{-r} \int_0^t (a-s)^{p-1} K_p(a-s) f^*(s) \, ds.
\]

(65)

As we all know that \(-A\) generates an equicontinuous semigroup \(S(t)(t \geq 0)\) in \(E\) and it satisfies

\[
T(t) w(v) = w(t + v),
\]

for \(w \in E\). Thus, \(S(t)(t \geq 0)\) is not compact in \(E\) and \(\sup_{0 \leq t \leq a} \|T(t)\| \leq 1\). Take

\[
x(t)(s) = x(t, s),
\]

\[
D_v^{3/4, 1/2} x(t)(s) = I_v^{1/4} D_0^{1/2} x(t)(s) = \frac{1}{\Gamma(1/6)} \int_0^t (t-\tau)^{-5/6} \partial^{1/12} (x(\tau, s) \, d\tau,
\]

\[
f(t, x(t))(s) = e^{-2t} 1 + e^{-t} x(t, s),
\]

\[
u(t)(s) = \mu(t, s),
\]

\[
a_i = \frac{11}{12} \arctan \frac{1}{2} x_i, t_1 = i = 1, 2, \ldots, n.
\]

(69)

Then, for any \(y \in B_{p} = \{ y \in C(J, E) : \|y\| \leq \gamma \}, \) where \(J = [0, a]\), let \(x(t) = t^{-(1/12)} y(t), \) \(t \in J = j = (0, a]\), then \(x \in B_{\beta}^{2}(J')\), and we obtain

\[
\|f(t, x(t))(s)\| \leq e^{-2t} 1 + e^{-t} \|x(t, s)\| \leq \frac{e^{-2t} 1 + e^{-t}}{2} \leq \frac{\gamma}{2}.
\]

(70)

Thus, the hypothesis (H2) holds for \(\beta = 1/2\) and \(\xi_2(t) = 1/2\) for all \(t \in J'\). By

\[
\sum_{i=1}^n |a_i| \leq \frac{11}{12} \cdot \sum_{i=1}^n \arctan \frac{1}{2} = \frac{11}{12} \cdot \frac{\pi}{4} < \frac{11}{12},
\]

(71)

we verify that the hypothesis (H0) holds.

For \(s \in (0, 1)\), the operator \(V\) is defined as

\[
(V(t))(s) = K_r(a) \left[ I - \Gamma \left( \frac{11}{12} \right) \sum_{i=1}^n \Gamma^{-(1/12)} K_r(t) \arctan \frac{1}{2} \right]^{-1} \\
\cdot \Gamma \left( \frac{11}{12} \right) \sum_{i=1}^n \arctan \frac{1}{2} \\
\cdot \int_0^t (i-\tau)^{-(1/4)} K_p(i-\tau) \eta(\tau, s) \, d\tau \\
+ \int_0^a (a-\tau)^{-(1/4)} K_p(a-\tau) \eta(\tau, s) \, d\tau.
\]

(72)

where \(\{K_r(t)\}_{t \geq 0}\) and \(\{K_p(t)\}_{t \geq 0}\) satisfy

\[
K_r(t) = I_v^{1/6} \left( t^{-(1/4)} K_r(t) \right),
\]

\[
K_p(t) = \sum_{i=0}^\infty A^{(i/3)}(t).
\]

(73)

4. Applications

Consider the following partial differential system

\[
D_v^{3/4, 1/2} x(t)(s) = -\frac{\partial}{\partial s} x(t, s) \\
+ e^{-2t} 1 + e^{-t} x(t, s), \quad t \in (0, a), s \in (0, 1),
\]

\[
x(t, 0) = x(t, 1) = 0, \quad t \in (0, a),
\]

\[
I_v^{1-(1/4)} x(t, s) \bigg|_{t=0} = \sum_{i=1}^n \Gamma \left( \frac{11}{12} \right) \arctan \frac{1}{2} x(t, s), \quad s \in (0, 1).
\]

(66)

where \(n \in (0, a)\) is constants, \(\eta : j \times (0, 1) \to (0, 1)\) is continuous.

Let \(E = \Omega = C([0, 1])\) and \(A\) is defined by

\[
D(A) = \{ w \in E : w' \in E, w(0) = w(1) = 0 \},
\]

\[
Aw = -w', \quad w \in D(A).
\]

(67)
If $V$ satisfies the hypothesis (H3), from Theorem 1, we get that the Hilfer fractional differential inclusion (66) involving nonlocal initial conditions is exact controllable on $[0,a]$ provided that (H4) and (41) are satisfied.
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