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Abstract

Aiming at the problem of fixed-time trajectory tracking control for high-order dynamic systems with external time-varying disturbance and input dead-zone, an adaptive fixed-time sliding mode control algorithm is proposed by employing a fixed-time sliding mode disturbance observer (FTSMDO) and high-order fixed-time sliding mode algorithm. Firstly, a FTSMDO is presented for the problem that estimating the compound disturbance is composed of input dead-zone and time-varying external disturbance in the higher-order dynamic system, which cannot be measured accurately. Furthermore, for the case that the total disturbance of the system has an unknown upper bound, the corresponding adaptive law is designed to estimate the unknown upper bound, and the fixed-time controller is designed based on FTSMDO algorithm to make all state variables converge in a fixed-time. Based on Lyapunov technique, the fixed-time convergence performance of the proposed algorithm is proved. The effectiveness of the presented fixed-time control algorithm is verified by simulating the depth tracking control of the underactuated underwater vehicle.

1. Introduction

Most of the actual physical system models have uncertainties and external disturbances, and some of them have existing dead-zone pheromone in the actuator, which greatly affects the performance of the system. Since many kinetic models of physical systems have high-order dynamic performance, especially mechanical systems, it is of great significance to study the control problems of high-order dynamic systems. It can better solve the problem of practical applications by researching on the tracking problem of high-order dynamic systems with external time-varying disturbances and actuator dead-zone. Compared with Lyapunov’s asymptotically stable infinite time convergence theory, finite-time control theory pays more attention to the transient performance of the system and has practical engineering application value. With gradual maturity after several years of development, the finite-time control theory is favored by researchers because of its rapid convergence rate, higher precision, and anti-interference ability [1]. As is known that the convergence time of the finite-time algorithm is related to the initial state of the system, and with the increase of initial state, the convergence time also increases, which will greatly affect the transient performance of the system. In addition, most systems have difficulty in obtaining system initial state information, which limits the application of finite-time control theory. In contrast, the biggest advantage for the fixed-time algorithm is that there is a maximum settling time and the value is independent of the initial state. It is well applied in some mechanical systems that strictly require convergence time rate. In recent years, the fixed-time control algorithm has been further developed and achieved some results on the basis of the theory of homogeneous in [2–4], terminal sliding mode algorithm [5, 6], and adding power integrator algorithm [7, 8]. It has been put into good use to deal with the fixed-time consistency of multiagents, such as the first-order multiagent system [9], the second-order multiagent system [10], and the high-order multiagent system [11]. The fixed-time control algorithm for the double-integration system has been studied in [5]. Subsequently, a novel fixed-time continuous control law for a chain of integrators of an arbitrary dimension in [2] was proposed and the convergence time
was figured out by use of the homogeneous theory, which provided theoretical guarantee for the fixed-time control of high-order system.

Sliding mode control has good adaptability and strong robustness to parameter perturbation and external disturbance and has fast response and insensitivity to parameter changes in sliding mode. In terms of the obvious advantages compared with other nonlinear control methods, such as small calculations and strong engineering adaptability, it has been widely used in chaotic systems, robot systems, power systems, etc. [12–14]. However, sliding mode control has a chattering phenomenon on account of its own characteristics, which makes the application range of the method suppressed. The generation of high-order sliding mode algorithm can suppress or reduce the chattering phenomenon effectively brought by sliding mode control and obtained a further study.

The universal phenomenon existing of actuator dead-zone not only reduces the dynamic performance of the system, but also interferes with the stability and control accuracy of the closed-loop system, which has become one of the key issues affecting the stable operation of the system. Aiming at the problem of actuator dead–zone, scholars had carried out a lot of research work, and there have many control methods for handling nonlinear dead-zone. Whether it was for a typical second-order integral system or multiagent system, there were certain research results. The work in [15] was concerned with the problem of global robust finite-time stabilization of a class of unknown pure feedback systems with input dead-zone nonlinearities by adopting the finite-time backstepping control approach. Based on the recursive method, the paper in [16] designed a new decentralized finite/fixed-time controller subject to the dead-zone input and unmodeled dynamics. Reference [7] focused on the fixed-time almost disturbance decoupling problem of nonlinear time-varying systems with multiple disturbances and dead-zone input. The problem of prescribed performance distributed output consensus for higher-order nonaffine nonlinear systems with unknown dead-zone input was investigated on account of Lyapunov stability theory and the dynamic surface control technique [17].

For the unknown external disturbances, the best known processing methods used are fuzzy logic control, neural network control, and disturbance observer. These advanced control algorithms are used to approximate the system’s uncertainty and external disturbances. As the disturbance observer has strong robustness by comparison to other control algorithms and has the advantages in small computation and easy implementation, it has been gradually developed in the past few years with the preference by more scholars. Nonlinear disturbance observers [18–20], fuzzy disturbance observer [21], sliding mode disturbance observers [22, 23], and neural network disturbance observers [24] have been proposed. For a class of nonlinear control systems with uncertainties and disturbances, a new controller which was composed of fuzzy sliding mode controller and a fuzzy based compensator has been presented in [25]. Further in order to adjust the ability of adaptively, an adaptive fuzzy structure was adopted to combine the above two methods. It is well known that the sliding mode disturbance observer does not depend on the mathematical model of the system and is only related to the boundary of the disturbance. Nevertheless, the boundary of uncertainty in the design process is assumed to be known, but the interference in the most of systems is difficult to obtain the known boundary accurately, which sets the limitation on the application range of the disturbance observer. Besides, the observation errors of the disturbance observers in the above literatures are asymptotically convergent, and the interference can be estimated in an infinite time. On the strength of this, the works in [26–28] designed a nonlinear finite-time disturbance observer for the external composite disturbance, which ensured that the interference error is finite-time convergence and improved the convergence precision. As is widely known that, the finite-time convergence observer relies heavily on the initial state of the system. In order to get rid of the dependence of the convergence time of the system on the initial state and improve the convergence rapid, fixed-time observers have been proposed and further applied in literatures [27, 29]. Unfortunately, in the above research results, with the assumption that the upper bound of disturbance is known, the biggest superiority of super-twisting algorithm is that it can effectively solve the chattering problem of the control system and enable the system to converge in a limited time and only require the derivative of the disturbance to be bounded [30]. It can be seen that the disturbance observer designed based on the fixed-time convergent super twisting algorithm also possesses the advantages mentioned above. To sum up, the high-order fixed-time sliding mode algorithm combined with the disturbance observer can further improve the robustness. It is clear that our study is motivated by the rare research of the fixed-time control algorithm for the tracking problem of high-order system with dead-zone characteristics.

This paper is formulated by the fixed-time sliding mode control of high-order dynamic system subject to external disturbance and input dead-zone. A new fixed-time sliding mode disturbance observer (FTSMDO) is proposed to estimate the complex disturbances, which is composed of external time-varying disturbance and dead-zone nonlinearities in high-order dynamic systems. The control objective is achieved when the proposed comprehensive FTSMDO with fixed-time sliding mode method can track a desired trajectory under the presence of integrated effect of input dead-zone and unknown time-varying external disturbance. Furthermore, the designed algorithm is used to applying the vertical underwater vehicle for the purpose of illustrating its effectiveness. The main contributions of this paper are as follows:

1. A new FTSMDO based on fixed-time super-twisting algorithm is presented, which only needs the derivate time of upper boundary of disturbance. The proposed method not only relaxes the boundary conditions of the perturbation item, but also guarantees the convergence time independent of initial state. The proposed observer has simple form and small computation.

2. Combined with the fixed-time high-order sliding mode controller, in order to make the systems state can converge equilibrium point in fixed-time under the condition
of existing external compound disturbance, the convergence time can be figured out.

(3) On behalf of solving the problem that the upper limit of perturbation is unknown but bounded, an adaptive law is designed for adapt gain to compensate the observation error.

The essay is organized as follows. Problem formulation and preliminaries are introduced in Section 2. The adaptive fixed-time sliding mode controller is presented by composed of a new fixed-time sliding disturbance observer, fixed-time high-order sliding mode controller, and an adapt law in Section 3. Section 4 applies the developed technique to fixed-time stabilization for a 3-dof AUV control in vertical plane. Section 5 concludes this paper.

2. Problem Statement and Preliminaries

2.1. Problem Statement. Consider the following nonlinear integral chain system:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
&\vdots \\
\dot{x}_n &= g(x,t)u(t) + f(x,t) + d(t)
\end{align*}
\]  

(1)

where \(x_1, x_2, \ldots, x_n\) represent system states, \(u(t) \in R\) is the control input, \(f(x,t)\) is time-varying function, and \(d(t)\) is the system's disturbance. Assuming that \(d(t)\) is unknown, its derivative is satisfying the condition of \(|\dot{d}(t)| \leq \phi\).

Define \(x_d = (x_{1d}, \ldots, x_{nd})^T\) is the reference value of the state \(x = (x_1, \ldots, x_n)^T\), and satisfy the relation as follows:

\[
\begin{align*}
\dot{x}_{1d} &= x_{2d} \\
\dot{x}_{2d} &= x_{3d} \\
&\vdots \\
\dot{x}_{(n-1)d} &= x_{nd} \\
\dot{x}_{nd} &= x_{1d}^n
\end{align*}
\]  

(2)

Thus, the state error variable is defined by

\[
e_1 = x_1 - x_{1d}, e_2 = x_2 - x_{2d}, \ldots, e_n = x_n - x_{nd}
\]  

(3)

The error dynamic equation can be described as

\[
\begin{align*}
\dot{e}_1 &= e_2 \\
\dot{e}_2 &= e_3 \\
&\vdots \\
\dot{e}_n &= g(t)u + f(t, x_1, \ldots, x_n) + d(t) - \dot{x}_{nd}
\end{align*}
\]  

(4)

Consider actuator dead-zone characteristics that exist in most physical systems; the control input can be described as

\[
u = DZ(v(t))
\]  

(5)

where \(v(t)\) is the input signal of dead-zone and \(DZ(v(t))\) denotes a dead-zone operator. The dead-zone nonlinearity of the actuator can be written by mathematic formula as follows [31]:

\[
u(t) = DZ(v(t)) = \begin{cases} 
m(v(t) - b_t), & \text{for } v(t) \geq b_t \\
0, & \text{for } b_t < v(t) < b_l \\
m(v(t) - b_l), & \text{for } v(t) \leq b_l 
\end{cases}
\]  

(6)

where \(m > 0, b_t > 0,\) and \(b_l < 0\) are the dead-zone parameters. In order to provide convenience for controller design, the above dead-zone model (6) can be replaced by \(DZ(v(t)) = mv(t) + h(v(t))\), and \(h(v(t))\) is given as

\[
h(v(t)) = \begin{cases} 
-mb_t, & \text{if } v(t) \geq b_t \\
mv(t), & \text{if } b_t < v(t) < b_l \\
-mb_l, & \text{if } v(t) \leq b_l 
\end{cases}
\]  

(7)

and we assume \(|h(v(t))| \leq h_{\epsilon_0}\), where \(h_{\epsilon_0}\) is an unknown positive constant.

Consider the input dead-zone for system (4); the last equation can be written as follows:

\[
\dot{e}_n = g(x)mv(t) + f(x) + d + gh(v(t)) - \dot{x}_{nd}
\]  

(8)

Define the lumped disturbance as \(D = gh(v(t)) + d;\) the derivative time of \(D\) is bounded and \(|D| \leq \phi\) and \(\phi\) is an unknown constant but bounded. The compound disturbance \(D\) of this system contains input dead-zone and unknown external time-varying disturbance, where the derivative of \(D\) and \(h\) is unknown but bounded, and we can ensure that the derivative time of \(D\) exists.

Considering the dead-zone input which is described as formula (6), error equation (4), (8), and the dynamic system (1) can be rewritten into the following form:

\[
\begin{align*}
\dot{e}_1 &= e_2 \\
\dot{e}_2 &= e_3 \\
&\vdots \\
\dot{e}_n &= g(t)u + f(t, x_1, \ldots, x_n) + d(t) - \dot{x}_{nd}
\end{align*}
\]  

(9)

2.2. Control Objective. The control objective is fulfilled by developing control laws \(u\) such that the state of system (1) can track a reference signal in a fixed-time in the presence of dead-zone input and external disturbance. Based on the formulated tracking error system (9), the tracking problem established in this work can be reformulated as designing a method for designing a control input \(u\) such that the errors \(e_i(t) = 1, 2, \ldots, n\) are sufficiently close to zero in the meaning of fixed-time stability.
2.3. Preliminaries. In the following, the main definitions and theorems used in this paper with regard to the fixed-time stability are listed.

Definition 1 (see [32]). The origin is said to be globally fixed-time stable if it is globally uniformly finite-time stable and the convergence time $T$ is globally bounded, i.e., $\exists T_{\text{max}} \in R_+$ such that $T(x_0) \leq T_{\text{max}}, \forall x_0 \in R^n$. Therefore, in fixed-time control structures, the convergence time is always bounded independent of any initial conditions of the states.

Definition 2. The sign function can be defined as $\text{sign}(x) = 1$ for $x > 0$; $\text{sign}(x) = [1, -1]$ for $x = 0$; $\text{sign}(x) = -1$ for $x < 0$.

Lemma 3 (see [33]). Consider the following system:

$$\dot{x}(t) = u(t) + f(t)$$

Here $x(t) \in R$ is system state, $u(t)$ is a control input, $f(t)$ is a disturbance satisfying Lipschitz condition with a certain constant $L$, and $\|f(x(t))\| \leq L$.

Consider the following control input:

$$u(t) = -\phi_1 \text{sign}(x(t))^{1/2} - \phi_2 \text{sign}(x(t))^{p} - \eta \int_{t_0}^{t} \text{sign}(x(s)) \, ds$$

(11)

Here, $\phi_1, \phi_2, \eta > 0, p > 1$, $\text{sign}(\cdot)^X = |\cdot|^X \text{sign}(\cdot)$, the resulting closed-loop system (10) is fixed-time convergent to the origin, and the convergence is

$$T_1 \leq \left( \frac{1}{\phi_2 (p - 1) e^{p-1}} + \frac{2e^{1/2}}{\phi_1} \right) \cdot \left( 1 + \frac{1}{m (1/M - h(\phi_1)/\phi_1)} \right)$$

(12)

where $e > 0, M = \eta + L, m = \eta - L, h(\phi_1) = 1/\phi_1 + (2e/\phi_1)^{1/3}$, and $e$ is the base of the natural logarithms, provided that the following conditions hold for control gains: $\eta > L, \phi_1 h^{-1}(\phi_1) > M$. The minimum value of $T_1$ is reached for $e = (\phi_1/\phi_2)^{1/(p+1/2)}$. Specially, in a vector case $x(t) \in R^n$, a continuous control law supplying global fixed-time convergence to the origin for system (10)

$$u(t) = -\phi_1 \frac{x(t)}{\|x(t)\|^{1/2}} - \phi_2 x(t) \|x(t)\|^p - \eta \int_{t_0}^{t} \frac{x(s)}{\|x(s)\|} \, ds$$

(13)

Lemma 4 (see [2]). Consider the following system:

$$\dot{x}_1 = x_2$$

$$\dot{x}_2 = x_3$$

$$\cdots$$

$$\dot{x}_n = u(t)$$

The control input in system (14) can be designed as follows:

$$u(t) = u_1(t) + u_2(t)$$

(15)

where the control law $u_1(t)$ and $u_2(t)$ are, respectively, given as follows:

$$u_1(t) = v_1(t) + v_2(t) + \cdots + v_n(t)$$

$$u_2(t) = \omega_1(t) + \omega_2(t) + \cdots + \omega_n(t)$$

(16)

where $i = 1, \ldots, n$. The exponents $\gamma_i$ and $\eta_i$ are selected in accordance with $y_i \in (0, 1), i = 1, \ldots, n$, satisfy the recurrent relations $\gamma_{i+1} = \gamma_i y_{i+1}/(2(y_{i+1} - 1)), i = 2, \ldots, n, y_1 = 1$ and $\eta_{i+1} = \eta_i y_{i+1}/(2(y_{i+1} - 1)), i = 2, \ldots, n, y_{n+1} = 1$ and $\eta_n = \eta$, where $\eta$ belongs to an interval $(1 - \varepsilon, 1)$ and $\gamma$ belongs to an interval $(1, 1 + \varepsilon)$, for sufficiently small $\varepsilon > 0$ and $\varepsilon_2 > 0$. Control gains $k_i$ and $K_i, i = 1, \ldots, n$, are assigned such that $s^2 + k_s s^{r-1} + \cdots + k_1$ and $s^2 + K_s s^{r-1} + \cdots + K_n$ are Hurwitz polynomials. Additionally, the following matrices are used to meet the condition of Hurwitz

$$A = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-k_1 & -k_2 & -k_3 & \cdots & -k_n
\end{pmatrix}$$

(17)

$$A_1 = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-k_1 & -K_2 & -K_3 & \cdots & -K_n
\end{pmatrix}$$

The convergence time of the above approach is $T_2$, which satisfies the inequality:

$$T_2 \leq \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(Q)} \frac{1}{r_1 Q_w r_0} + \frac{1}{r_1 Q_w r_0^2}$$

(18)

where $\rho = (1 - \gamma)/\gamma, \Omega = (\eta - 1)/\eta, r_0 = \lambda_{\text{min}}(Q)/\lambda_{\text{max}}(P), r_1 = \lambda_{\text{max}}(Q)/\lambda_{\text{max}}(P)$, and $r \leq \lambda_{\text{min}}(P)$ is a positive number. $Q, Q_1, P$, and $P_1$ are symmetric positive definite matrices and satisfy the following equation relations $PA + A^T P = -Q, P_1 A_1 + A_1^T P_1 = -Q_1, \lambda_{\text{min}}(\cdot)$ and $\lambda_{\text{max}}(\cdot)$ are defined as the maximum and minimum eigenvalues of the matrix, respectively.
Upon substituting the control input (16) into (14), the resulting fixed-time convergence system (14), we have
\[
\begin{align*}
\dot{x}_1(t) &= x_2(t), \quad x_1(t_0) = x_{10}, \\
\dot{x}_2(t) &= x_3(t), \quad x_2(t_0) = x_{20} \\
&\vdots \\
\dot{x}_n(t) &= v_1(t) + v_2(t) + \cdots + v_n(t) + \omega_1(t) + \omega_2(t) + \cdots + \omega_n(t), \quad x_n(t_0) = x_{n0}
\end{align*}
\] (19)

3. Controller Design

In this section, an adaptive fixed-time sliding mode controller in conjunction with a new fixed-time sliding mode disturbance observer (FTSMDO) will be proposed to make all states of the system (9) quite small within a fixed-time. First, a new fixed-time sliding mode disturbance observer is presented. Then, a fixed-time sliding mode controller conjunction with the presented disturbance observer is designed. Meanwhile, an adaptive law is adopted in dealing with the upper bounds of disturbance. The controller's block diagram designed in this paper is shown in Figure 1.

3.1. Fixed-Time Sliding Mode Disturbance Observer Based on Compound Perturbation

Sliding mode disturbance observer is often used in control system to cope with uncertainty and disturbance in order to strengthen robustness. However, existing SMDO method is asymptotically or finite-time convergence; in other words, the convergence time is related to the initial state and prolonged. More importantly, chattering phenomenon is the shortcoming of the SMDO. Thus, with the direction at the compound disturbance existing in the system (9), a new fixed-time sliding mode disturbance observer (FTSMDO) based on super-twisting structure is designed. First, the sliding surface is defined as follows:
\[
S_0 = c_1e_1 + c_2e_2 + \cdots + c_{n-1}e_{n-1} + e_n
\] (20)
where \(S_0 \in \mathbb{R}\) and \(c_n(n = 1, 2, \cdots n - 1)\), which satisfy polynomial Hurwitz.

Taking the derivative of the surface \(S_0\) in (20),
\[
\dot{S}_0 = c_1\dot{e}_2 + c_2\dot{e}_3 + \cdots + c_{n-1}\dot{e}_n + \dot{e}_n
\] (21)

**Theorem 5.** Consider system (9) that contains external compound disturbance, then if we choose the following auxiliary variables \(\sigma = S_0 + Z\), \(Z\) is designed auxiliary variable, then the disturbance item \(D\) in the system can be estimated within a fixed-time \(T_1\), and \(\sigma\) satisfies the following equations:
\[
\begin{align*}
u &= -\phi_1\sigma^{1/2} - \phi_2\sigma^{p} + y \\
y &= -\eta\text{sign} (\sigma)
\end{align*}
\] (22)

Here, \(T_1\) satisfies inequality (12).

**Proof.** For system (9), selecting auxiliary variable \(z\) and figuring out the derivative of \(z\) yield to
\[
\dot{Z} = -c_1e_2 - c_2e_3 - \cdots - c_{n-1}e_n - f(x) + \dot{x}_{nd} + u_{in}
\] (23)
where the real control input can be written as \(v(t) = (g(x)M)^{-1}u\) and \(u_{in}\) is auxiliary control input. Simultaneously, considering (21), (22), and (23), we can calculate some equations about \(\sigma\).
\[
\begin{align*}
\sigma &= S_0 + Z \\
\dot{\sigma} &= \dot{S}_0 + \dot{Z} = u_{in} + D \\
\dot{\sigma} &= D + u_{in} = D - \phi_1\sigma^{1/2} - \phi_2\sigma^{p} + y \\
y &= -\eta\text{sign} (\sigma)
\end{align*}
\] (24)

The second-order sliding mode techniques are able to stabilize not only the sliding variable to zero, but also its first-order successive derivative. According to the rule of Lemma 3, \(\sigma\) and \(\dot{\sigma}\) in equation (24) can converge to zero within a fixed-time.

\[
\sigma = \dot{\sigma} = 0, \quad \forall t > T_1
\] (25)

Once the condition of \(\dot{\sigma} = 0\) is satisfied, we may get \(D = -u_{in}\). Therefore, it can be seen that \(-u_{in}\) can accurately estimate uncertainty variable \(D\) within a fixed-time \(T_1\) and equivalent \(D = -u_{in}\). Specially, for any vector \(e = [e_1, e_2, \cdots e_n]^T \in \mathbb{R}^n\) of system (9), we have \(\dot{D} = \phi_1(\sigma(t)/\|\sigma(t)\|^p + \phi_2(\sigma(t))\|\sigma(t)\|^{p-1} + \int_{t_0}^{t} \eta(\sigma(t)/\|\sigma(t)\|)ds\) according to formula (13); the details are similar to Theorem 5 we presented and are omitted here for the sake of simplifying the expression.

\[\square\]
Remark 6. A FTSMDO is developed to estimate the compound disturbance $D$, which contains external time-varying disturbance and input dead-zone. Unlike the asymptotically convergent disturbance observer, the FTSMDO is fixed-time convergent free from the constraint of the initial state and has better anti-interference ability and rapid convergence. The restrictive condition focus on the designed is relaxed, which only requires the unknown upper boundary for the sum of disturbance. The convergence time of the FTSMDO is related to the controller parameters only.

Remark 7. The integral operation is implemented on the sign function existing in the introduced auxiliary control input, so $u_{jn}$ is continuous, and then the control input $v$ is smooth and continuous.

3.2. Comprehensive Design of Adaptive Fixed-Time Sliding Mode Controller Based on FTSMDO. As a result of the unpredictability of external disturbances, it is difficult to determine the upper bound of the disturbance in practical engineering. In order to obtain more accurate interference values and ensure the best performance of the system, an adaptive law is designed for the upper bound of the external interference of the model. A FTSMDO conjunction with adaptive sliding mode fixed-time controller is proposed for error dynamic system (9), which guarantees system’s states can also converge in a fixed-time under the condition of unknown upper boundary for the compound disturbance, and the trajectory of the system can track the desired trajectory in a fixed-time.

In the following, we assume that the lumped disturbance satisfying the condition of $|\tilde{D}| < \phi$, $\phi$ is unknown, and $\phi$ is parameter estimation for uncertain boundary. Define error as $\tilde{\phi} = \phi - \phi$. Due to the unpredictability of external interference, in order to ensure the optimal control performance of the system, it is necessary to estimate interference error $\tilde{D}$ obtained by the observer, assuming that the estimated amount is $\hat{D}$. Here, we define $\hat{D} = \hat{D} - D$.

For system (9), the sliding mode manifold is designed in the following form:

$$s = \dot{e}_n + k_1 |e_1|^n \text{sign}(e_1) + \cdots + k_{n-1} |e_{n-1}|^{n-1} \text{sign}(e_{n-1}) + k_n |e_n|^n \text{sign}(e_n) + K_1 |e_1|^n \text{sign}(e_1) + \cdots + K_{n-1} |e_{n-1}|^{n-1} \text{sign}(e_{n-1}) + K_n |e_n|^n \text{sign}(e_n) \tag{26}$$

Theorem 8. For system (9), the control input is defined as

$$v(t) = (gm)^{-1} (u_{eq} + u_n) \tag{27}$$

With the FTSMDO (24), we consider $u_{eq}$ as follows:

$$u_{eq} = -f(x) + \hat{x}_{nd} - \hat{D} - k_1 |e_1|^n \text{sign}(e_1) - k_2 |e_2|^n \text{sign}(e_2) - \cdots - k_n |e_n|^n \text{sign}(e_n)$$

$$- K_1 |e_1|^n \text{sign}(e_1) - K_2 |e_2|^n \text{sign}(e_2) - \cdots - K_n |e_n|^n \text{sign}(e_n) \tag{28}$$

and

$$\dot{u}_n = - (\tilde{\phi} + \eta) \text{sign}(s) \tag{29}$$

Adaptive law is designed as

$$\dot{\frac{\tilde{\phi}}{\phi}} = \frac{1}{\tilde{\rho}} |s| \tag{30}$$

with $\eta > 0$ is the gain parameter ($\eta \in \mathbb{R}$). For the error dynamic system (9), on basis of the sliding mode surface equation (26), if we chose control law as (27) with the FTSMDO as (24) and the adaptive law as (30), which can achieve fixed-time stabilization and provide convergence of the states in a fixed-time, the convergence time is given as $T_z \leq T_1 + T_2$:

$$T_z \leq \frac{\lambda_{max} (P)}{2 \rho \rho} + \frac{1}{r_1 \rho \rho^2} + \frac{1}{\phi_2 (p - 1) \rho^{p-1}} + \frac{2 \varepsilon_1^{1/2}}{\phi_1}$$

$$\cdot \left(1 + \frac{1}{m (1/M - h(\phi_1)/\phi_1)} \right) \tag{31}$$

Proof. Substituting (27)-(29) into (26), we will get

$$s = -\hat{D} + u_n \tag{32}$$

The derivative of the above equation is derived as

$$\dot{s} = -\dot{\hat{D}} + \dot{u}_n \tag{33}$$

when $t > T_1$, where $T_1$ is the upper bound of FTSMDO convergence time, $\hat{D} = 0$. Define Lyapunov function with respect to $s$ and $\phi$ as follows:

$$V = \frac{1}{2} s^2 + \frac{1}{2k} (\phi - \phi)^2 \tag{34}$$

Complexity
The time derivative of $V$ is figured out as follows:

$$
\dot{V} = s\dot{s} + \frac{1}{\kappa}(\dot{\phi} - \phi) \dot{\phi} = \dot{s}(\dot{u}_g) + \frac{1}{\kappa\beta}(\ddot{\phi} - \dot{\phi}) |s|
$$

$$
\leq -(\eta + \phi) |s| + \frac{1}{\kappa\beta}(\dot{\phi} - \phi) |s| = -(\eta + \phi) |s|
$$

$$
+ \phi |s| - \phi |s| + \frac{1}{\kappa\beta}(\ddot{\phi} - \dot{\phi}) |s| = -(\dot{\phi} - \phi) |s|
$$

$$
- (\eta + \phi) |s| + \frac{1}{\kappa\beta}(\dot{\phi} - \phi) |s| = -(\eta + \phi) |s|
$$

$$
- \left(1 - \frac{1}{\kappa\beta}\right) |s| (\dot{\phi} - \phi) = - (\eta + \phi) \sqrt{2} \frac{|s|}{\sqrt{2}}
$$

$$
- \left(1 - \frac{1}{\kappa\beta}\right) |s| \sqrt{2} \frac{(\dot{\phi} - \phi)}{\sqrt{2}} = - (\eta + \phi) \sqrt{2} \frac{|s|}{\sqrt{2}} \leq -(\eta + \phi)
$$

$$
\cdot \sqrt{2} \left(\frac{|s|^2}{2}\right)^{1/2} - \left(1 - \frac{1}{\kappa\beta}\right) |s| \sqrt{2} \left(\frac{|\dot{\phi} - \phi|^2}{2}\right)^{1/2}
$$

$$
\leq -\min \left\{ (\eta + \phi) \sqrt{2}, \left(1 - \frac{1}{\kappa\beta}\right) |s| \sqrt{2} \right\}
$$

$$
\leq -\min \left\{ (\eta + \phi) \sqrt{2}, \left(1 - \frac{1}{\kappa\beta}\right) |s| \sqrt{2} \right\} V^{1/2}
$$

where $\kappa$ and $\beta$ are positive constants satisfying the relation as $\kappa > 1/\beta$.

If the control law (27) is used for the system (9) during sliding, the state variables can converge equilibrium point in a fixed-time and yield to the following form of equations:

$$
\dot{e}_1 = e_2
$$

$$
\dot{e}_2 = e_3
$$

$$
\dot{e}_n = -k_1 |e_1|^n \text{sign}(e_1) - k_2 |e_2|^n \text{sign}(e_2) \cdots
$$

$$
- k_n |e_n|^n \text{sign}(e_n) - K_1 |e_1|^n \text{sign}(e_1)
$$

$$
- K_2 |e_2|^n \text{sign}(e_2) \cdots - K_n |e_n|^n \text{sign}(e_n)
$$

The above-mentioned system is fixed-time stable in accordance with the Lemma 4, which means that the sliding mode surface will reach $s = 0$ in fixed-time and then along $s = 0$ within a max settling time $T_2$, where $T_2$ is the maximum convergence time estimated by inequality (18). Considering the fact that when $t > T_1$ and according to Theorem 5, $\bar{D}$ converges to the origin in fixed-time $T_1$ which can be calculated by inequality (12). So the total convergence time considering the convergence of FTSMDO is $T_2 \leq T_1 + T_2$.

It is demonstrated that formula (35) enables the sliding mode $s(t)$ to converge to zero in finite time. Substituted controller (27) into system (9) and obtained equivalent to system (14). According to Lemma 4, system (9) can converge in fixed-time under the design of adaptive fixed-time controller (27), sliding mode fixed-time disturbance observer (24), and adaptive law (30).

**Remark 9.** In the high-order dynamic system subject to dead-zone and external disturbance, an adaptive fixed-time sliding mode controller based on FTSMDO is proposed. More importantly, the switching term of the disturbance observer is on the high-order sliding mode surface. While chattering phenomenon of the system being avoided, the selection of the sliding mode surface at a fixed-time also avoids the chattering phenomenon brought by the sliding mode algorithm; thus the control input of the application system is not destroyed or weakened. In summary, practical significance and theoretical challenges are achieved by the fixed-time theoretical research on the tracking control problem of high-order dynamic systems with external time-varying disturbances and input dead-zones.

**Remark 10.** In some actual situation, the successive derivative of the reference signal is not easy available directly by use of derivative approach. In order to acquire the high-order derivative of the reference value, a fixed-time differentiator can be borrowed [34].

$$
\dot{\xi}_1 = \ddot{\xi}_2 - k_1 |\dot{\xi}_1 - y(t)|^n \text{sign}(\dot{\xi}_1 - y(t))
$$

$$
- k_2 |\dot{\xi}_1 - y(t)|^n \text{sign}(\dot{\xi}_1 - y(t))
$$

$$
\vdots
$$

$$
\dot{\xi}_i = \ddot{\xi}_{i+1} - k_1 |\dot{\xi}_i - y(t)|^n \text{sign}(\dot{\xi}_i - y(t))
$$

$$
- k_2 |\dot{\xi}_i - y(t)|^n \text{sign}(\dot{\xi}_i - y(t))
$$

$$
\vdots
$$

$$
\dot{\xi}_n = -k_n |\dot{\xi}_1 - y(t)|^n \text{sign}(\dot{\xi}_1 - y(t))
$$

$$
- k_n |\dot{\xi}_1 - y(t)|^n \text{sign}(\dot{\xi}_1 - y(t))
$$

where $\dot{\xi}_i$ is the estimated value of $x_{id}$, $\ddot{\xi}_i$ presents the derivative of $\dot{x}_{id}$, and correspondingly, $\dot{\xi}_n$ is the derivative of $x_{id}^{(n-1)}$. Moreover, the system parameter value can be figured according to the Theorem 2 in [34].

The next section presents application of the designed fixed-time convergent control law to control an underactuated AUV in vertical plane.

The vertical plane of an underactuated AUV is simplified as follows [35, 36]:

\[
\begin{align*}
(I_{yy} - M_q) \dot{q} &= M_{uq} u q - z \dot{W} \theta + M_{uq} w^2 \delta_s + d_{sur} \\
\dot{\theta} &= q \\
\dot{z} &= -h \theta 
\end{align*}
\]

(38)

where \( q \) is the pitch angle velocity, \( \theta \) is the pitch angle, \( z \) is the depth of AUV, and \( h \) is the velocity in the surge direction. \( \delta_s \) denotes the rudder input, \( d_{sur} \) is the disturbance imposed in the pitch motion, and the rest of the parameters of the above equation are hydrodynamics parameters and not to introduce too much here. Assumed that the state quantity of the above equation are hydrodynamics parameters and not available. Considering the depth tracking desired value \( z_d \), the error equation of (42) could be rewritten as

\[
\begin{align*}
\dot{e}_1 &= e_2 \\
\dot{e}_2 &= e_3 \\
\dot{e}_3 &= M_1 p + M_2 w - \ddot{z}_d - h M_2 v(t) + D
\end{align*}
\]

(42)

The true control input can be written as follows:

\[
\nu = -(hM_2 m)^{-1} (u_{eq} + u_n)
\]

(43)

where

\[
\begin{align*}
u_{eq} &= -(M_1 p + M_2 w) + \ddot{z}_d - k_1 |e_1|^\beta sign(e_1) \\
&\quad - k_2 |e_2|^\beta sign(e_2) - k_3 |e_3|^\beta sign(e_3) \\
&\quad - K_1 |e_1|^\beta sign(e_1) - K_2 |e_2|^\beta sign(e_2) \\
&\quad - K_3 |e_3|^\beta sign(e_3) - D
\end{align*}
\]

(44)

and \( \dot{u}_n = -(\bar{\phi} + \eta) sign(s) \).

According to the control algorithm (26) proposed in this paper, design the following controller:

\[
\begin{align*}
s &= \dot{e}_3 + k_1 |e_1|^\beta sign(e_1) + k_2 |e_2|^\beta sign(e_2) \\
&\quad + k_3 |e_3|^\beta sign(e_3) + K_1 |e_1|^\beta sign(e_1) \\
&\quad + K_2 |e_2|^\beta sign(e_2) + K_3 |e_3|^\beta sign(e_3)
\end{align*}
\]

(45)

where, in accordance with the Theorem 5 and (7)-(12), the sliding mode surface is selected and auxiliary variable calculated leave each other as follows:

The sliding surface \( S_0 \) is designed as follows:

\[
S_0 = c_1 e_1 + c_2 e_2 + e_3
\]

(46)

The time derivative of above equation is

\[
\dot{S}_0 = c_1 \dot{e}_1 + c_2 \dot{e}_2 + \dot{e}_3
\]

(47)

The auxiliary variable \( Z \) is assumed

\[
sigma = S_0 + Z
\]

(48)

The derivatives of \( S \) and \( Z \) are calculated, respectively, as follows:

\[
\begin{align*}
\dot{Z} &= -c_1 \dot{e}_2 - c_2 \ddot{e}_3 - M_1 \dot{p} - M_2 w + h M_3 v + \ddot{z}_d + u_n \\
\dot{\sigma} &= \dot{S}_0 + \dot{Z} = u_n + D
\end{align*}
\]

(49)

As mentioned above, the disturbance observer is designed as follows:

\[
\begin{align*}
u_{in} &= -\phi_1 \text{sign}(\sigma)^{1/2} - \phi_2 \text{sign}(\sigma)^p + y \\
\dot{\gamma} &= -\eta \text{sign}(\sigma) \\
\bar{D} &= -u_{in}
\end{align*}
\]

(50)
Here, the exponents of (45) are selected as $\gamma_1 = 19/20$, $\gamma_2 = 19/21$, $\gamma_3 = 19/22$, $\eta_1 = 21/18$, $\eta_2 = 21/19$, and $\eta_3 = 21/20$; the control gains are set to $k_1 = K_1 = 6$, $k_2 = K_2 = 11$, and $k_3 = K_3 = 6$. After trial and error, the FTSMDO parameters are set to $c_1 = 1$, $c_2 = 2$, $\phi_1 = 4$, $\phi_2 = 8$, $\eta = 6$, and $p = 1.5$. We selected the disturbance as $d_0 = 1000\sin(t)$ and the tracking trajectory as $z_d = 5 + \sin(t)$. The parameter values of the underactuated underwater vehicle used for simulation are $I_{yy} = 119.1\text{kg} \cdot \text{m}^2$, $M_{uu} = -118.56\text{kg} \cdot \text{s}^2 \cdot \text{rad}^{-1}$, $M_\theta = -93.3\text{kg} \cdot \text{m}^2 \cdot \text{rad}^{-1}$, $M_\delta = -28.3\text{kg} \cdot \text{m}^2 \cdot \text{rad}^{-1}$, $M_{ug} = -1008.7\text{kg} \cdot \text{s} \cdot \text{rad}^{-1}$, $g = 9.81\text{kg} \cdot \text{m} \cdot \text{s}^{-2}$, $u = 1.41\text{m} \cdot \text{s}^{-1}$, and $m = 222\text{kg}$.

In order to illustrate the fixed-time tracking performance of the designed control algorithm, the initial states are set to two situations which are $[0;0;1]$ and $[1;1;1]$ in Figures 2–7. We compared the responses of two different initial values of the AUV system. The simulation graphs for state variables $[z(t); w(t); p(t)]$ corresponding to the initial values $[0;0;1]$ and $[1;1;1]$ are given, respectively, in Figure 2. The simulation graphs for the original variables $[z(t); \theta(t); q(t)]$ are presented in Figure 3. Figure 4 shows the disturbance $d$ and its estimate $\hat{d}$ without consideration dead-zone in the entire simulation interval $[0,20]$, and the curve is given to better show the dynamic changes. Figure 5 demonstrates the control input law $\delta_s$ against the disturbance $\hat{d}$. Figure 6 shows a comparison of observers with two initial states situation. Figure 7 shows the adapt law curve in different initial states. From the simulation results, we can see that, as the initial values changed, the convergence time of AUV is
Figure 4: The depth tracking signal $z$ and $z_d$.

Figure 5: The complete control law $\delta_i$ in the entire simulation interval.

Figure 6: The FTSMDO and disturbance in the entire simulation interval.
not following big adjusting. And the convergence time does not exceed the theoretical maximum. It is displayed that the proposed FTSMDO can estimate the disturbance accurately. Simulation results make clear that the designed fixed-time sliding mode controller based on FTSMDO assures fixed-time convergence and better performance properties of the whole system. The control input response curve is smooth and less chattering. At the same time, the proposed method can guarantee the underwater robot’s track of the reference trajectory in a fixed-time.

The dead-zone input parameters are set to \( b_l = -5, b_r = 6, m = 1 \). In order to demonstrate the validity and efficiency of the proposed FTSMDO, we conduct the simulation in compares with exact uniform robust disturbance observer in literature [27], defined as \( \hat{d}_1 \); the controller adopts the high-order finite-time sliding mode method proposed in [37]. The proposed FTSMDO by us is defined as \( \hat{d} \), and the simulation results subject to compound disturbance \( d, \hat{d}, \) and \( \hat{d}_1 \) are depicted respectively in Figure 8. The control input \( v \) and \( \delta_1 \) are given, respectively, in two methods in Figure 9. In
the end, the depth tracking cure and its error are depicted in Figure 10. Figures 8 and 10 show a rapid response of the system by the proposed method compared to the compared method. We can see that the system tends to be stable rapidly, and the output can track the reference signal less time by our presented fixed-time method than the finite-time control approach.

5. Conclusions

In this paper, the fixed-time trajectory tracking control problem for high-order integrator system subjects to input dead-zone and external time-varying disturbances is researched. The comprehensive design of FTSMDO and the sliding mode fixed-time approach is studied. Meanwhile, an adapt law is designed for the case where the derivative of interference term is unknown but bounded. The adaptive sliding mode fixed-time method based on FTSMDO is proposed for high-order dynamic systems to guarantee fixed-time stability. And the convergence time of the proposed method for the system is estimated unrelated to the initial states. In the last, the designed control algorithm is employed for a vertical plane of AUV in the presence of input dead-zone and external unknown time-varying disturbance. Conducted numerical simulations confirmed the validity and effectiveness of the theoretical results.
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