Robust Position Control of a Two-Sided 1-DoF Impacting Mechanical Oscillator Subject to an External Persistent Disturbance by Means of a State-Feedback Controller
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1. Introduction

In diverse mechanical systems, there are some working conditions and parameters leading to the exhibition of impacts between the oscillatory elements of certain mechanical systems due to the presence of gaps. Some impacting mechanical systems are the impact dampers, the inertial shakers, the impact print hammers, the pile drivers, the shock absorbers, the forming machines, and much more [1–3]. In one-degree-of-freedom (1-DoF) mechanical oscillators, impacts can occur with rigid/soft end-stops, whereas in multi-DoF oscillators, collisions can also occur amongst moving elements. The wide interest in these impacting systems has spurred researchers and engineers to analyze their motions and hence the implications of impacts, as, for example, in [3–17].

In some working cases, impacts between interacting bodies are considered intrinsic for the operations of many engineering devices. Nevertheless, impacts may provoke some dangerous effects such as impulsive severe forces, rapid transfer of energy, and stresses and provokes a degradation of the performance of the mechanical systems, where we expect to observe a smooth behavior [2, 3, 7, 8, 12, 14]. These effects can lead then to the exhibition of chaotic responses. Thus, the objective is to improve the response and the performances of these impacting mechanical systems through control. The motion of these impacting systems is governed by an impulsive hybrid dynamics, which is composed by a differential equation and an algebraic one associated with its impact conditions. Thus, due to this impulsive hybrid dynamics, which is considered complex enough for analysis and control, the synthesis of controllers for these impacting systems is difficult to realize.

Some control techniques can be found in the literature. The OGY method has been widely adopted and applied to control chaos in vibroimpact systems [13, 18–22]. Some
other authors, e.g., [23–27], used other control techniques such as an external driving force, a delay feedback, a displacement feedback, a discrete-in-time feedback control, and a damping control law, among others. Authors in [28] used a feedback control input to control the position of a 1-DoF impact mechanical oscillator with two asymmetric end-stops. Authors in [29] controlled chaos in a 1-DoF impact oscillator with only one rigid constraint.

In this paper, we consider the control problem of the position of a 1-DoF impact mechanical oscillator with two-sided rigid end-stops [28, 30–32]. Such an impacting oscillator is periodically forced via an external sinusoidal input, which will be considered as a persistent disturbance to compensate its effect via a robust control law. Our main idea lies first in adding a control input to the impact oscillator. The synthesis of the control law will be realized using the LMI approach. In this paper, we will consider the whole impulsive hybrid dynamics of the two-sided 1-DoF impacting oscillator. Both the differential equation and the algebraic equations are considered in the design of the stability condition. In our previous works [30–32], the impact dynamics was not taken into account in the design. Only the differential equation was considered. Moreover, we adopted a state-feedback control law to stabilize the impacting motion around the zero-equilibrium point. As in [28], the forcing input, as a known signal, was canceled via the controller [30]. However, in [31, 32], the forcing input was considered as a disturbance. In this work, we will adopt a state-feedback controller to robustly stabilize the impulsive hybrid dynamics of the two-sided 1-DoF impact oscillator.

In order to synthesize the stability conditions, we use first the S-procedure lemma in order to only take into consideration the working region of the two-sided impacting oscillator, that is, the region between the two end-stops. In addition, we use the Finsler lemma in order to develop stability conditions for the algebraic equation and using the impact conditions. We show that these stability conditions are expressed in terms of bilinear matrix inequalities (BMIs). In order to obtain numerically traceable LMI conditions, we use mainly the Schur complement and the matrix inversion lemma. Authors in [33, 34] used the LMI approach and these previous lemmas, except the Finsler Lemma, in order to design stabilizing controllers for an underactuated mechanical system, namely, the inertia wheel inverted pendulum, for which its motion is constrained by two symmetric end-stops. Its dynamics is nonlinear and does not present impacts. Our objective in this paper is to extend the design methodology adopted in [33, 34] for the two-sided 1-DoF impact mechanical oscillator, which is characterized by an impulsive hybrid dynamics.

The main contributions of this paper are summarized as follows:

(i) A robust state-feedback control law is designed to stabilize the 1-DoF double-sided mechanical oscillator subject to two asymmetric rigid constraints and an external persistent disturbance.

(ii) Stabilization of the impulsive hybrid dynamics of the impacting oscillator, where the continuous dynamics and the impact dynamics are both considered in the synthesis of the stability conditions.

(iii) Via the S-procedure and Finsler lemmas, the stabilization conditions of the closed-loop impulsive hybrid system are first obtained and expressed in terms of BMIs. The stability conditions are considered to be only satisfied inside the working region.

(iv) By means of the Schur complement lemma and the matrix inversion lemma, the previous BMIs are converted into LMIs.

(v) Several simulations are presented to show that the designed robust control law is able to compensate the effect of the external persistent disturbance and hence stabilize the impact mechanical oscillator at the zero-equilibrium point.

The structure of this paper is as follow. In Section 2, the two-sided 1-DoF impact mechanical oscillator is presented. Its impulsive hybrid dynamics is also presented in this section. The problem formulation and the technical lemmas used through this paper are given in Section 3. Section 4 and Section 5 are devoted to the synthesis of the BMI and the LMI stability conditions, respectively. In Section 6, the numerical results and simulations are demonstrated. Finally, the conclusion is addressed in Section 7.

2. The Double-Sided 1-DoF Impact Mechanical Oscillator

2.1. System Description. Figure 1 shows a 1-DoF impact mechanical oscillator with asymmetric double-sided rigid end-stops. The impacting system is composed of a mass $m$ interconnected to the right end-stop by both a spring of stiffness $k$ and a dashpot of damping coefficient $\zeta$. The gap between the mass $m$ and the rigid stop is $d$. A second rigid end-step is localized at the left away from the mass of a distance $l$. The motion impact oscillator is excited via a sinusoidal force input $v = p \cos(wt)$, where the parameters $w$ and $p$ are the excitation frequency and the excitation amplitude, respectively. In Figure 1, $u$ is an additional input, the controller, which will be designed next to control the position of the impact oscillator to the zero-equilibrium point.

From an initial condition, the mechanical oscillator will oscillate horizontally along the axis $x$ and will produce impacts with the two asymmetric rigid constraints with the same coefficient $r$ of restitution inducing hence an instantaneous transition of the velocity.

2.2. Impulsive Hybrid Dynamics of the Impact Oscillator. The dynamics of the two-sided 1-DoF impact mechanical oscillator is governed by the following system:

\begin{align}
(m\ddot{x} + 2\zeta \dot{x} + kx) &= p \cos(wt), \quad \text{for } l < x < d, \\
\dot{x}^- &= \dot{x}^+ = -r\ddot{x}^-, \quad \text{for } x = d \text{ or } x = l,
\end{align}
where $\ddot{x}$, $\dot{x}$, and $x$ are the acceleration, velocity, and displacement of the mass of the impacting oscillator, $d$ and $l$ are the right bound and the left bound, respectively, and subscripts $^+$ and $^-$ in (1b) denote, respectively, just after and just before the impact.

2.3. A Brief Look on the Impacting Behavior. It is well known that the double-sided 1-DoF impact mechanical oscillator generates periodic and chaotic behaviors with respect to the parameters $p$, $w$, $\zeta$, $d$, $l$, and $r$. We refer our reader to [28] for further details and some bifurcation diagrams. As in [28], the adopted values of different parameters in dynamics (1a) and (1b) are $m = 1$ kg, $k = 1$ N/m, $\zeta = 0.05$ N/(m/s), $d = 0.3$ m, $l = -0.1$ m, $p = 0.5$ N, and $r = 0.8$. Figure 2 shows the behavior of the impact oscillator for $w = 0.8$. In Figure 2, we plotted the temporal evolution of the position and the velocity of the impacting mechanical system. Figure 3 reveals the corresponding phase portrait simulated for such value of the parameter $w$. In Figure 4, we presented three Poincaré maps. Figure 4(a) shows the stroboscopic Poincaré map, which reveals the state of the impact oscillator at the period $T$. Figures 4(b) and 4(c) reveal the impact Poincaré maps. The first one in Figure 4(b) shows the impact time of the oscillator with the right bound with respect to its impact velocity. However, the second impact Poincaré map in Figure 4(c) shows the impact time with the left rigid constraint with respect to the impact velocity. These previous portraits in Figures 2, 3, and 4 demonstrate that the 1-DoF impact mechanical oscillator displays a chaotic behavior.

It is worth to note that it is possible to characterize chaos exhibited in the motion of the 1-DoF impact mechanical oscillator presented in Figure 2 and then in Figures 3 and 4 by means of the spectrum of Lyapunov exponents. Authors in [35] computed numerically the Lyapunov exponents in mechanical systems with impacts using a transcendental map. They applied their computation procedure for the one-sided 1-DoF impact oscillator and also for the impact-pair system. Moreover, authors in [36] computed the Lyapunov exponents of a cantilever beam impacting on a moving base using a discrete modeling. Some other works have also been developed for this subject, as, e.g., in [37, 38]. Author in [39] presented a general method for the calculation of Lyapunov exponents for dynamic systems with discontinuities and then with impacts. Thus, a forced impact oscillator with dry friction was presented as an illustrative example. In [40, 41], authors computed the spectrum of Lyapunov exponents for more complicated impulsive hybrid systems, namely, the biped robots, using an explicit analytical expression of the (hybrid) Poincaré map.

3. Problem Formulation and Preliminaries

3.1. Problem Statement. Let $z = [x \ x^T]^T$ be the state vector. Then, relying on the equations in (1a) and (1b), the impulsive hybrid dynamics of the 1-DoF impact mechanical oscillator under the double-sided rigid constraints is given as follows:

$$\dot{z} = A_1 z + B_1 v, \text{ as long as } l < z^T R z < d, \quad (2a)$$

$$z^+ = z^T R z , \text{ whenever } C_1^T z = d \text{ or } C_1^T z = l, \quad (2b)$$
where \[ A = \begin{bmatrix} 0 & 1 \\ -(k/m) & -(\zeta/m) \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1/m \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & -r \end{bmatrix}, \quad C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \] and \( v = p \cos(\omega t) \). Moreover, we note that \( d > 0 \) and \( l < 0 \).

Our main objective in this work is to control the position of the impacting oscillator to the zero-equilibrium point. Then, we need an additional external input, saying \( u \), as the controller, which will be designed next. Moreover, the signal \( v \) will be considered next as an external disturbance input applied to the oscillator. Actually, we will consider a general form of the disturbance torque \( v \) that can take any expression such that \( |v| \leq p \). Accordingly, in (2a), we will have \( (u + v) \) instead of \( v \). Thus, the impulsive hybrid dynamics (1a) and (1b) becomes

\[
\dot{z} = Az + Bu + Bv, \quad \text{as long as } z \in \Omega, \quad (3a)
\]

\[
z^+ = Rz^-, \quad \text{whenever } z \in \Gamma. \quad (3b)
\]

In (3a) and (3b), \( \Gamma \) represents the impact surface and \( \Omega \) reveals the oscillation space. They are defined as follows:

\[
\Omega = \left\{ z \in \mathbb{R}^{2\times1}, l < C^T z < d \right\}, \quad (4a)
\]

\[
\Gamma = \left\{ z \in \mathbb{R}^{2\times1}, C^T z = d \text{ or } C^T z = l \right\}. \quad (4b)
\]

Our objective in this work is then to design the controller \( u \) for the disturbed impulsive hybrid systems (3a) and (3b)–(4) of the 1-DoF impacting mechanical oscillator to robustly stabilize it at (around) the zero-equilibrium point even in the presence of the external disturbance input \( v \). For this subject we assume that all the states, i.e., the position \( x \) and the velocity \( \dot{x} \) of the mechanical system are available for measurement. Then, under this assumption, we will adopt the following state-feedback controller:

\[
u = \begin{cases} Hz, & \text{whenever } z \in \Delta, \\ 0, & \text{elsewhere}, \end{cases} \quad (5)
\]

with
\[ \Delta = \{ x \in \mathbb{R}, x^2 > \varepsilon \}, \]  
(6)

where \( \mathbf{K} \in \mathbb{R}^{1 \times 2} \) is a constant gain matrix to design next using the LMI approach and \( \varepsilon \) is a small enough positive constant. The set \( \Delta \) in (6) defines the region within which the state-feedback control law is activated. This set \( \Delta \) can be recast as follows:

\[ \Delta = \{ z \in \mathbb{R}^{2 \times 1} : z^T C C^T z > \varepsilon \}. \]

(7)

Remark 1. It is worth to note that the condition \( z^T C C^T z > \varepsilon \) defining the set \( \Delta \) in expression of the state-feedback control law (5) was added in order to overcome a certain solving problem of the LMI-based stability conditions of the closed-loop impulsive hybrid systems (3a) and (3b) under the state constraints in (4) using the Lyapunov approach [33]. Such a problem will be discussed later (see Remark 4). In [33], authors used the constraint \( |z|^2 > \varepsilon \) on the state-feedback control law in (5). This last condition is identical to the constraint \( z^T C C^T z > \varepsilon \) if \( C = C^T \). We emphasize that the new condition \( z^T C C^T z > \varepsilon \) in (7) will provide less restrictive LMI conditions compared with that obtained via the condition \( z^T z > \varepsilon \).

By substituting expression of control law (5) in dynamic model (3a), we obtain then the following closed-loop impulsive hybrid dynamics:

\[ \dot{z} = (\mathbf{A} + \mathbf{B} \mathbf{K}) z + \mathbf{B} v, \text{ as long as } z \in \Omega, z \in \Delta, \]  
(8a)

\[ z^+ = \mathbf{R} z^-, \text{ whenever } z \in \Gamma, z \in \Delta. \]

(8b)

Remark 2. It is worth to note that in [28], the position control of the double-sided 1-DoF impacting mechanical oscillator was achieved using the following control law:

\[ u = 2 \dot{\xi} x + kx - v(t) - m(ax + bx), \]  
(9)

where the two design parameters \( a \) and \( b \) are determined such that the eigenvalues of the matrix \( \begin{bmatrix} 0 & 1 \\ -a & -b \end{bmatrix} \) are negative real parts.

In the next part of this work, we will focus on synthesizing stability conditions for the closed-loop impulsive hybrid systems (8a) and (8b).

3.2. Preliminary Lemmas. Before synthesizing the stability conditions for the impulsive hybrid system (8a) and (8b), we need the following technical lemmas. In the sequel, and in large matrix expressions, the symbol \( (\cdot) \) replaces terms that are induced by symmetry. Moreover, \( \Omega = \mathbf{X}^T + (\cdot) = \Omega + \mathbf{X}^T + \mathbf{X}^T \). In addition, \( \mathcal{F} \) and \( \mathcal{G} \) stand, respectively, for the identity matrix and the null matrix with appropriate dimensions.

Lemma 1 (the Young inequality [42]). For given constant matrices \( \mathbf{X} \) and \( \mathbf{Y} \) with appropriate dimensions and any positive scalar \( \lambda \), the following inequality holds:

\[ \mathbf{X}^T \mathbf{Y} + \mathbf{Y}^T \mathbf{X} \leq \lambda \mathbf{X}^T \mathbf{X} + \lambda^{-1} \mathbf{Y}^T \mathbf{Y}. \]

(10)

Lemma 2 (the matrix inversion lemma [33, 34]). For given invertible matrices \( \mathbf{X} \) and \( \mathbf{Y} \) such that \( \mathbf{X} \in \mathbb{R}^{m \times n} \) and \( \mathbf{Y} \in \mathbb{R}^{n \times m} \). Moreover, given matrices \( \mathbf{U} \) and \( \mathbf{V} \) are of appropriate dimensions \( \mathbf{U} \in \mathbb{R}^{m \times n} \) and \( \mathbf{V} \in \mathbb{R}^{n \times m} \). Then, the matrix inversion lemma is

\[ (\mathbf{X} + \mathbf{UY})^{-1} = \mathbf{X}^{-1} - \mathbf{X}^{-1} \mathbf{Y} (\mathbf{Y}^{-1} + \mathbf{U} \mathbf{X}^{-1} \mathbf{U})^{-1} \mathbf{V} \mathbf{X}^{-1}. \]

(11)

Lemma 3 (the Schur complement lemma [42]). For given matrices \( \mathbf{Q} = \mathbf{Q}^T, \mathbf{R} = \mathbf{R}^T \), and \( \mathbf{S} \) with appropriate dimensions, the following propositions are equivalent:

\[ \begin{bmatrix} \mathbf{Q} & \mathbf{S} \\ \mathbf{S}^T & \mathbf{R} \end{bmatrix} > 0, \]

(12a)

\[ \begin{bmatrix} \mathbf{Q} & \mathbf{S} \\ \mathbf{S}^T & \mathbf{R} \end{bmatrix} > 0. \]

(12b)

Lemma 4 (the S-procedure lemma [33, 34, 42]). Let \( \mathcal{F}_0, \ldots, \mathcal{F}_p \in \mathbb{R}^{m \times n} \) be symmetric matrices. We consider the following condition on \( \mathcal{F}_0, \ldots, \mathcal{F}_p \):

\[ \mathcal{F}_i^T \mathcal{F}_0 \mathcal{F}_j > 0 \text{ for all } \mathcal{F}_i \neq 0, \text{ such that } \mathcal{F}_i^T \mathcal{F}_j \mathcal{F}_0 \geq 0, \quad i = 1, \ldots, p. \]

If there exist scalar variables \( \tau_1 \geq 0, \ldots, \tau_p \geq 0 \), such that

\[ \mathcal{F}_0 - \sum_{i=1}^p \tau_i \mathcal{F}_i > 0, \]

(13)

then (13) holds.

Lemma 5 (Finsler’s lemma [43]). Let, \( x \in \mathbb{R}^n, \mathcal{A} = \mathcal{A}^T \in \mathbb{R}^{m \times n} \), and \( \mathcal{B} \in \mathbb{R}^{n \times m} \) such that rank(\( \mathcal{B} \)) < \( n \). The following statements are equivalent:

(i) \( x^T \mathcal{A} x < 0 \), for all \( \mathcal{A} x = 0, x \neq 0 \)

(ii) \( \exists \mu \in \mathbb{R} : \mathcal{A} - \mu \mathcal{B}^T \mathcal{B} < 0 \)

Remark 3. In this paper, we will use the LMI approach to cope with the control problem of the 1-DoF impact mechanical oscillator, which is described by a second-order dynamics. We will design a robust control law in order to stabilize the position of such mechanical systems with impulse effects. Actually, the presence of an impulsive effect can influence the behavior of the solutions and cause dangerous effects in some applications. More than that, the presence of impulsive effects can cause instability of the whole behavior of the impacting mechanical system. These systems are defined by an impulsive hybrid dynamics for which the system undergoes a very instantaneous transition when reaching some state-dependent conditions, as in our case for the two-sided impact mechanical oscillator. Then, in this
paper, we deal with an impulsive hybrid system, which is more complicated than a simple nonlinear system.

In addition, we stress that we deal with homogeneous models (3a) and (3b) allowing the interaction between discrete and continuous parts and the stabilization process was realized for whole models (8a) and (8b). Only the continuous part/model (3a) was found to be under control, whereas the discrete model (3b) or (8b) is without control and also is unstable (the two eigenvalues of the matrix $R$ are 1 and $-r$). Hence, the main challenge of the present work is to stabilize robustly the whole impulsive hybrid dynamics using a single controller for the continuous part.

Furthermore, to design the stability conditions of the closed-loop systems (8a) and (8b), we will only consider the working region, inside which the state vector is defined and then the impact mechanical oscillator evolved. Actually, we have two working regions: one for the continuous part and another for the discrete part. For the continuous model, the working region is that between the two asymmetric rigid end-stops, that is, the set $\Omega$ defined by (4a). However, for the discrete model (8b), the working region is the two end-stops, which are defined by the impact condition and then set $\Gamma$ defined by (4b). We will use the S-procedure lemma to deal with the working region $\Omega$ and the Finsler Lemma to consider the working region $\Gamma$ for the design of the stability conditions.


In order to synthesize stability conditions of the disturbed impulsive hybrid systems (8a) and (8b), we adopt the following Lyapunov function:

$$\mathcal{V}(\mathbf{z}) = \mathbf{z}^T \mathcal{P} \mathbf{z},$$  \hspace{1cm} (15)

where $\mathcal{P} = \mathcal{P}^T$.

Thus, the asymptotic stability conditions of systems (8a) and (8b) are given by

$$\mathcal{V}(\mathbf{z}) > 0 \text{ s.t. } \mathbf{z} \in \Omega, \mathbf{z} \in \Delta, \hspace{1cm} (16a)$$

$$\mathcal{V}(\mathbf{z}) < 0 \text{ s.t. } \mathbf{z} \in \Omega, \mathbf{z} \in \Delta, \hspace{1cm} (16b)$$

$$\mathcal{V}(\mathbf{z}^*) - \mathcal{V}(\mathbf{z}) < 0 \text{ s.t. } \mathbf{z} \in \Gamma, \mathbf{z} \in \Delta. \hspace{1cm} (16c)$$

$\textbf{Theorem 1.}$ The closed-loop impulsive hybrid systems (8a) and (8b) subject to the external disturbance $v$, with $\|v\| \leq \rho$, is asymptotically and robustly stable if for some fixed parameter $0 < \varepsilon \ll 1$, there exist a symmetric matrix $\mathcal{P}$, a matrix $\mathcal{K}$, positive scalars $\alpha_1, \alpha_2, \beta_1, \beta_2, \beta_3, \beta_4$, and a free two scalars $\xi_1$ and $\xi_2$ such that the following matrix inequalities are feasible:

$$\begin{bmatrix}
\mathcal{P} - \beta_2 \xi_1 \mathcal{C}^T \\
(\ast) \quad \epsilon \beta_3 - 2 \beta_1 d + 2 \beta_2 l
\end{bmatrix} > 0, \quad \hspace{1cm} (17a)$$

$$\begin{bmatrix}
\mathcal{P} (\mathcal{A} + \mathcal{K}) + (\ast) + \lambda \mathcal{P} \mathcal{R} \mathcal{P}^T \mathcal{P} + \alpha_1 \mathcal{C} \mathcal{C}^T \\
(\ast) \quad \frac{\mathcal{P}^2}{\lambda} - \varepsilon \alpha_3 + 2 \alpha_1 d - 2 \alpha_2 l
\end{bmatrix} < 0, \quad \hspace{1cm} (17b)$$

$$\begin{bmatrix}
\mathcal{R} \mathcal{P} \mathcal{R} - \mathcal{P} - \xi_1 \mathcal{C} \mathcal{C}^T + \beta_4 \mathcal{C} \mathcal{C}^T \\
(\ast) \quad \xi_1 d \mathcal{C} \mathcal{C}^T - \beta_4 e - \xi_2 l^2
\end{bmatrix} < 0, \quad \hspace{1cm} (17c)$$

$$\begin{bmatrix}
\mathcal{R} \mathcal{P} \mathcal{R} - \mathcal{P} - \xi_2 \mathcal{C} \mathcal{C}^T + \beta_4 \mathcal{C} \mathcal{C}^T \\
(\ast) \quad \xi_2 d \mathcal{C} \mathcal{C}^T - \beta_4 e - \xi_2 l^2
\end{bmatrix} < 0. \quad \hspace{1cm} (17d)$$

$\textbf{Proof.}$ The constraints $\mathbf{z} \in \Omega, \mathbf{z} \in \Delta$, and $\mathbf{z} \in \Gamma$ can be rewritten as follows:

$$\mathcal{W}_1(\mathbf{z}) = \begin{bmatrix} \mathbf{z}^T & 0 & \mathcal{C} \end{bmatrix} \begin{bmatrix} \mathcal{C} & 0 \\
(\ast) & -2d \end{bmatrix} \begin{bmatrix} \mathbf{z} \\
1 
\end{bmatrix} < 0, \quad \hspace{1cm} (18a)$$

$$\mathcal{W}_2(\mathbf{z}) = \begin{bmatrix} \mathbf{z}^T & 0 & \mathcal{C} \end{bmatrix} \begin{bmatrix} \mathcal{C} & 0 \\
(\ast) & 2l \end{bmatrix} \begin{bmatrix} \mathbf{z} \\
1 
\end{bmatrix} < 0, \quad \hspace{1cm} (18b)$$

$$\mathcal{W}_3(\mathbf{z}) = \begin{bmatrix} \mathbf{z}^T & 0 & \mathcal{C} \end{bmatrix} \begin{bmatrix} \mathcal{C} & 0 \\
(\ast) & \varepsilon \end{bmatrix} \begin{bmatrix} \mathbf{z} \\
1 
\end{bmatrix} < 0, \quad \hspace{1cm} (18c)$$

The derivative of the Lyapunov function (15) is given as follows:

$$\mathcal{V}(\mathbf{z}) = 2 \mathbf{z}^T \mathcal{P} (\mathcal{A} + \mathcal{K}) \mathbf{z} + 2 \mathbf{z}^T \mathcal{P} v. \quad \hspace{1cm} (19)$$

Relying on the Young relation (Lemma 1) and as $|v| \leq \rho$, we obtain the following condition:
with $\lambda > 0$.

By substituting expression (20) in relation (19), then the stability condition becomes

$$
\mathcal{H}(z) = \begin{bmatrix}
\begin{array}{c}
z^T \\
1
\end{array}
\end{bmatrix}
\begin{bmatrix}
P(A + BB^T) + (\ast) + \lambda PPB^TP + \frac{P^2}{\lambda}
\end{bmatrix}
\begin{bmatrix}
z \\
1
\end{bmatrix} < 0.
$$

(21)

In addition, using the algebraic equation in (8b), then the stability condition in (16c) becomes

$$
W(z) = z^T(RPR - P)z < 0.
$$

(22)

Accordingly, based on the previous expressions, the stability conditions in (16a)--(16c) are reformulated as follows:

$$
\mathcal{V}(z) > 0, \quad \text{s.t.} \quad W_1(z) < 0, \quad W_2(z) < 0, \quad W_3(z) < 0, \quad \text{(23a)}
$$

$$
\mathcal{U}(z) < 0, \quad \text{s.t.} \quad W_1(z) < 0, \quad W_2(z) < 0, \quad W_3(z) < 0, \quad \text{(23b)}
$$

$$
W(z) < 0, \quad \text{s.t.} \quad W_4(z) = 0 \text{ or } W_5(z) = 0, \quad W_3(z) < 0, \quad \text{(23c)}
$$

Relying on the S-procedure lemma (see Lemma 4) and based on the Finsler lemma (see Lemma 5), the conditions in (23a)--(23c) are equivalent, respectively, to the matrix inequalities in (17a)--(17d), for some positive scalars $\alpha$, and $\beta_i, i = 1, 2, 3, 4, \text{and } \xi_1, \xi_2 \in \mathbb{R}$. This completes the proof of Theorem 1.

Remark 4. It is worth to note that if we choose $\varepsilon = 0$ in expression of controller (5), then we will have $z \in \mathbb{R}^n$. As a result, the (2.2) element in BMI (17a) (resp. BMI (17b)) becomes $-2\beta_1d + 2\beta_2l$ (resp. $(p^2/\lambda) + 2\alpha_3d - 2\alpha_4l$). As $d > 0$ and $l < 0$, then it follows that $-2\beta_1d + 2\beta_2l < 0$ and $(p^2/\lambda) + 2\alpha_3d - 2\alpha_4l > 0$. Hence, the two BMIs (17a) and (17b) are unfeasible. Therefore, to solve such a feasibility problem, we add the constraint $z^TCC^Tz > \varepsilon$ on the state-feedback controller and with $\varepsilon$ as a small enough positive parameter.

5. Synthesis of the Robust State-Feedback Control Law: LMI Conditions

It is worth mentioning that the four inequality conditions in (17a)--(17d) in Theorem 1 are BMIs. Thus, to solve the stability problem of the closed-loop impulsive system by finding the feedback matrix gain $\mathcal{K}$ of the state-feedback control law (5) and the corresponding Lyapunov matrix $\mathcal{P}$, we should transform these BMIs into LMIs.

Theorem 2. The impulsive hybrid systems (3a) and (3b) subject to the external disturbance $v(t)$, with $\|v(t)\| \leq p$, is robustly and asymptotically stabilizable by the state-feedback control law (5) if, for a scalar $0 < \varepsilon < 1$ fixed a priori, there exist a symmetric matrix $\mathcal{S}$, a matrix $\mathcal{K}$, and positive scalars $\mu_1, \mu_2, \mu_3, \eta_1, \eta_2, \eta_4, \xi_1, \xi_2, \lambda$, and $\tilde{p}$ such that the following LMI-based optimization problem is feasible:

$$
\begin{align*}
&\text{maximize } \tilde{p} \\
&\text{minimize } \mu_3 \\
&\text{s.t.} \\
&\begin{bmatrix}
\mathcal{S} & \mathcal{S}C & \frac{1}{2d} & \mathcal{C}T & -\frac{1}{2d} & \mathcal{S}C & \mathcal{O} \\
\ast & \mathcal{S} & \circ & \circ & \circ & \circ & \circ \\
\ast & \ast & \frac{1}{2d} & \mathcal{S} & \circ & \circ & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \frac{1}{2d} & \mathcal{S} & \circ & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\end{bmatrix} > 0,
\end{align*}
$$

(24a)

where

$$
\begin{align*}
\mathcal{S} &= (A + BB^T) + (\ast) + \lambda PPB^TP + \frac{P^2}{\lambda}, \\
\mathcal{C} &= \begin{bmatrix}
\xi_1 & d^2/\varepsilon \mathcal{H}_4 \\
\xi_2 & \mathcal{H}_4 \\
\end{bmatrix}, \\
\mathcal{K} &= \begin{bmatrix}
\mu_1 & \circ & \circ & \circ & \circ \\
\mathcal{O} & \mathcal{O} & \mathcal{O} & \mathcal{O} & \mathcal{O} \\
\ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast & \ast \\
\end{bmatrix}, \\
\mathcal{O} &= \begin{bmatrix}
\mathcal{O} & \mathcal{S} \\
\mathcal{S} & \mathcal{O} \\
\end{bmatrix}.
\end{align*}
$$

(24b)

Hence, the state-feedback gain is given by

$$
\mathcal{K} = \mathcal{K} \mathcal{S}^{-1},
$$

(25)
and the maximum bound of the disturbance is defined as follows:

\[ p = \frac{\bar{p}}{\mu_3} \]

(26)

Proof. We begin first by linearizing BMI (17a). Let us pose \( \mathcal{S} = \mathcal{P}^{-1} \). We pre- and postmultiplying (17a) by the matrix \( \text{diag}(\mathcal{S}, 1) \). Thus, we obtain the following condition:

\[
\begin{bmatrix}
\mathcal{S} - \beta_3 \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} & (\beta_1 - \beta_2) \mathcal{S} \mathcal{C}
\end{bmatrix}
\begin{bmatrix}
(\ast)
\end{bmatrix}
> 0.
\]

(27)

For simplicity, posing \( \mathcal{N}_1 = \begin{bmatrix} \eta_1 & 0 \\ (\ast) & \eta_2 \end{bmatrix} \) with \( \eta_1 = \beta_1^{-1} \), \( \eta_2 = \beta_2^{-1} \), \( \mathcal{Q}^{-1} = \begin{bmatrix} 2d & 0 \\ 0 & -2I \end{bmatrix} \), \( \mathcal{E} = \begin{bmatrix} \mathcal{S} \mathcal{C} & -\mathcal{S} \mathcal{C} \end{bmatrix}, \mathcal{L} = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \), and \( \eta_1^{-1} = \epsilon \beta_3 \). Then, it is easy to show that \( \epsilon \beta_3 - 2 \beta_3 d + 2 \beta_3 l = \eta_3^{-1} - \mathcal{L}^T \mathcal{Q} \mathcal{N}_1^{-1} \mathcal{L} \) and \( (\beta_1 - \beta_2) \mathcal{S} \mathcal{C} = \mathcal{S} \mathcal{N}_1^{-1} \mathcal{L} \).

Hence, the matrix inequality (27) becomes

\[
\begin{bmatrix}
\mathcal{S} - (\epsilon \eta_3)^{-1} \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} & \mathcal{E} \mathcal{N}_1^{-1} \mathcal{L}
\end{bmatrix}
\begin{bmatrix}
(\ast)
\end{bmatrix}
> 0.
\]

(28)

Based on the Schur complement lemma (see Lemma 3), matrix (28) is equivalent to

\[
\mathcal{S} - (\epsilon \eta_3)^{-1} \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} - \mathcal{E} \mathcal{N}_1^{-1} \mathcal{L} (\eta_3^{-1} - \mathcal{L}^T (\mathcal{Q} \mathcal{N}_1^{-1} \mathcal{L}^{-1})^{-1}
\cdot \mathcal{L}^T \mathcal{N}_1^{-1} \mathcal{H}^T > 0,
\]

(29a)

\[
\eta_3^{-1} - \mathcal{L}^T (\mathcal{Q} \mathcal{N}_1^{-1} \mathcal{L})^{-1} > 0.
\]

(29b)

The matrix inversion lemma (see Lemma 2) states that

\[
(\eta_3^{-1} - \mathcal{L}^T (\mathcal{Q} \mathcal{N}_1^{-1} \mathcal{L})^{-1})^{-1} = \eta_3 - \eta_3^2 \mathcal{L}^T \mathcal{H}^{-1} \mathcal{L},
\]

(30)

with \( \mathcal{H} = \eta_3 \mathcal{L} \mathcal{L}^T - \mathcal{Q} \mathcal{N}_1 \). If we consider in the next that \( \mathcal{H} < 0 \), then since \( \eta_3 > 0 \), we obtain \( \eta_3 - \eta_3^2 \mathcal{L}^T \mathcal{H}^{-1} \mathcal{L} > 0 \). Therefore, condition (29b) is always satisfied. We will only consider in the sequel condition (29a).

Substituting expression (30) in (29a) yields

\[
\mathcal{S} - (\epsilon \eta_3)^{-1} \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} - \mathcal{E} \mathcal{N}_1^{-1} \mathcal{L} \mathcal{L}^T \mathcal{N}_1^{-1} \mathcal{H}^T
+ \eta_3^2 \mathcal{N}_1^{-1} \mathcal{L} \mathcal{L}^T \mathcal{H}^{-1} \mathcal{L} \mathcal{L}^T \mathcal{N}_1^{-1} \mathcal{H}^T > 0.
\]

(31)

Relying on expression of the matrix \( \mathcal{H} \), it is straightforward to demonstrate that

\[
\eta_3 \mathcal{N}_1^{-1} \mathcal{L} \mathcal{L}^T = \mathcal{G} \mathcal{N}_1^{-1} (\mathcal{H} + \mathcal{Q} \mathcal{N}_1).
\]

(32)

Thus, based on this relation (32) and as the matrices \( \mathcal{G} \) and \( \mathcal{N}_1 \) are diagonal and \( \mathcal{H} \) is symmetric, we obtain the following expressions:

\[
\eta_3 \mathcal{N}_1^{-1} \mathcal{L} \mathcal{L}^T \mathcal{N}_1^{-1} \mathcal{G}^T = \mathcal{G} \mathcal{N}_1^{-1} \mathcal{H} \mathcal{N}_1^{-1} \mathcal{G}^T + \mathcal{G} \mathcal{N}_1^{-1} \mathcal{G}^T,
\]

(33a)

\[
\eta_3^2 \mathcal{N}_1^{-1} \mathcal{L} \mathcal{L}^T \mathcal{H} \mathcal{L} \mathcal{L}^T \mathcal{N}_1^{-1} \mathcal{H}^T = \mathcal{G} \mathcal{N}_1^{-1} \mathcal{H} \mathcal{N}_1^{-1} \mathcal{G}^T
+ 2 \mathcal{G} \mathcal{N}_1^{-1} \mathcal{G}^T + \mathcal{G} \mathcal{H}^{-1} \mathcal{G}^T.
\]

(33b)

By substituting the two expressions (33a) and (33b) in inequality (31), we obtain

\[
\mathcal{S} - (\epsilon \eta_3)^{-1} \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} + \mathcal{G} \mathcal{N}_1^{-1} \mathcal{G}^T + \mathcal{G} \mathcal{H}^{-1} \mathcal{G}^T > 0.
\]

(34)

Moreover, as \( \mathcal{N}_1 \mathcal{G} > 0 \), then condition (34) is satisfied if

\[
\mathcal{S} - (\epsilon \eta_3)^{-1} \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} + \mathcal{G} \mathcal{H}^{-1} \mathcal{G}^T > 0.
\]

(35)

As \( \epsilon \eta_3 > 0 \) and \( \mathcal{H} < 0 \), then the Schur complement lemma states that the matrix inequality (35) is equivalent to

\[
\begin{bmatrix}
\mathcal{S} & \mathcal{C} & \mathcal{Q} \\
(\ast) & \epsilon \eta_3 & \mathcal{G} \\
(\ast) & (\ast) & \mathcal{N}_1 \mathcal{G} - \epsilon \eta_3 \mathcal{L} \mathcal{L}^T
\end{bmatrix}
> 0.
\]

(36)

By applying the Schur complement on elements (33a) and (33b) in (36), we obtain the following matrix inequality:

\[
\begin{bmatrix}
\mathcal{S} & \mathcal{C} & \mathcal{Q} \\
(\ast) & \epsilon \eta_3 & \mathcal{Q} \\
(\ast) & (\ast) & \mathcal{N}_1 \mathcal{Q} - \epsilon \eta_3 \mathcal{L} \mathcal{L}^T
\end{bmatrix}
> 0.
\]

(37)

Accordingly, by replacing the different matrices in (37) by their expression, we found the first LMI (24a).

We focus now on BMI (17b). Pre- and postmultiplying the matrix inequality (17b) by the matrix \( \text{diag}(\mathcal{S}, 1) \) gives the following condition:

\[
\begin{bmatrix}
(\mathcal{A} \mathcal{S} + \mathcal{B} \mathcal{H}) + (\ast) + \lambda \mathcal{B} \mathcal{H}^T + \alpha_3 \mathcal{S} \mathcal{C} \mathcal{C}^T \mathcal{S} & -(\alpha_1 - \alpha_2) \mathcal{S} \mathcal{C}
\end{bmatrix}
\begin{bmatrix}
(\ast)
\end{bmatrix}
< 0,
\]

(38)
where $\mathbf{H} = \mathbf{H}_{S} \mathbf{S}$.

For simplicity, posing $\mathbf{G} = [\mathbf{S} \mathbf{C} - \mathbf{S} \mathbf{C} \mathbf{O}]$, $\mathbf{L} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$, $\mathbf{C}^{-1} = \begin{bmatrix} 2d & 0 \\ 0 & -2d \end{bmatrix}$, and $\mathbf{N}_2 = \begin{bmatrix} \mu_1 & 0 \\ 0 & \mu_2 \\ 0 & 0 \end{bmatrix}$ with $\mu_1 = \alpha_1^{-1}$, $\mu_2 = \alpha_2^{-1}$, and $\mu_3 = \epsilon \mu_2$, it is easy to show that

$$
-\epsilon \mu_2 + (p^2/\lambda) + 2\alpha_1 d - 2\alpha_3 l = -(\mu_3^{-1} - \lambda^{-1}) \mathbf{N}_2 \mathbf{L}. 
$$

and $(\alpha_1 - \alpha_3) \mathbf{S} \mathbf{C} = \mathbf{G} \mathbf{N}_2^{-1} \mathbf{L}$. It is worth to note that $\mathbf{G} > 0$ and $\mathbf{N}_2 > 0$.

Then, by multiplying the matrix inequality (37) by $(-1)$, we obtain the following result:

$$
\mathbf{R} \mathbf{P} \mathbf{R} - \mathbf{P} + \underbrace{\sum_{i=1}^{n} \mu_i \mathbf{P}}_{\mathbf{P}} - (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C} \mathbf{T} > 0. 
$$

(39)

By following the same linearization methodology adopted previously, we obtain the following simplified equivalent conditions:

$$
-\mathbf{A} \mathbf{S} + \mathbf{B} \mathbf{H} + (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C} \mathbf{T} > 0, 
$$

(40a)

$$
\mathbf{H} = \mu_3 \mathbf{L} \mathbf{L}^T - \mathbf{C} \mathbf{N}_2 < 0.
$$

(40b)

Since $\mathbf{H} < 0$ and $(\epsilon \mu_2) > 0$, the Schur complement states that the matrix inequality (40a) is equivalent to

$$
\begin{bmatrix}
-\mathbf{A} \mathbf{S} + \mathbf{B} \mathbf{H} + (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C} \mathbf{T} & \mathbf{S} \\
\mathbf{S} & \mathbf{C} \\
\end{bmatrix} > 0. 
$$

(41)

By multiplying the matrix inequality (41) from left and right by the matrix diag($\mathbf{F}$, 1, 1, 1, $\mathbf{P}$, 1) and by making a new variable change $\mathbf{P} = \mu_3 \mathbf{P}$, we obtain then LMI (24b).

We focus now in the linearization of BMIs (17c) and (17d). It is clear that these two BMIs are similar. Thus, the linearization of BMI (17d) will be identical to that for BMI (17c). Then, we will only linearize the first BMI (17c).

The Schur complement states that the matrix inequality (17c) is equivalent to

$$
\mathbf{R} \mathbf{P} \mathbf{R} - \mathbf{P} - \xi_1 \mathbf{C} \mathbf{C}^T + \alpha_4 \mathbf{C} \mathbf{C}^T + \xi_1 \mathbf{d}^2 (\alpha_4 \epsilon + \xi_1 d^2)^{-1} \mathbf{C} \mathbf{C}^T < 0, 
$$

(42a)

$$
\alpha_4 \epsilon + \xi_1 d^2 > 0. 
$$

(42b)

The matrix inversion lemma states that

$$
(\alpha_4 \epsilon + \xi_1 d^2)^{-1} = \left(\xi_1 d^2\right)^{-1} - \left(\xi_1 d^2\right)^{-1} (\alpha_4 \epsilon)^{-1} \left(\xi_1 d^2\right)^{-1}. 
$$

(43)

By considering this relation (43) in (42a), this inequality (42a) is simplified as follows:

$$
\begin{bmatrix}
-\mathbf{S} + \mathbf{S} \mathbf{C} \mathbf{C}^T + \alpha_4 \mathbf{C} \mathbf{C}^T + (\xi_1 d^2)^{-1} \mathbf{C} \mathbf{C}^T & \mathbf{S} \\
\mathbf{S} & \mathbf{C} \\
\end{bmatrix} > 0. 
$$

(44)

We pre- and postmultiply inequality (44) from left and right by $\mathbf{s}$, we obtain

$$
\mathbf{S} \mathbf{R} \mathbf{S}^{-1} \mathbf{R} \mathbf{S} - \mathbf{S} + \alpha_4 \mathbf{C} \mathbf{C}^T \mathbf{S} - \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} < 0. 
$$

(45)

Let $\xi_1 > 0$, $\alpha_4 > 0$, and $\epsilon > 0$, then condition (42b) is always satisfied, and hence we have $\xi_1 > (\alpha_4 / \alpha_4 \epsilon) > 0$. Then, it is straightforward to demonstrate by means of the Young relation that

$$
\begin{bmatrix}
\xi_1^{-1} + \frac{d^2}{\alpha_4 \epsilon} \mathbf{C} \mathbf{C}^T & \mathbf{S} \\
\mathbf{S} & \mathbf{C} \\
\end{bmatrix} < 0. 
$$

(46)

Therefore, condition (45) becomes

$$
\begin{bmatrix}
\mathbf{S} \mathbf{R} \mathbf{S}^{-1} \mathbf{R} \mathbf{S} - \mathbf{S} + \alpha_4 \mathbf{C} \mathbf{C}^T \mathbf{S} - \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} + (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} \\
\mathbf{S} \mathbf{R} \mathbf{S}^{-1} \mathbf{R} \mathbf{S} - \mathbf{S} + \alpha_4 \mathbf{C} \mathbf{C}^T \mathbf{S} - \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} + (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} \\
\mathbf{S} \mathbf{R} \mathbf{S}^{-1} \mathbf{R} \mathbf{S} - \mathbf{S} + \alpha_4 \mathbf{C} \mathbf{C}^T \mathbf{S} - \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} + (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} \\
\mathbf{S} \mathbf{R} \mathbf{S}^{-1} \mathbf{R} \mathbf{S} - \mathbf{S} + \alpha_4 \mathbf{C} \mathbf{C}^T \mathbf{S} - \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} + (\epsilon \mu_2)^{-1} \mathbf{S} \mathbf{C} \mathbf{C}^T \mathbf{S} \\
\end{bmatrix} < 0. 
$$

(47)

The Schur complement lemma states inequality (47) is equivalent to

$$
\begin{bmatrix}
-\mathbf{S} - \alpha_4 \mathbf{C} \mathbf{C}^T + (\xi_1 d^2)^{-1} \mathbf{C} \mathbf{C}^T & \mathbf{S} \\
\mathbf{S} & \mathbf{C} \\
\end{bmatrix} < 0. 
$$

(48)

Posing $\mu_4 = \alpha_4^{-1}$ and $\xi_1 = \xi_1^{-1}$, then the matrix inequality (48) is converted into LMI (24c). Similarly, we will obtain LMI (24d) from BMI (17d). This ends the proof of Theorem 2.
6. Simulation Results

In the following simulation section, the parameters of the double-sided 1-DoF impact mechanical oscillator are fixed as follows: \( m = 1 \text{ kg}, \ k = 1 \text{ N/m}, \ c = 0 \text{ N/(m/s)}, \ d = 0.3 \text{ m}, \ l = -0.1 \text{ m}, \ r = 0.8, \) and \( w = 0.8 \text{ rad/s}^{-1}. \) The numerical results of the optimization problem in Theorem 2 are given in Table 1 for different values of the parameter \( \varepsilon. \) In this table we provide the maximum bound \( p \) of the disturbance \( v \) and the corresponding controller gain \( \mathcal{H}. \) Notice that the symbol (!) in Table 1 means that optimization problem in Theorem 2 under LMIs (24a)–(24c) is unfeasible. Actually, it was found to be unfeasible for all \( \varepsilon \leq 0.09. \)

The first interesting and attractive observation that can be explored from Table 1 is that the size of the matrix gain \( \mathcal{H} \) is very small. In addition, the second attractive result is that

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( p )</th>
<th>( \mathcal{H} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.7829</td>
<td>([-43.2211, -13.4620])</td>
</tr>
<tr>
<td>5</td>
<td>2.7826</td>
<td>([-41.6121, -12.5971])</td>
</tr>
<tr>
<td>1</td>
<td>2.7834</td>
<td>([-43.4863, -13.6926])</td>
</tr>
<tr>
<td>0.5</td>
<td>2.7828</td>
<td>([-41.5044, -12.5713])</td>
</tr>
<tr>
<td>0.1</td>
<td>2.7832</td>
<td>([-66.3664, -12.3858])</td>
</tr>
<tr>
<td>0.091</td>
<td>2.7826</td>
<td>([-112.0141, -10.5564])</td>
</tr>
<tr>
<td>0.09</td>
<td>(!)</td>
<td>(!)</td>
</tr>
</tbody>
</table>

Figure 5: Simulation results of the two-sided asymmetric 1-DoF impact mechanical oscillator. Here, we fixed \( d = 0.3. \)

<table>
<thead>
<tr>
<th>Position (m)</th>
<th>Velocity (m/s)</th>
<th>Control law ( u ) (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.15</td>
<td>-1.5</td>
<td>-40</td>
</tr>
<tr>
<td>-0.1</td>
<td>-1</td>
<td>-35</td>
</tr>
<tr>
<td>-0.05</td>
<td>-0.5</td>
<td>-30</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>-25</td>
</tr>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>-20</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>-15</td>
</tr>
<tr>
<td>0.15</td>
<td>1.5</td>
<td>-10</td>
</tr>
<tr>
<td>0.2</td>
<td>2</td>
<td>-5</td>
</tr>
<tr>
<td>0.25</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>0.35</td>
<td>3.5</td>
<td>10</td>
</tr>
<tr>
<td>0.4</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>0.5</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>0.6</td>
<td>6</td>
<td>25</td>
</tr>
<tr>
<td>0.7</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td>0.8</td>
<td>8</td>
<td>35</td>
</tr>
<tr>
<td>0.9</td>
<td>9</td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 1: Numerical results for different values of \( \varepsilon. \)
for all fixed values of the parameter $\varepsilon$ we obtained almost the same maximum bound $p$ of the disturbance signal $v(t)$, say about 2.78.

Figure 5 show the simulation results for the impact oscillator using the values of $p$ and $H$ obtained in Table 1 for $\varepsilon = 0.091$. The initial condition adopted for the simulation is $[0.2 \ 1]^T$. Figure 5(a) reveals the temporal evolution of the position of the oscillator. Figure 5(b) shows its velocity. Figure 5(c) illustrates the applied controller $u$. In Figure 5(d), we transposed the control signal $u$ and the disturbance $v$. It is obvious that the mass's position of the impact oscillator will converge progressively in time to the zero-equilibrium point, around which the oscillator oscillates with a sinusoidal signal of a small amplitude 0.0247. In addition, the velocity oscillates around the zero state between $\pm 0.0198$. According to this behavior, the controller will oscillate with a sinusoidal form of amplitude 2.774. Following this result and from Figure 5(d), we stress that the controller $u$ becomes opposite to the disturbance signal. Hence, this demonstrates that the controller $u$ has rejected approximately the persistent disturbance $v$.

Notice that for the adopted initial condition, the oscillator does not experience impacts with the left and the right end-stops. In order to observe the impacts with the two end-stops, we modified the value of $d$ to be $d = 0.1$ and we adopted another initial condition $[-0.05\ -20]^T$. For this new value of the parameter $d$ and for $\varepsilon = 0.091$, we obtained $p = 2.58$ and $H = [-57.9597\ -12.9790]$. The simulation results are given in Figures 6 and 7. In Figure 6(a), we plot the temporal evolution of the mass position of the impact oscillator. Figure 6(b) is an enlargement of Figure 6(a) for a simulation time between 0 and 0.15 s. Figures 6(c) and 6(d) show the variation of the velocity of the oscillator. Figure 7(a) reveals the temporal variation of the controller $u$. Figure 7(b) is a blow-up view of Figure 7(a). Figures 7(c) and 7(d) demonstrate the temporal evolution of the Lyapunov function $\mathcal{V}(z)$ defined by expression (15).

It is obvious from these simulation results that the mass of the oscillator experiences in the present case impacts with the two end-stops before its stabilization around the zero-equilibrium point. The amplitude of the position oscillation is almost 0.043, whereas that of the velocity is about 0.035. As
seen in Figure 6(d), at the impact with an end-stop, the velocity of the impact mechanical oscillator undergoes an instantaneous transition according to the restitution rule $\dot{x}^+ = -r\dot{x}^-$. When an impact occurs, the Lyapunov function decreases instantaneously, as shown in Figure 7(c). This behavior reveals that the energy of the mechanical oscillator decreases at the impact events.

Remark 5. In the previous simulations, we considered a chaotic motion of the 1-DoF impact mechanical oscillator to be controlled. We can choose a regular motion of the uncontrolled mechanical system, and we will obtain the same results, that is, the robust control of the impact oscillator to the zero-equilibrium point despite the presence of the impacts with the two end-stops and also despite the presence of the external persistent disturbing torque. The choice of a chaotic behavior to be controlled can be explained by the fact that a chaotic motion is very sensitive to initial conditions and then its control is more “difficult” than a regular motion.

7. Conclusion and Future Works

In this paper, a robust control of the position of a two-sided 1-DoF impact mechanical oscillator under an unknown external disturbing torque by means of a state-feedback controller is proposed. Thus, the control problem of such an impact oscillator was formulated as a stabilization problem of an impulsive hybrid dynamics subject to state constraints. Our approach for the design of the stability conditions was based mainly on the use of the S-procedure lemma and also the Finsler lemma to transform the stability conditions under constraints into BMI conditions. We used the Schur complement lemma and the matrix inversion lemma to convert these BMIs into LMIs allowing the computation of the feedback gain and also the maximum bound of the disturbance. The simulation results show that the impact mechanical oscillator is robustly stabilized around the zero-equilibrium point.

Our future direction is to consider uncertainties in all the parameters of the impact oscillator. Thus, our objective is to design a robust controller for the impulsive hybrid dynamics...
under parametric uncertainties and disturbances. In addition, in this paper, we assumed that the position and the velocity of the oscillator are available for measurement. When this is not the case, we will consider the design of a static output feedback controller or an observer-based feedback controller to solve this problem. Another future work is to consider the problem of the impacting trajectory tracking, which is more difficult than that solved in the present paper.
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