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This work investigates a decentralized state feedback scheme of neural network control for an interconnected system. The completely unknown associated terms are estimated directly by the neural structure. A modified approach is proposed to deal with the state feedback format. By combining the Lyapunov function and backstepping technology together, an adaptive decentralized controller is established, and we can construct the boundedness of all signals in the closed-loop structure through the controller, which can drive the formation of a given reference signal. In the end, the effectiveness of the presented strategy is referred to a simulation example.

1. Introduction

Interconnected systems are a race of large-scale systems, which contain some related subsystems. Interactions among subsystems often exist in interconnected systems, such as aerospace systems and electric power and computer systems. Decentralized control method is effective to solve stability of the interconnected structure. Its main principle is to use local information to form local controllers and achieve to control the entire system. The advantage is that it is simpler and more effective than the centralized control. Some important achievements have been made in this field, especially the stabilization and tracking control issues, see [1–7]. Planting parameters and interactions among subsystems are often unknown; the decentralized control technique via Nussbaum gain function can solve the difficulty, which only depends on local measurements [8]. In [9–11], the authors discussed some decentralized ideas to deal with the dimensional uncertainty of interconnected systems.

Recently, research on decentralized control using backstepping approach has also received considerable attention, such as improving transient performance [12]. This control strategy only uses local signals to design local controllers for each subsystem, which not only simplifies the controller structure but also improves the stability and performance analysis of the whole closed-loop system when there is uncertain interaction between subsystems. In the early stage of research, decentralized adaptive control was mainly based on the traditional deterministic equivalence principle, which usually requires some conservative assumptions on the structure and interaction of subsystems. By means of the linear state observer, several different controllers were developed by Ji et al. and Liu et al. [13, 14]. Some feedback control approaches have been presented for different systems in [13, 15, 16]. The authors in [17] solved the exponential stability criteria for interval-delayed neural networks. A filter was constructed to eliminate interference signals in [18]. The event-triggered feedback control was studied for an exogenous disturbance system [19]. In fact, stochastic disturbances often exist in the practical systems; it should be noted that the aforementioned adaptive algorithms were only limited to the uncertain ones, and they cannot be directly used in those interconnected ones with stochastic forms; this kind of problem has not been studied in depth. In addition, the control format for stochastic systems involves Itô formula which contains gradient terms and also includes higher-order Hessian terms. Therefore, how to design a stable scheme for interconnected stochastic systems is our main purpose.
It is common knowledge that fuzzy logic or neural network structure is valid to settle the indeterminacy. Its basic conception is to select controllers by backstepping technique and then choose a system to approximate the indeterminate functions. This function estimation technique has been developed for the completely unknown nonlinearities, which has been applied to single input or output models in [20–27], and multiple input and output models were established in [28–31]. As a specialized approximator, a fuzzy logic structure was employed to estimate the unknown functions, and an output controller was established in [28]. In [29, 30], the controllers of multiple input and output models were established. Combining with the radial basis function, an adaptive feedback algorithm was proposed in [31]. The aforementioned conclusions have been extended to output feedback cases in [22, 23]. In [32], adaptive dynamics and higher and lower powers were introduced to construct the controller, and the state feedback stabilization was obtained by using the Lyapunov function and the backstepping method. Neural networks solved the unmeasured states, and then choose a system to approximate the indeterminate functions. His function estimation technique has been described in Section 3. Simulation results can be found in Section 4, with conclusion in Section 5.

2. Problem Statements and Preliminaries

2.1. System Description. Now, let us first give our system and some related assumptions. Consider an interconnected system that is composed of $N$ subsystems; the $i$th subsystem is given as

\[
\begin{align*}
\dot{x}_{i,1} &= (x_{i,2} + h_{i,1}(x_{i,1}) + \Phi_{i,1}(\psi) + \psi_{i,1}^T(y_i) + \omega_i)dt + \psi_{i,1}^T(x_{i,1})d\omega_i, \\
\dot{x}_{i,2} &= (x_{i,3} + h_{i,2}(x_{i,2}) + \Phi_{i,2}(\psi) + \psi_{i,2}^T(y_i) + \omega_i)dt + \psi_{i,2}^T(x_{i,2})d\omega_i, \\
&\vdots \\
\dot{x}_{i,N} &= (u_i + h_{i,N}(x_{i,N}) + \Phi_{i,N}(\psi) + \psi_{i,N}^T(y_i) + \omega_i)dt + \psi_{i,N}^T(x_{i,N})d\omega_i, \\
y_i &= x_{i,1},
\end{align*}
\]

where $x_{i,1}, \ldots, x_{i,N}^T, \psi = [y_1, y_2, \ldots, y_N]^T, x_{i} = [x_{i,1}, x_{i,2}, \ldots, x_{i,N}]^T \in \mathbb{R}^v$, and $u_i \in \mathbb{R}$ and $y_i \in \mathbb{R}$ is the input and output of the system, respectively. $\psi_{i,j}(y_i)$ is the smooth function with $\psi_{i,j}(0) = 0$, and $\omega_i$ denotes an $r$-dimensional standard Brownian motion defined on the complete probability space $(\mathcal{F}, \{F_t\}_{t \geq 0}, P)$, with $\mathcal{F}$ being the sample space, $F$ being $\sigma$–field, $\{F_t\}_{t \geq 0}$ being the filtration, and $P$ being the probability measure. $h_{i,j}(x_{i,j}), 1 \leq i \leq N$, is an unknown nonlinear smooth function with $h_{i,j}(0) = 0$, and $\Phi_{i,j}(\psi)$ is a nonlinear uncertainty, which represents the $i$th interconnection between the subsystem and other subsystems.

Assumption 1. Since $\Phi_{i,j}(\psi)$ and $\psi_{i,j}(\psi)$ are smooth functions, unknown smooth functions $\Phi_{i,j}(y_i)$ and $\psi_{i,j}(y_i)$ satisfy the following inequalities:

\[
\begin{align*}
\|\Phi_{i,j}(\psi)\|^2 &\leq \sum_{l=1}^{N} \Phi_{i,ij}^2(y_i), \\
\|\psi_{i,j}(\psi)\|^2 &\leq \sum_{l=1}^{N} \psi_{i,ij}^2(y_i),
\end{align*}
\]

with $\Phi_{i,ij}(0) = \psi_{i,ij}(0) = 0, l = 1, 2, \ldots, N$.

Remark 1. Note that $\Phi_{i,ij}(y_i)$ and $\psi_{i,ij}(y_i)$ are smooth functions and $\Phi_{i,ij}(0) = \psi_{i,ij}(0)$; there exist unknown functions $\Phi_{i,ij}(y_i)$ and $\psi_{i,ij}(y_i)$ which can be expressed as
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\[ |\Phi_{i,j}(y)|^2 \leq \sum_{i=1}^{N} y_i^2 |\overline{\Phi}_{i,j}(y_i)|, \]

\[ \|\Psi_{i,j}(y_i)\|^2 \leq \sum_{i=1}^{N} y_i^2 |\overline{\Psi}_{i,j}(y_i)|. \]

(3)

2.2. Preliminaries’ Description. We will present some lemmas, definitions, and basic knowledge in this part; they will be used in the subsequent developments. Consider the stochastic structure

\[ dx(t) = f(x(t))dt + g(x(t))dw, \]

where \( x \) and \( \omega \) are the same as defined in (1) and \( f(\cdot) \) and \( g(\cdot) \) are local Lipschitz functions and satisfy \( f(0) = g(0) \).

Lemma 1 (see [35]). For each pair \((x, y) \in \mathbb{R}^2\), Young’s inequality holds

\[ xy \leq \frac{\epsilon^a}{a} |x|^a + \frac{1}{be^b} \epsilon^b, \]

where \( \epsilon > 0, a > 1, b > 1, \) and \((a - 1)(b - 1) = 1\).

Definition 1. (see [36]). For any given \( V(x) \in C^2 \), which is associated with (4), the infinitesimal generator \( \mathcal{L} \) is defined as

\[ \mathcal{L}V(x) = \frac{\partial V}{\partial x} f(x) + \frac{1}{2} \text{Tr} \left( g(x)^T \frac{\partial^2 V}{\partial x^2} g(x) \right). \]

(6)

Therefore, one conclusion that can be drawn is for (4) and each \( x_0 \in \mathbb{R}^n \), the solution satisfies

\[ E[V(x_0)] \leq V(x_0) e^{-\lambda t} + \frac{p_0}{\lambda} \]

(7)

\[ \forall t > t_0. \]

Definition 2. For any continuous unknown smooth nonlinear function \( h_{i,j}(Z) \) over a compact set \( \Delta_Z \subset \mathbb{R}^n \), there exist neural networks \( W_{i,j}^T \phi(Z) \) such that, for a desired level of accuracy \( \epsilon_{i,j} \),

\[ h_{i,j}(Z) = W_{i,j}^T \phi(Z) + \delta_{i,j}(Z), \]

\[ |\delta_{i,j}(Z)| \leq \epsilon_{i,j}, \]

(9)

\[ \Psi_{i,j}(Z_{i,j}) = W_{i,j}^T \phi_{i,j}(Z_{i,j}) + \delta_{i,j}(Z_{i,j}) \]

\[ \leq \epsilon_{i,j}, \]

(10)

where \( W_{i,j}^* \) is the ideal constant weight vector and is defined by

\[ W_{i,j}^* = \arg \min_{W_{i,j}} \left\{ \sup_{Z_{i,j} \in \Delta_Z} \|h_{i,j}(Z) - W_{i,j}^T \phi(Z)\| \right\}. \]

(11)

\[ \delta_{i,j}(Z) \]

is the approximation error, \( W_{i,j} = [w_{i,1}, \ldots, w_{i,N}]^T \)

is the weight vector, and \( \phi_{i,j}(Z) = [\phi_1(Z), \ldots, \phi_N(Z)]^T \)

is the basis function vector with \( N \) being the number of the neurons nodes and \( N > 1 \). Radial basis function \( \phi_i(Z) = \exp \left[ -((Z - \zeta_i)^T (Z - \zeta_i)) / \eta_i^2 \right], i = 1, 2, \ldots, N \), where \( \zeta_i = [\zeta_{i,1}, \zeta_{i,2}, \ldots, \zeta_{i,n}]^T \), is the center of the receptive field, and \( \eta_i \) is the width of the Gaussian function. For the \( i \)-th subsystem, \( W_{i,j}^T \phi(Z) \)

will be used to construct unknown function \( \tilde{h}_{i,j}(Z_{i,j}) \) at step \( j \). At last, we design achievable virtual control signals and adaptive laws in the following form:

\[ \alpha_{i,j}(Z_{i,j}) = -k_{i,j}z_{i,j} - \frac{1}{2} z_{i,j}^T \tilde{\Theta}_{i,j} z_{i,j} - \gamma_{i,j} \tilde{\Theta}_{i,j}, \]

(12)

\[ \hat{\Theta}_{i,j} = \frac{1}{n} \sum_{j=1}^{n} \omega_{i,j} z_{i,j} \tilde{\Theta}_{i,j} \]

\[ \hat{\Theta}_{i,j}(Z_{i,j}) - \gamma_{i,j} \tilde{\Theta}_{i,j}, \]

(13)

\[ \alpha_{i,j} = 0. \]

Now, we introduce a change of coordinates as

\[ z_{i,j} = x_{i,j} - \alpha_{i,j}, \]

(14)

where \( \hat{\Theta}_{i,j} \)

is the estimate of \( \Theta_{i,j} \).

3. Adaptive Neural Control Design

A neural controller will be constructed for interconnected system (1). At the same time, the adaptive laws will be given in this section.

Step 1. It follows from \( z_{i,1} = x_{i,1}, z_{i,2} = x_{i,2} - \alpha_{i,1} \) that

\[ \dot{z}_{i,1} = (z_{i,2} + \alpha_{i,1} + h_{i,1} + \Phi_{i,1}(y)) dt + \psi_{i,1}(y_i)dw, \]

(16)

Establish a Lyapunov candidate \( V_{i,1} \) as

\[ V_{i,1} = \frac{1}{4} z_{i,1}^2 + \frac{1}{2} \alpha_{i,1}^2, \]

(17)

where \( \alpha_{i,1} > 0 \) are design parameters.

By taking (6) and (16) into account, we have

\[ \dot{V}_{i,1} = z_{i,1}^2 (z_{i,2} + \alpha_{i,1} + h_{i,1} + \Phi_{i,1}(y)) \]

\[ + \frac{3}{2} z_{i,1} \psi_{i,1}(y_i) \psi_{i,1}(y_i) - \frac{1}{2} \hat{\Theta}_{i,j} \tilde{\Theta}_{i,j}. \]

(18)

By Lemma 1, it can be obtained that
\[ z_{i,m}^3 z_{i,m+1}^3 \leq \frac{3}{4} z_{i,m}^4 + \frac{1}{4} z_{i,m+1}^4, \quad (19) \]
\[ z_{i,m}^3 \Phi_{i,m}(y) \leq \frac{3}{4} z_{i,m}^4 + \frac{1}{4} \Phi_{i,m}(y), \]
\[ \leq \frac{3}{4} z_{i,m}^4 + \frac{1}{4} N \left( \sum_{l=1}^{N} y_l^4 \Phi_{i,l}(y_l) \right), \quad (20) \]
\[ \frac{3}{2} z_{i,m}^3 \psi_{i,m}^T(y_i) \psi_{i,m}(y_i) \leq \frac{3}{4} z_{i,m}^4 + \frac{3}{4} N \sum_{l=1}^{N} y_l^4 \psi_{i,l,m}(y_l). \quad (21) \]

Substituting (19)–(21) into (18), it follows that
\[ \mathcal{L}V_{i,m} \leq \frac{3}{4} z_{i,m}^4 + \frac{1}{4} z_{i,m}^4 + \frac{3}{4} z_{i,m}^4 \left( \alpha_{i,m} + h_{i,m} \right) \]
\[ + \frac{1}{4} N \sum_{l=1}^{N} \left( y_l^4 \Phi_{i,l}(y_l) \right) + \frac{3}{4} z_{i,m}^4 \]
\[ + \frac{3}{4} N \sum_{l=1}^{N} y_l^4 \psi_{i,l,m}(y_l) - \frac{1}{\omega_i} \theta_i. \quad (22) \]

Step \( m (2 \leq m \leq n_t). \) According to the coordinate transformation, one has
\[ dz_{i,m} = \left( z_{i,m+1} + \alpha_{i,m} + h_{i,m} + \Phi_{i,m}(y) - \mathcal{L} \alpha_{i,m-1} \right) dt \]
\[ + \left( \psi_{i,m}(y) - \sum_{k=1}^{m-1} \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \psi_{i,m-1}(y_i) \right) d\omega_i, \quad (23) \]

where
\[ z_{i,m}^3 z_{i,m+1}^3 \leq \frac{3}{4} z_{i,m}^4 + \frac{1}{4} z_{i,m+1}^4, \quad (26) \]
\[ -z_{i,m}^3 \sum_{k=1}^{m-1} \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \Phi_{i,k}(y) \leq \frac{3}{4} z_{i,m}^4 \sum_{k=1}^{m-1} \left( \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \right)^4 + \frac{1}{4} N \sum_{k=1}^{m-1} \sum_{l=1}^{N} y_l^4 \Phi_{i,l}(y_l), \quad (27) \]
\[ z_{i,m}^3 \Phi_{i,m}(y) \leq \frac{3}{4} z_{i,m}^4 + \frac{1}{4} N \sum_{l=1}^{N} y_l^4 \Phi_{i,l}(y_l), \quad (28) \]
\[ \frac{1}{2} z_{i,m}^3 \sum_{p=1}^{m-1} \frac{\partial^2 \alpha_{i,m-1}}{\partial x_{i,p} \partial x_{i,q}} \psi_{i,p}(y_i) \psi_{i,q}(y_i) \leq \frac{1}{4} z_{i,m}^4 \sum_{p=1}^{m-1} \sum_{q=1}^{m-1} \left( \frac{\partial^2 \alpha_{i,m-1}}{\partial x_{i,p} \partial x_{i,q}} \right)^2 + \frac{1}{4} (m-1) N \sum_{p=1}^{m-1} \sum_{l=1}^{N} y_l^4 \psi_{i,p,l}(y_l), \quad (29) \]
\[ \frac{3}{2} z_{i,m}^3 \left\| \psi_{i,m}(y) - \sum_{k=1}^{m-1} \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \psi_{i,k}(y) \right\|^2 \leq \frac{3}{4} m z_{i,m}^4 \left( 1 + \sum_{k=1}^{m-1} \left( \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \right)^4 \right) + \frac{3}{4} m N \sum_{k=1}^{m-1} \sum_{l=1}^{N} y_l^4 \psi_{i,p,l}(y_l). \quad (30) \]

Furthermore, similar to the derivations from (19) to (21), the following inequalities can be verified easily:
Substituting (26)–(30) into (25), it shows the result

$$\mathcal{L}V_{i,m} \leq z_{i,m}^3 \left( \alpha_{i,m} + h_{i,m} - \sum_{k=1}^{m-1} \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} (x_{i,k+1} + h_{i,k}) + \frac{3}{2} \tau_{i,m}^2 + \frac{3}{4} m z_{i,m} + \frac{3}{4} m \sum_{k=1}^{m-1} \left( \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \right)^2 \right)$$

$$- \frac{\partial \alpha_{i,m-1}}{\partial \theta_i} + \frac{3}{4} m z_{i,m} \sum_{k=1}^{m-1} \left( \frac{\partial \alpha_{i,m-1}}{\partial x_{i,k}} \right)^4$$

$$+ \frac{1}{4} m z_{i,m+1}^4 + \frac{1}{4} (m-1) N \sum_{p=1}^{N} y_i^4 \mathcal{F}_{i,j}^4 (y_i) + \frac{1}{4} N \sum_{k=1}^{m} \sum_{i=1}^{N} y_i^4 \Phi_{i,j,k}^4 (y_i) - \frac{1}{\omega_i} \tilde{\theta} \theta_i + \frac{3}{4} m N \sum_{k=1}^{m} \sum_{i=1}^{N} y_i^4 \Phi_{i,j,k}^4 (y_i).$$

(31)

Step $n_i$. By using (5) and the Itô formula, we have

$$dz_{i,n} = (u_i + h_{i,n} + \Phi_{i,n} (\bar{y}) - \mathcal{L}z_{i,n}) dt$$

$$+ \left( \psi_{i,n} (y_i) - \sum_{k=1}^{n-1} \frac{\partial \psi_{i,n-1}}{\partial x_{i,k}} (y_i) \right) d\omega_i,$$

(32)

where $\mathcal{L}z_{i,n} = \frac{1}{4} z_{i,n}^4 + \frac{1}{2 \omega_i} \tilde{\theta} \theta_i.$

Then, by means of (6), we can derive

$$\mathcal{L}V_{i,n} = z_{i,n}^3 \left( u_i + h_{i,n} - \sum_{k=1}^{n-1} \frac{\partial \alpha_{i,n-1}}{\partial x_{i,k}} (x_{i,k+1} + h_{i,k}) - \frac{\partial \alpha_{i,n-1}}{\partial \theta_i} + \Phi_{i,n} (\bar{y}) - \sum_{k=1}^{n-1} \frac{\partial \alpha_{i,n-1}}{\partial x_{i,k}} (y_i) \right)$$

$$- \frac{1}{2} \sum_{p,q=1}^{n-1} \frac{\partial^2 \alpha_{i,n-1}}{\partial x_{i,p} \partial x_{i,q}} \psi_p (y_i, y_p) \psi_q (y_i, y_q)$$

$$+ \frac{3}{2} \omega_i \theta_i \psi_{i,n} (y_i) - \sum_{k=1}^{n-1} \frac{\partial \psi_{i,n-1}}{\partial x_{i,k}} (y_i) \right)^2.$$
Choose $V$ as a Lyapunov function for the whole system:  

\[
V = \sum_{i=1}^{N} \sum_{j=1}^{n_i} V_{i,j} = \sum_{i=1}^{N} \left( \frac{1}{4} \sum_{j=1}^{n_i} z_{i,j}^4 + \frac{1}{2\omega_i} \right).  
\]

Combining inequalities (22) and (31) with (32), it follows that

\[
\Delta V \leq \sum_{i=1}^{N} \sum_{j=1}^{n_i} \left[ \alpha_{i,j} + h_{i,j} + \frac{1}{4} N z_{i,j}^4 \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{9}{4} z_{i,j} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} \right. 

+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right] + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
\frac{1}{4} N \sum_{i=1}^{N} \sum_{j=1}^{n_i} z_{i,j} \phi_{i,k,l}^4 (y) \left[ \alpha_{i,j} + h_{i,j} + \frac{1}{4} N z_{i,j}^4 \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{9}{4} z_{i,j} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} \right. 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

By (12) and rearranging the sequence, it follows that

\[
= - \sum_{i=1}^{N} \sum_{j=1}^{n_i} z_{i,j} \phi_{i,k,l}^4 (y) \left[ \alpha_{i,j} + h_{i,j} + \frac{1}{4} N z_{i,j}^4 \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{9}{4} z_{i,j} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} \right. 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} z_{i,j} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \left[ \alpha_{i,j} + h_{i,j} + \frac{1}{4} N z_{i,j}^4 \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{9}{4} z_{i,j} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} \right. 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{n_i} \sum_{k=1}^{s} \sum_{l=1}^{N} \phi_{i,k,l}^4 (y) \right) + \frac{3}{4} \left( j + \frac{7}{3} \right) z_{i,j} 

\]
Substituting (38) into (36) yields

\[ \mathcal{L}V \leq \sum_{i=1}^{N} z_{i,j}^{3}(\alpha_{i,j} + \bar{h}_{i,j}(Z_{i,j})) + \sum_{i=1}^{N} \sum_{j=2}^{n-1} z_{i,j}^{3}(\alpha_{i,j} + \bar{h}_{i,j}(Z_{i,j})) + \sum_{i=1}^{N} z_{i,n}^{3}(\alpha_{i,n} + \bar{h}_{i,n}(Z_{i,n})) - \frac{3}{4} \sum_{i=1}^{N} \sum_{j=1}^{n} z_{i,j}^{4} - \frac{N}{\alpha_{i}} \bar{\theta}_{i}. \]  

(39)

The function $\bar{h}_{i,j}(Z_{i,j}), i = 1, 2, \ldots, N$, is defined as

\[ \bar{h}_{i,j}(Z_{i,j}) = h_{i,j} + 3y_{i} + \frac{1}{4} N y_{i} \sum_{i=1}^{N} \sum_{j=1}^{n} \bar{h}_{i,k,i}(y_{i}) + \frac{3}{4} N y_{i} \sum_{i=1}^{N} \sum_{j=1}^{n} \bar{h}_{i,k,i}(y_{i}) + \frac{1}{4} N y_{i} \sum_{i=1}^{N} \sum_{j=1}^{n} \bar{h}_{i,k,i}(y_{i}), \]

(40)

Furthermore, by (10) and Young’s inequality, we have

\[ z_{i,j}^{3} h_{i,j}(Z_{i,j}) = z_{i,j}^{3} \frac{W_{i,j}^{T}}{W_{i,j}} \phi_{i,j} \leq \frac{1}{2} z_{i,j}^{2} \phi_{i,j} \leq \frac{1}{4} z_{i,j}^{4} + \frac{1}{2} z_{i,j}^{2} \phi_{i,j}^{T} \phi_{i,j} + \frac{1}{4} z_{i,j}^{4} + \frac{1}{2} z_{i,j}^{2} \phi_{i,j}^{T} \phi_{i,j}, \]

and

\[ \mathcal{L}V \leq N z_{i,j}^{3}(\alpha_{i,j} + \frac{1}{2} P_{i,j} z_{i,j}^{3} \phi_{i,j}^{T} \phi_{i,j}) + \sum_{i=1}^{N} \sum_{j=2}^{n-1} z_{i,j}^{3}(\alpha_{i,j} + \frac{1}{2} P_{i,j} z_{i,j}^{3} \phi_{i,j}^{T} \phi_{i,j}) + \sum_{i=1}^{N} z_{i,n}^{3}(\alpha_{i,n} + \frac{1}{2} P_{i,n} z_{i,n}^{3} \phi_{i,n}^{T} \phi_{i,n}) \]

(41)
Furthermore, by taking (8) and (9) into account and using the following inequality,
\[
z_{i,j}^3 a_{i,j} \leq -a_{i,j} z_{i,j}^4 - \frac{1}{2p_{i,j}} z_{i,j}^2 \tilde{\phi}_{i,j} \tilde{\phi}_{i,j}, \quad i = 1, 2, \ldots, N, j = 1, 2, \ldots, n_j, \tag{42}
\]
(41) can be rewritten as
\[
\mathcal{L}V \leq - \sum_{i=1}^{N} \left( \sum_{j=1}^{n_i} a_{i,j} z_{i,j}^4 + \frac{y_i}{2\omega_i} \right) + \sum_{i=1}^{N} \left( \frac{1}{2p_{i,j}^2} + \frac{1}{4} z_{i,j}^2 \right). \tag{43}
\]

Proof. Let \( p_0 = \min \{ 4k_{i,j} y_i, i = 1, 2, \ldots, N, j = 1, 2, \ldots, n_j \} \) and \( q_0 = \sum_{i=1}^{N} \sum_{j=1}^{n_i} (1/2)p_{i,j}^2 + (1/4)z_{i,j}^2 + (y_i/2\omega_i)^2 \); then, (43) can be rewritten as
\[
\mathcal{L}V \leq - p_0 V + q_0, \quad t \geq 0. \tag{45}
\]
According to Lemma 1, it is easy to obtain that \( z_{i,j} \) and \( \tilde{\theta}_i \) are bounded. Moreover, in terms of \( \tilde{\theta}_i \) is a constant, thus \( \tilde{\theta}_i \) is bounded. It can be derived that \( z_{i,j} \) and \( \tilde{\theta}_i \) are bounded variables. So, \( a_{i,j} \) is also bounded in probability. As a result, all signals \( x_{i,j} = z_{i,j} + a_{i,j-1} \) are also bounded. Furthermore, from (45), the following inequality holds:
\[
\frac{dE[V(t)]}{dt} \leq - p_0 E[V(t)] + q_0, \tag{46}
\]
which implies that
\[
E[V(t)] e^{-p_0 t} \leq E[V(0)] + \frac{q_0}{p_0}, \quad \forall t > 0. \tag{47}
\]
Then, it is easily to obtain that
\[
E[V(t)] \leq \frac{q_0}{p_0}, \quad t \to +\infty. \tag{48}
\]
Therefore, based on the definition of \( V \) in (36), the signals \( z_{i,j} \) and \( \tilde{\theta}_i \) eventually converge to the compact set \( \Delta_s \) specified in (44). Now, it can be shown that all the signals are semiglobally, uniformly, and ultimately bounded, which are the desired results, and it completes the proof. \( \square \)

4. Simulation Example

We will construct a numerical simulation example to verify the effectiveness of the proposed controllers. The stochastic large-scale system with nonlinear uncertainty is defined as follows:

The inequalities \( z_{i,j}^3 a_{i,j} \leq -k_{i,j} z_{i,j}^4 - (1/2p_{i,j}^2) \tilde{\phi}_{i,j} \tilde{\phi}_{i,j} \), \( \phi_{i,j} \), \( i = 1, 2, \ldots, N, j = 1, 2, \ldots, n_j \), and \( \tilde{\phi}_{i,j} \leq - (1/2)\tilde{\phi}_{i,j} + (1/2)\tilde{\phi}_{i,j} \) have been used in (43).

According to the above design stage, we introduce our main result in the following theorem:

**Theorem 1.** Under Assumption 1, the closed-loop structure consists of controller (11) and the adaptive law (12), which are designed from system (1). Suppose that, for \( 1 \leq i \leq N \) and \( 1 \leq j \leq n_j \), all the unknown nonlinear functions can be estimated by the neural network structure with the bounded approximation errors \( \tilde{z}_{i,j} (Z_{i,j}) \) in probability. Then, all signals are bounded with the suitable parameter. The error signals \( z_{i,j} \) and \( \tilde{\theta}_i \) eventually converge to the compact set \( \Delta_s \) defined by

\[
\Delta_s = \left\{ z_{i,j} \in \mathbb{R}^n \left| \sum_{i=1}^{N} \sum_{j=1}^{n_i} E \left[ z_{i,j}^4 \right] \leq \frac{4p_0}{q_0}, \quad \tilde{\theta}_i \leq \sqrt{\frac{2\omega_i}{p_0} q_0}, \quad 1 \leq i \leq N \right. \right\}. \tag{44}
\]

\[
\begin{align*}
\frac{dx_{1,1}}{dt} &= (x_{1,1} + h_{1,1} + \Phi_{1,1}) dt + \psi_{1,1}^T dw_1, \\
\frac{dx_{1,2}}{dt} &= (u_1 + h_{1,2} + \Phi_{1,2}) dt + \psi_{1,2}^T dw_1, \\
y_1 &= x_{1,1}, \\
\frac{dx_{2,1}}{dt} &= (x_{2,1} + h_{2,1} + \Phi_{2,1}) dt + \psi_{2,1}^T dw_1, \\
\frac{dx_{2,2}}{dt} &= (u_2 + h_{2,2} + \Phi_{2,2}) dt + \psi_{2,2}^T dw_1, \\
y_2 &= x_{2,1},
\end{align*}
\tag{49}
\]

where the nonlinear functions are \( h_{1,1} = (3/5)x_{1,1}, h_{1,2} = 3x_{1,2}, h_{2,1} = x_{2,1}, \) and \( h_{2,2} = (2/3)x_{2,2} \), the interconnection functions are \( \Phi_{1,1} = (1/10) x_{1,1} \), \( \Phi_{1,2} = 2 \sin(x_{1,2}), \) \( \Phi_{2,1} = 15 \sin(x_{1,2}), \) and \( \Phi_{2,2} = (1/100) x_{1,1} \), \( \Phi_{2,2} = 2 \sin(x_{1,2}) \), the stochastic disturbance functions are \( \psi_{1,1} = (1/15)x_{1,1}, \psi_{1,2} = (1/8)x_{1,2}, \psi_{2,1} = (1/12)x_{2,1}, \) and \( \psi_{2,2} = (1/8) x_{2,1} \), and the initial states are chosen as \( x_{1,1} (0) = 0.2, x_{1,2} (0) = 0.3, x_{2,1} (0) = 0.5, x_{2,2} (0) = 0.4 \).

According to Theorem 1, the virtual controls \( \alpha_{1,1}, \alpha_{2,1} \) and the true control laws \( u_{1}, u_{2} \) are chosen, respectively, as

\[
\begin{align*}
\alpha_{1,1} &= -k_{1,1} z_{1,1} - \frac{1}{2p_{1,1}^2} z_{1,1}^3 \tilde{\phi}_{1,1} \tilde{\phi}_{1,1}, \\
u_1 &= -k_{1,2} z_{1,2} - \frac{1}{2p_{1,2}^2} z_{1,2}^3 \tilde{\phi}_{1,2} \tilde{\phi}_{1,2}, \\
\alpha_{2,1} &= -k_{2,1} z_{2,1} - \frac{1}{2p_{2,1}^2} z_{2,1}^3 \tilde{\phi}_{2,1} \tilde{\phi}_{2,1}, \\
u_2 &= -k_{2,2} z_{2,2} - \frac{1}{2p_{2,2}^2} z_{2,2}^3 \tilde{\phi}_{2,2} \tilde{\phi}_{2,2},
\end{align*}
\tag{50}
\]
where $z_{1,1} = x_{1,1}$, $z_{1,2} = x_{1,2} - \alpha_{1,1}$, $z_{2,1} = x_{2,1}$, and $z_{2,2} = x_{2,2} - \alpha_{2,1}$. The adaptive laws are given as

$$\dot{\hat{\theta}}_1 = \sum_{j=1}^{2} \frac{\bar{\omega}_1^6}{2k_{1,j}} \phi_{1,j}^T \phi_{1,j} - \gamma_1 \hat{\theta}_1,$$

$$\dot{\hat{\theta}}_2 = \sum_{j=1}^{2} \frac{\bar{\omega}_2^6}{2k_{2,j}} \phi_{2,j}^T \phi_{2,j} - \gamma_2 \hat{\theta}_2. \quad (51)$$

In the simulation, the design parameters are chosen as $k_{1,1} = k_{1,2} = k_{2,1} = k_{2,2} = 1.5$, $\bar{\omega}_1 = \bar{\omega}_2 = 1$, and $\gamma_1 = \gamma_2 = 2$.

The simulation results are illustrated in Figures 1–5, respectively. Figures 1 and 2 demonstrate the control inputs. Figures 3 and 4 illustrate the system states. Figure 5 gives the trajectories of adaptive parameters $\hat{\theta}_1$ and $\hat{\theta}_2$. From Figures 1–5, it can be seen that all signals in the closed-loop structure are bounded, and the states can track the given
reference signals. Based on the simulation results, we can conclude that the proposed decentralized control scheme is effective for the large-scale stochastic system.

5. Conclusions

Different from the related literature studies, we investigated the control problem for an uncertain interconnected system and designed a state feedback decentralized scheme. There are two difficulties in this paper: one is that the associated terms are completely unknown, and a neural network system is an effective function approximator at present. Therefore, we chose it to estimate these functions. The other is that how to design a decentralized controller to resist the impact among interconnected systems; to deal with this problem, we introduced a neural controller into the control scheme to track the variation of the error. The controller is constructed based on the improved backstepping technique. It is proved that all the signals of the whole closed-loop system are semiglobally, uniformly, and ultimately bounded. The numerical simulations showed that the controller can effectively and steadily drive the original signal. The main novelty is that this work gives a universal formula for establishing a neural state feedback scheme with only one adaptive parameter. Of course, there are still many questions to be further studied. For example, when the solvability of individual subsystems is not assumed, how to find a sufficient condition to make systems stable is an open problem. For another example, we ignored the external disturbance in the system, which is difficult to avoid in the actual control. Therefore, our future work will be devoted to investigating the control method with perturbation terms. Also, we will focus on the control for interconnected systems with output constraints based on the results of this paper.
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