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We consider a simplified bidirectional associated memory (BAM) neural network model with four neurons and multiple time delays. The global existence of periodic solutions bifurcating from Hopf bifurcations is investigated by applying the global Hopf bifurcation theorem due to Wu and Bendixson’s criterion for high-dimensional ordinary differential equations due to Li and Muldowney. It is shown that the local Hopf bifurcation implies the global Hopf bifurcation after the second critical value of the sum of two delays. Numerical simulations supporting the theoretical analysis are also included.
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1. Introduction

In this paper, we consider the global existence of periodic solutions bifurcating from the Hopf bifurcations to the simplified bidirectional associated memory (BAM) neural network model with four neurons and two differential transmission delays:

\begin{align*}
\dot{u}_1(t) &= -\mu_1 u_1(t) + c_{21} f_1(u_2(t-\tau_2)) + c_{31} f_1(u_3(t-\tau_2)) + c_{41} f_1(u_4(t-\tau_2)), \\
\dot{u}_2(t) &= -\mu_2 u_2(t) + c_{12} f_2(u_1(t-\tau_1)), \\
\dot{u}_3(t) &= -\mu_3 u_3(t) + c_{13} f_3(u_1(t-\tau_1)), \\
\dot{u}_4(t) &= -\mu_4 u_4(t) + c_{14} f_4(u_1(t-\tau_1)),
\end{align*}

which implies that there is only one neuron on the $I$-layer whose state and decay rate are, respectively, $u_1(t)$ and $\mu_1$ and three neurons on the $J$-layer whose states and decay rates are, respectively, $u_k(t)$ and $\mu_k$ ($k = 2, 3, 4$), the time delay from the $I$-layer to another $J$-layer is $\tau_1$, while the delay from the $J$-layer back to the $I$-layer is $\tau_2$, the connected weights
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and the activation function from the neuron \( u_k \) to \( u_1 \) are, respectively, \( c_{k1} \) and \( f_1 \), and from \( u_1 \) to \( u_k \) are \( c_{1k} \) and \( f_k \) (\( k = 2, 3, 4 \)), respectively (see Figure 1.1).

It is well known that periodic solutions can arise through the Hopf bifurcation in delay differential equations. For the existence of local periodic solutions bifurcating form Hopf bifurcations in delayed neural networks, we refer to [1, 2, 4, 3, 9, 10]. Recently, Yan and Li [12] considered the system (1.1) and obtained sufficient conditions ensuring the absolute stability, conditional stability of the zero equilibrium, and the existence of Hopf bifurcations by using the results due to Ruan and Wei [7] and some analysis techniques. Furthermore, by applying the normal form theory and the center manifold theorem due to Hassard et al. [5], we also obtained the formulae determining the direction and stability of the Hopf bifurcation.

In general, the periodic solutions bifurcating from Hopf bifurcations are local. It is well known that the study on dynamical systems not only involve a local dynamics, but also involve a global one. In particular, the global existence of periodic solutions, which can arise through the local Hopf bifurcation in delayed systems, is of great interest. Recently, Wei and Li [8] established the global existence of a tri-neuron ring model with delays. But up to now, to the best of our knowledge, there are no results on the global existence of periodic solutions of the neural networks with four or more neurons and delays.

Based on the results obtained by Yan and Li [12] regarding the existence of periodic solutions bifurcating from local Hopf bifurcations of (1.1), the purpose of this paper is to investigate the global existence of multiple periodic solutions for (1.1) by using a global Hopf bifurcation result on functional differential equations due to Wu [11] and the Bendixsons criterion for higher-dimensional ordinary differential equations due to Li and Muldowney [6].

This paper is organized as follows. In Section 2, we introduce the local Hopf bifurcation results of the model (1.1) obtained by Yan and Li [12]. In Section 3, we show that the local Hopf bifurcation of system (1.1) implies the global Hopf bifurcation after the second critical value of the sum of two delays by using a global Hopf bifurcation theorem due to Wu [11] and a Bendixson’s criterion for high-dimensional ordinary differential equations due to Li and Muldowney [6]. In Section 4, the model (1.1) with special activation functions \( f_k(u) = \tanh(u) \) (\( k = 1, 2, 3, 4 \)) is studied and some numerical simulations are presented.
2. Results on local Hopf bifurcations

In this section, we will list some results in [12] to establish the global existence of the nonconstant periodic solutions.

Throughout this section, we make the following hypothesis on the activation functions $f_k (k = 1, 2, 3, 4)$.

(H1) $f_k \in C^1(\mathbb{R}, \mathbb{R})$, $f_k(0) = 0$, and the origin $(0, 0, 0, 0)$ is the unique equilibrium of system (1.1).

Under the assumption (H1), let $u_k(t) (k = 1, 2, 3, 4)$ be defined, respectively, by $u_1(t) = x_1(t - \tau_1)$, $u_k(t) = x_k(t) (k = 2, 3, 4)$, and $\tau = \tau_1 + \tau_2$. Then system (1.1) reduces to

$$
\begin{align*}
\dot{u}_1(t) &= -\mu_1 u_1(t) + c_{21} f_1(u_2(t - \tau)) + c_{31} f_1(u_3(t - \tau)) + c_{41} f_1(u_4(t - \tau)), \\
\dot{u}_2(t) &= -\mu_2 u_2(t) + c_{12} f_2(u_1(t)), \\
\dot{u}_3(t) &= -\mu_3 u_3(t) + c_{13} f_3(u_1(t)), \\
\dot{u}_4(t) &= -\mu_4 u_4(t) + c_{14} f_4(u_1(t)).
\end{align*}
$$

The linearized system of (2.1) at the equilibrium $(0, 0, 0, 0)$ is

$$
\begin{align*}
\dot{u}_1(t) &= -\mu_1 u_1(t) + \alpha_{21} u_2(t - \tau) + \alpha_{31} u_3(t - \tau) + \alpha_{41} u_4(t - \tau), \\
\dot{u}_2(t) &= -\mu_2 u_2(t) + \alpha_{12} u_1(t), \\
\dot{u}_3(t) &= -\mu_3 u_3(t) + \alpha_{13} u_1(t), \\
\dot{u}_4(t) &= -\mu_4 u_4(t) + \alpha_{14} u_1(t),
\end{align*}
$$

(2.2)

where $\alpha_{k1} = c_{k1} f_1'(0) (k = 2, 3, 4)$ and $\alpha_{l1} = c_{l1} f_l'(0) (l = 2, 3, 4)$, and the corresponding characteristic equation of system (2.2) is

$$
\begin{align*}
\det \begin{bmatrix}
\lambda + \mu_1 & -\alpha_{21} e^{-\lambda \tau} & -\alpha_{31} e^{-\lambda \tau} & -\alpha_{41} e^{-\lambda \tau} \\
-\alpha_{12} & \lambda + \mu_2 & 0 & 0 \\
-\alpha_{13} & 0 & \lambda + \mu_3 & 0 \\
-\alpha_{14} & 0 & 0 & \lambda + \mu_4
\end{bmatrix} = 0,
\end{align*}
$$

(2.3)

that is,

$$
\begin{align*}
\lambda^4 + (\mu_1 + \mu_2 + \mu_3 + \mu_4) \lambda^3 &+ (\mu_1 \mu_2 + \mu_1 \mu_3 + \mu_1 \mu_4 + \mu_2 \mu_3 + \mu_2 \mu_4 + \mu_3 \mu_4) \lambda^2 \\
&+ (\mu_1 \mu_2 \mu_3 + \mu_1 \mu_2 \mu_4 + \mu_1 \mu_3 \mu_4 + \mu_2 \mu_3 \mu_4) \lambda + \mu_1 \mu_2 \mu_3 \mu_4 \\
- \left\{ (\alpha_{12} \alpha_{21} + \alpha_{13} \alpha_{31} + \alpha_{14} \alpha_{41}) \lambda^2 \\
+ [\alpha_{12} \alpha_{21} (\mu_3 + \mu_4) + \alpha_{13} \alpha_{31} (\mu_2 + \mu_4) + \alpha_{14} \alpha_{41} (\mu_2 + \mu_3)] \lambda \\
+ \alpha_{12} \alpha_{21} \mu_3 \mu_4 + \alpha_{13} \alpha_{31} \mu_2 \mu_4 + \alpha_{14} \alpha_{41} \mu_2 \mu_3 \right\} e^{-\lambda \tau} & = 0.
\end{align*}
$$

(2.4)
4 A BAM neural network with delays

Set

\[ a_3 = \mu_1 + \mu_2 + \mu_3 + \mu_4 > 0, \]
\[ a_2 = \mu_1\mu_2 + \mu_1\mu_3 + \mu_1\mu_4 + \mu_2\mu_3 + \mu_2\mu_4 + \mu_3\mu_4 > 0, \]
\[ a_1 = \mu_1\mu_2\mu_3 + \mu_1\mu_2\mu_4 + \mu_1\mu_3\mu_4 + \mu_2\mu_3\mu_4 > 0, \]
\[ a_0 = \mu_1\mu_2\mu_3\mu_4 > 0, \] (2.5)
\[ b_2 = -(\alpha_{12}\alpha_{21} + \alpha_{13}\alpha_{31} + \alpha_{14}\alpha_{41}), \]
\[ b_1 = -[\alpha_{12}\alpha_{21}(\mu_3 + \mu_4) + \alpha_{13}\alpha_{31}(\mu_2 + \mu_4) + \alpha_{14}\alpha_{41}(\mu_2 + \mu_3)], \]
\[ b_0 = -(\alpha_{12}\alpha_{21}\mu_3\mu_4 + \alpha_{13}\alpha_{31}\mu_2\mu_4 + \alpha_{14}\alpha_{41}\mu_2\mu_3) \]

and

\[ a = a_3^2 - 2a_2 = \mu_1^2 + \mu_2^2 + \mu_3^2 + \mu_4^2 > 0, \]
\[ b = 2a_0 + a_2^2 - 2a_1a_3 - b_2^2 \]
\[ = \mu_1^2\mu_2^2 + \mu_1^2\mu_3^2 + \mu_1^2\mu_4^2 + \mu_2^2\mu_3^2 + \mu_2^2\mu_4^2 + \mu_3^2\mu_4^2 - (\alpha_{12}\alpha_{21} + \alpha_{13}\alpha_{31} + \alpha_{14}\alpha_{41})^2, \]
\[ c = a_1^2 - 2a_0a_2 + 2b_0b_2 - b_1^2 = \mu_1^2\mu_2^2\mu_3^2 + \mu_1^2\mu_2^2\mu_4^2 + \mu_1^2\mu_3^2\mu_4^2 + \mu_2^2\mu_3^2\mu_4^2 \]
\[ + 2(\alpha_{12}\alpha_{21} + \alpha_{13}\alpha_{31} + \alpha_{14}\alpha_{41})(\alpha_{12}\alpha_{21}\mu_3\mu_4 + \alpha_{13}\alpha_{31}\mu_2\mu_4 + \alpha_{14}\alpha_{41}\mu_2\mu_3) \]
\[ - [\alpha_{12}\alpha_{21}(\mu_3 + \mu_4) + \alpha_{13}\alpha_{31}(\mu_2 + \mu_4) + \alpha_{14}\alpha_{41}(\mu_2 + \mu_3)]^2, \] (2.6)
\[ d = a_0^2 - b_0^2 = \mu_1^2\mu_2^2\mu_3^2\mu_4^2 - (\alpha_{12}\alpha_{21}\mu_3\mu_4 + \alpha_{13}\alpha_{31}\mu_2\mu_4 + \alpha_{14}\alpha_{41}\mu_2\mu_3)^2, \]

and assume that \( a_k, b_l \) \((k = 0, 1, 2, 3; l = 0, 1, 2)\) satisfy the condition \((H_2)\).
\((H_2)\) \(a_0 + b_0 > 0, a_1 + b_1 > 0, a_3 > 0,\) and

\[ a_3[(a_1 + b_1)(a_2 + b_2) - a_3(a_0 + b_0)] > (a_1 + b_1)^2. \] (2.7)

Let

\[ h(z) = z^4 + az^3 + bz^2 + cz + d, \] (2.8)

and define

\[ p = \frac{8b - 3a^2}{16}, \quad q = \frac{a^3 - 4ab + 8c}{32}, \quad D_0 = \frac{q^2}{4} + \frac{p^3}{27}. \] (2.9)
Then, from the sign of $D_0$, we have

$$z_1^* = -\frac{a}{4} + \sqrt{\frac{-q}{2} + \sqrt{D_0}} + i\sqrt{\frac{-q}{2} - \sqrt{D_0}} \quad \text{if } D_0 > 0,$$

$$z_2^* = \max \left\{ -\frac{a}{4} - 2\sqrt{\frac{q}{2}}, -\frac{a}{4} + \sqrt{\frac{q}{2}} \right\} \quad \text{if } D_0 = 0,$$

$$z_3^* = \max \{ r_1^*, r_2^*, r_3^* \} \quad \text{if } D_0 < 0,$$

(2.10)

where

$$r_1^* = -\frac{a}{4} + 2 \text{Re} \{ \alpha \}, \quad r_2^* = -\frac{a}{4} + 2 \text{Re} \{ \alpha \varepsilon \}, \quad r_3^* = -\frac{a}{4} + 2 \text{Re} \{ \alpha \varepsilon \},$$

(2.11)

and $\alpha$ is one of the cubic roots of the complex number $-q/2 + \sqrt{D_0}$ and $\varepsilon = -1/2 + (\sqrt{3}/2)i$.

In the following, we assume that the following condition holds:

(H3) (i) $z_1^* > 0$ and $h(z_1^*) < 0$ when $D_0 > 0$;
(ii) $z_2^* > 0$ and $h(z_2^*) < 0$ when $D_0 = 0$;
(iii) $z_3^* > 0$ and $h(z_3^*) < 0$ when $D_0 < 0$.

Under the hypothesis (H3), the equation $h(z) = 0$ has at least one positive root $z_0$, and denote $\omega_0 = \sqrt{z_0}$. Define

$$\tau_j = \frac{1}{\omega_0} \left[ \arccos \left( \frac{\Delta_1}{\Delta} \right) + 2j\pi \right], \quad j = 0, 1, 2, \ldots,$$

(2.12)

where

$$\Delta_1 = b_2 a_0^6 + (a_3 b_1 - a_2 b_2 - b_0) a_0^4 + (a_0 b_2 + a_2 b_0 - a_1 b_1) a_0^3 - a_0 b_0,$$

$$\Delta = b_2^2 a_0^6 + (b_1^2 - 2b_0 b_2) a_0^4 + b_0^2.$$

(2.13)

From [12, Theorem 3.1], we have the following result.

**Lemma 2.1.** Let $a_k, b_l$ ($k = 0, 1, 2, 3; l = 0, 1, 2$); $a$, $b$, $c$, $d$, and $\tau_j$ be defined, respectively, by (2.5), (2.6), and (2.12). Suppose that (H1) and (H2) are satisfied, and that $d < 0$ or $d \geq 0$ and one of the conditions in (H3) holds. In addition, the positive root $z_0$ of (2.5) satisfies $h'(z_0) \neq 0$. Then the equilibrium $(0, 0, 0, 0)$ of (2.1) is asymptotically stable when $\tau \in (0, \tau_0)$, and unstable when $\tau > \tau_0$. Moreover, at $\tau = \tau_j$, $j = 0, 1, 2, \ldots, \pm i\omega_0$ is a pair of simple imaginary roots of (2.5), and (2.1) undergoes Hopf bifurcation near $(0, 0, 0, 0)$.

### 3. Global existence of periodic solutions

In this section, we will investigate the global existence of periodic solutions bifurcating from the equilibrium $(0, 0, 0, 0)$ of system (2.1) when $\tau = \tau_j$ ($j = 0, 1, 2, \ldots$) by applying a global Hopf bifurcation result due to Wu [11] and a Bendixson’s criterion for high-dimensional ordinary differential equations due to Li and Muldowney [6].

Throughout this section, we need to impose the following condition on $f_k$. 

Therefore, we have the following property on the linear operator $D_\varphi \hat{F}(u, \tau, p)$.

(A2) $D_\varphi \hat{F}(u, \tau, p)$ is an isomorphism at the zero equilibrium, $(\tau, p) \in \mathbb{R}_+ \times \mathbb{R}_+$.

From (A1), (A2), and the implicit function theorem, for the stationary solution $(0, \tau_j, 2\pi/\omega_0)$, $j = 0, 1, 2, \ldots$, there exist $\epsilon_0 > 0$ and a $C^1$ mapping $y : B_{\epsilon_0}(\tau_j, 2\pi/\omega_0) \to \mathbb{R}^4$ such that $\hat{F}(y(\tau, p), \tau, p) = 0$ for $(\tau, p) \in B_{\epsilon_0}(\tau_j, 2\pi/\omega_0) = (\tau_j - \epsilon_0, \tau_j + \epsilon_0) \times (2\pi/\omega_0 - \epsilon_0, 2\pi/\omega_0 + \epsilon_0)$.

Furthermore, it is easy to observe that the following result is true.

(A3) $F(\varphi, \tau, p)$ is differential with respect to $\varphi$.

The characteristic matrix of (3.2) at a stationary solution $(\bar{u}, \tau_0, p_0)$, where $\bar{u} = (\bar{u}^{(1)}, \bar{u}^{(2)}, \bar{u}^{(3)}, \bar{u}^{(4)})^T \in \mathbb{R}^4$, is taken as the following form:

$$\triangle(\bar{u}, \tau, p)(\lambda) = \lambda I - D_\varphi F(\bar{u}, \tau_0, p_0)(e^{\lambda I}),$$

(3.4)
that is,

$$\Delta (\bar{u}, \tau, p)(\lambda)$$

$$= \begin{bmatrix}
\lambda + \mu_1 & -c_{21} f'_1(\bar{u}^{(2)}) e^{-\lambda \tau} & -c_{31} f'_1(\bar{u}^{(3)}) e^{-\lambda \tau} & -c_{41} f'_1(\bar{u}^{(4)}) e^{-\lambda \tau} \\
-c_{12} f'_2(\bar{u}^{(1)}) & \lambda + \mu_2 & 0 & 0 \\
-c_{13} f'_3(\bar{u}^{(1)}) & 0 & \lambda + \mu_3 & 0 \\
-c_{14} f'_4(\bar{u}^{(1)}) & 0 & 0 & \lambda + \mu_4
\end{bmatrix},$$

and the zeros of \( \det \Delta (\bar{u}, \tau, p)(\lambda) = 0 \) are called the characteristic roots. Note that (A2) implies that \( \lambda = 0 \) is not a characteristic root of equilibrium of (3.2). Clearly, the characteristic matrix \( \Delta (y(\tau, p), \tau, p)(\lambda) \) is continuous in \((\tau, p, \lambda) \in B_{\bar{u}_0}(\tau_j, 2p/\omega_0) \times \mathbb{C}.

A stationary solution \((\bar{u}_0, \tau_0, p_0)\) of (3.2) is called a center if \( \det \Delta (\bar{u}_0, \tau_0, p_0)(i(2m\pi/p_0)) = 0 \) for some positive integer \( m \) or the equation \( \det \Delta (\bar{u}_0, \tau_0, p_0)(\lambda) = 0 \) has purely imaginary characteristic roots of the form \( i(2m\pi/p_0) \) for some positive integer \( m \). A center \((\bar{u}_0, \tau_0, p_0)\) is said to be isolated if it is the only center in some neighborhood of \((\bar{u}_0, \tau_0, p_0)\). From (3.5), we can see

$$\det \Delta (0, \tau, p)(\lambda) = \begin{bmatrix}
\lambda + \mu_1 & -\alpha_{21} e^{-\lambda \tau} & -\alpha_{31} e^{-\lambda \tau} & -\alpha_{41} e^{-\lambda \tau} \\
-\alpha_{12} & \lambda + \mu_2 & 0 & 0 \\
-\alpha_{13} & 0 & \lambda + \mu_3 & 0 \\
-\alpha_{14} & 0 & 0 & \lambda + \mu_4
\end{bmatrix} = 0. \quad (3.6)$$

Note that (3.6) is the same as (2.3) and (2.4), therefore, it is easily to see that

$$\left(0, \tau_j, \frac{2\pi}{\omega_0}\right), \quad j = 0, 1, 2, \ldots,$$

is an isolated center, and there exist \( \epsilon \in (0, \epsilon_0), \delta \in (0, \epsilon_0), \) and a smooth curve \( \lambda : (\tau_j - \delta, \tau_j + \delta) \to \mathbb{C} \) such that \( \det \Delta (0, \tau, 2\pi/\omega_0)(\lambda(\tau)) = 0, \) \(|\lambda(\tau) - i\omega_0| < \epsilon, \) for all \( \tau \in [\tau_j - \delta, \tau_j + \delta] \) and

$$\lambda(\tau_j) = i\omega_0, \quad \Re \frac{d\lambda}{d\tau} \bigg|_{\tau = \tau_j} \neq 0, \quad (3.8)$$

provided that \( dh(\omega_0^2)/dz \neq 0, \) where \( h(z) \) is defined by (2.8).

For the above \( \epsilon > 0, \) we define the set

$$\Omega_{\epsilon, 2\pi/\omega_0} = \left\{ (v, p) : 0 < v < \epsilon, \left| p - \frac{2\pi}{\omega_0} \right| < \epsilon \right\}. \quad (3.9)$$

It is easily to verify on \([\tau_j - \delta, \tau_j + \delta] \times \partial \Omega_{\epsilon, 2\pi/\omega_0}\) that the following condition holds.

(A4) \( \det \Delta (0, \tau, p)(v + (2\pi/p)i) = 0 \) if and only if \( v = 0, \tau = \tau_j, \) and \( p = 2\pi/\omega_0, j = 0, 1, 2, \ldots. \)

Furthermore, the conditions (A5) and (A6) in [11] are obvious.
In what follows, we define

\[ H^\pm(0, \tau_j, 2\pi/\omega_0) = \det \triangle \left( 0, \tau_j \pm \delta, 2\pi \omega_0 \right) \left( v + i \frac{2\pi}{p} \right), \] (3.10)

then from (A4) we know that \( H^\pm(0, \tau_j, 2\pi/\omega_0) \neq 0 \) on \( \partial \Omega_{\epsilon 2,\pi/\omega_0} \). Thus, the first crossing number \( \gamma(0, \tau_j, 2\pi/\omega_0) \) of the isolated center \( (0, \tau_j, 2\pi/\omega_0) \) can be defined as in the following form:

\[ \gamma(0, \tau_j, 2\pi/\omega_0) = \deg_B \left( H^- \left( 0, \tau_j, \frac{2\pi}{\omega_0} \right), 0, \Omega_{\epsilon 2,\pi/\omega_0} \right) - \deg_B \left( H^+ \left( 0, \tau_j, \frac{2\pi}{\omega_0} \right), 0, \Omega_{\epsilon 2,\pi/\omega_0} \right), \] (3.11)

then \( \gamma(0, \tau_j, 2\pi/\omega_0) = 1(-1) \) provided that \( dh(\omega_0^2)/dz > 0(<0) \), where \( h(z) \) is defined by (2.8).

In what follows, we define

\[ \Sigma = \text{Cl}\{(z, \tau, p) \in X \times \mathbb{R}^+ \times \mathbb{R}^+ : z \text{ is a } p\text{-periodic solution of (3.2)}\}, \]

\[ N = \{(\overline{z}, \overline{\tau}, \overline{p}) : F(\overline{z}, \overline{\tau}, \overline{p}) = 0\}, \] (3.12)

and let \( C(0, \tau_j, 2\pi/\omega_0) \) denote the connected component of \( (0, \tau_j, 2\pi/\omega_0) \) in \( \Sigma \).

From the above discussion, we have

\[ \sum_{(\overline{z}, \overline{\tau}, \overline{p}) \in C(0, \tau_j, 2\pi/\omega_0) \cap N} \gamma(\overline{z}, \overline{\tau}, \overline{p}) \neq 0, \] (3.13)

if \( dh(\omega_0^2)/dz \neq 0 \). Thus the connected component \( C(0, \tau_j, 2\pi/\omega_0) \) through \( (0, \tau_j, 2\pi/\omega_0) \) in \( \Sigma \) is nonempty. Since the first crossing number of the unique equilibrium \( (0,0,0,0) \) is not equal to zero, by [11, Theorem 3.3], we conclude that \( C(0, \tau_j, 2\pi/\omega_0) \) is unbounded. We thus have proved the following lemma.

**Lemma 3.1.** \( C(0, \tau_j, 2\pi/\omega_0) \) is unbounded for each center \( (0, \tau_j, 2\pi/\omega_0) \) if \( dh(\omega_0^2)/dz \neq 0 \).

**Lemma 3.2.** Assume that the condition (H2) holds. Then all solutions of system (2.1) are uniformly bounded.

**Proof.** Let \( \ell = \sum_{j=2}^4 L(|a_{1j}| + |a_{j1}|) \). Then all solutions of system (2.1) satisfy the differential inequalities of the form

\[ -\mu_k x_k(t) + \ell \leq \dot{x}_k(t) \leq -\mu_k x_k(t) + \ell, \quad k = 1, 2, 3, 4. \] (3.14)

From these inequalities, one can easily obtain

\[ -\frac{\ell}{\mu_k} + \left( x_k(0) + \frac{\ell}{\mu_k} \right) e^{-\mu_k t} \leq x_k(t) \leq \frac{\ell}{\mu_k} + \left( x_k(0) - \frac{\ell}{\mu_k} \right) e^{-\mu_k t}. \] (3.15)
Noticing that \( \mu_k > 0 \), it follows that
\[
-\frac{\ell}{\mu_k} \leq x_k(t) \leq \frac{\ell}{\mu_k} + x_k(0) \quad \forall t \geq 0.
\]
(3.16)

Thus we know that all solutions of system (2.1) are uniformly bounded. This completes the proof of Lemma 3.2. \( \square \)

In the sequel, by applying a high-dimensional Bendixson’s criterion due to Li and Muldowney [6], we obtain sufficient conditions ensuring that system (2.1) with \( \tau = 0 \) has no nonconstant periodic solutions.

We first recall the definition of a \( k \)th exterior power or multiplicative compound of a matrix.

**Definition 3.3.** Let \( A \) be an \( n \times m \) matrix of real or complex numbers. Let \( a_{r_1,\ldots,r_k,l_1,\ldots,l_k} \) be the minor of \( A \) determined by the rows \( (r_1,\ldots,r_k) \) and the columns \( (l_1,\ldots,l_k) \), \( 1 \leq r_1 < r_2 < \cdots < r_k \leq n \), \( 1 \leq l_1 < l_2 < \cdots < l_k \leq m \). The \( k \)th multiplicative compound matrix \( A^{(k)} \) of \( A \) is the \( \left( \begin{array}{c} n \\ k \end{array} \right) \times \left( \begin{array}{c} n \\ k \end{array} \right) \) matrix whose entries, written in lexicographic order, are \( a_{r_1,\ldots,r_k,l_1,\ldots,l_k} \).

When \( n = m \), the additive compound matrices are defined in the following way.

**Definition 3.4.** Let \( A \) be an \( n \times n \) matrix. The \( k \)th additive compound \( A^{[k]} \) of \( A \) is the \( \left( \begin{array}{c} n \\ k \end{array} \right) \times \left( \begin{array}{c} n \\ k \end{array} \right) \) matrix given by
\[
A^{[k]} = D(I + hA)^{(k)} \bigg|_{h=0},
\]
where \( D \) denotes the derivative with respect to \( h \).

If \( B = A^{[1]} \), the following formula for \( b_{r,l} \) can be deduced from (3.17). For any integer \( r = 1,\ldots,\left( \begin{array}{c} n \\ k \end{array} \right) \), let \( (r) = (r_1,r_2,\ldots,r_k) \) be the \( r \)th member in the lexicographic ordering of all \( k \)-tuples of integers such that \( 1 \leq r_1 < r_2 < \cdots < r_k \leq n \). Then
\[
b_{r,l} = \begin{cases} 
a_{r_1,r_1} + \cdots + a_{r_k,r_k} & \text{if } (r) = (l), \\
(-1)^{s+1} a_{r_1,l} & \text{if exactly one entry } r_s \text{ in } (r) \text{ does not appear in } (l) \\
0 & \text{if } (r) \text{ differs from } (l) \text{ in two or more entries.}
\end{cases}
\]
(3.18)

In the extreme cases when \( k = 1 \) and \( k = n \), we have \( A^{[1]} = A \) and \( A^{[n]} = \text{tr}(A) \). When \( n = 4 \), for the 2nd additive compound matrix \( A^{[2]} \) of \( A \), we have
\[
A^{[2]} = \begin{bmatrix}
a_{11} + a_{22} & a_{23} & a_{24} & -a_{13} & -a_{14} & 0 \\
a_{32} & a_{11} + a_{33} & a_{34} & a_{12} & 0 & -a_{14} \\
a_{42} & a_{43} & a_{11} + a_{44} & 0 & a_{12} & a_{13} \\
a_{31} & a_{21} & 0 & a_{22} + a_{33} & a_{34} & -a_{24} \\
-a_{41} & 0 & a_{21} & a_{43} & a_{22} + a_{44} & a_{23} \\
0 & -a_{41} & a_{31} & -a_{42} & a_{32} & a_{33} + a_{44}
\end{bmatrix}.
\]
(3.19)
For any finite $n$, the system of ordinary differential equations

$$\dot{u} = g(u), \quad u \in \mathbb{R}^n, \; g \in C^1,$$

(3.20)

whose second compound equation with respect to a solution $u(t,x_0) \in \Omega$, where $\Omega \subseteq \mathbb{R}^n$ is an open set, is defined as

$$\dot{z}(t) = \left( \frac{\partial g}{\partial u}(u(t,x_0)) \right)^{[2]} z(t),$$

(3.21)

where $\left( \frac{\partial g}{\partial u}(u(t,x_0)) \right)^{[2]}$ is the second additive compound matrix of the Jacobian matrix of vector function $g(u)$ at $u(t,x_0)$.

**Lemma 3.5** [6]. Let $\Omega \subseteq \mathbb{R}^n$ be a simply connected region. Assume that the family of linear systems

$$z'(t) = \left( \frac{\partial g}{\partial u}(u(t,x_0)) \right)^{[2]} z(t), \quad x \in \Omega,$$

(3.22)

is qui-uniformly asymptotically stable. Then

(i) $\Omega$ contains no simple closed invariant curves including periodic orbits, homoclinic, heteroclinic cycles,

(ii) each semi-orbit in $\Omega$ converges to a single equilibrium.

In particular, if $\Omega$ is positively invariant and contains a unique equilibrium $x$, then $x$ is globally asymptotically stable in $\Omega$.

We now consider system (2.1) with $\tau = 0$, that is,

$$\begin{align*}
\dot{u}_1(t) &= -\mu_1u_1(t) + c_{21}f_1(u_2(t)) + c_{31}f_1(u_3(t)) + c_{41}f_1(u_4(t)), \\
\dot{u}_2(t) &= -\mu_2u_2(t) + c_{12}f_2(u_1(t)), \\
\dot{u}_3(t) &= -\mu_3u_3(t) + c_{13}f_3(u_1(t)), \\
\dot{u}_4(t) &= -\mu_4u_4(t) + c_{14}f_4(u_1(t)).
\end{align*}$$

(3.23)

Denote

$$g(u_1, u_2, u_3, u_4) = \begin{pmatrix}
-\mu_1u_1 + c_{21}f_1(u_2) + c_{31}f_1(u_3) + c_{41}f_1(u_4) \\
-\mu_2u_2 + c_{12}f_2(u_1) \\
-\mu_3u_3 + c_{13}f_3(u_1) \\
-\mu_4u_4 + c_{14}f_4(u_1)
\end{pmatrix}. \quad (3.24)$$
Then, we have

\[
\frac{\partial g}{\partial u} = \begin{bmatrix}
-\mu_1 & c_{21} f'_1(u_2) & c_{31} f'_1(u_3) & c_{41} f'_1(u_4) \\
c_{12} f'_2(u_1) & -\mu_2 & 0 & 0 \\
c_{13} f'_3(u_1) & 0 & -\mu_3 & 0 \\
c_{14} f'_4(u_1) & 0 & 0 & -\mu_4
\end{bmatrix}
\] (3.25)

and, in view of (3.19),

\[
\left( \frac{\partial g}{\partial u} \right)^{[2]} = \begin{bmatrix}
-(\mu_1 + \mu_2) & 0 & 0 & -c_{31} f'_1(u_3) & -c_{41} f'_1(u_4) & 0 \\
0 & -(\mu_1 + \mu_3) & 0 & c_{21} f'_1(u_2) & 0 & -c_{41} f'_1(u_4) \\
0 & 0 & -(\mu_1 + \mu_4) & 0 & c_{21} f'_1(u_2) & c_{31} f'_1(u_3) \\
-c_{13} f'_3(u_1) & c_{12} f'_2(u_1) & 0 & -(\mu_2 + \mu_3) & 0 & 0 \\
-c_{14} f'_4(u_1) & 0 & c_{12} f'_2(u_1) & 0 & -(\mu_2 + \mu_4) & 0 \\
0 & -c_{14} f'_4(u_1) & c_{13} f'_3(u_1) & 0 & 0 & -(\mu_3 + \mu_4)
\end{bmatrix}.
\] (3.26)

Therefore, the second compound system

\[
(\dot{z}_1, \dot{z}_2, \dot{z}_3, \dot{z}_4, \dot{z}_5, \dot{z}_6)^T = \left( \frac{\partial g}{\partial u} \right)^{[2]} (z_1, z_2, z_3, z_4, z_5, z_6)^T
\] (3.27)

is

\[
\begin{align*}
\dot{z}_1 &= -(\mu_1 + \mu_2) z_1 - c_{31} f'_1(u_3(t)) z_4 - c_{41} f'_1(u_4(t)) z_5, \\
\dot{z}_2 &= -(\mu_1 + \mu_3) z_2 + c_{21} f'_1(u_2(t)) z_4 - c_{41} f'_1(u_4(t)) z_6, \\
\dot{z}_3 &= -(\mu_1 + \mu_4) z_3 + c_{21} f'_1(u_2(t)) z_5 + c_{31} f'_1(u_3(t)) z_6, \\
\dot{z}_4 &= -(\mu_2 + \mu_3) z_4 - c_{13} f'_3(u_1(t)) z_1 + c_{12} f'_2(u_1(t)) z_2, \\
\dot{z}_5 &= -(\mu_2 + \mu_4) z_5 - c_{14} f'_4(u_1(t)) z_1 + c_{12} f'_2(u_1(t)) z_3, \\
\dot{z}_6 &= -(\mu_3 + \mu_4) z_6 - c_{14} f'_4(u_1(t)) z_2 + c_{13} f'_3(u_1(t)) z_3,
\end{align*}
\] (3.28)

where \( u(t) = (u_1(t), u_2(t), u_3(t), u_4(t))^T \) is a solution of the system (3.20) with \( u(0) = u_0 \in \mathbb{R}^4 \). Set

\[
W(z) = \max \{ |\kappa_l| z_l | : l = 1, 2, \ldots, 6 \},
\] (3.29)
where $\kappa_l > 0$ ($l = 1, 2, \ldots, 6$) are constants. Then direct calculation leads to the following inequalities:

\[
\begin{align*}
\frac{d^+}{dt} \kappa_1 |z_1| &\leq -\left(\mu_1 + \mu_2\right) \kappa_1 |z_1| + \frac{\kappa_1}{\kappa_4} |c_{31} f_1'(u_3(t))| \kappa_4 |z_4| + \frac{\kappa_1}{\kappa_5} |c_{41} f_1'(u_4(t))| \kappa_5 |z_5|, \\
\frac{d^+}{dt} \kappa_2 |z_2| &\leq -\left(\mu_1 + \mu_3\right) \kappa_2 |z_2| + \frac{\kappa_2}{\kappa_4} |c_{21} f_1'(u_2(t))| \kappa_4 |z_4| + \frac{\kappa_2}{\kappa_6} |c_{41} f_1'(u_4(t))| \kappa_6 |z_6|, \\
\frac{d^+}{dt} \kappa_3 |z_3| &\leq -\left(\mu_1 + \mu_4\right) \kappa_3 |z_3| + \frac{\kappa_3}{\kappa_5} |c_{21} f_1'(u_2(t))| \kappa_5 |z_5| + \frac{\kappa_3}{\kappa_6} |c_{31} f_1'(u_3(t))| \kappa_6 |z_6|, \\
\frac{d^+}{dt} \kappa_4 |z_4| &\leq -\left(\mu_2 + \mu_3\right) \kappa_4 |z_4| + \frac{\kappa_4}{\kappa_1} |c_{13} f_3'(u_1(t))| \kappa_1 |z_1| + \frac{\kappa_4}{\kappa_2} |c_{12} f_2'(u_2(t))| \kappa_2 |z_2|, \\
\frac{d^+}{dt} \kappa_5 |z_5| &\leq -\left(\mu_2 + \mu_4\right) \kappa_5 |z_5| + \frac{\kappa_5}{\kappa_1} |c_{14} f_4'(u_1(t))| \kappa_1 |z_1| + \frac{\kappa_5}{\kappa_3} |c_{12} f_2'(u_2(t))| \kappa_3 |z_3|, \\
\frac{d^+}{dt} \kappa_6 |z_6| &\leq -\left(\mu_3 + \mu_4\right) \kappa_6 |z_6| + \frac{\kappa_6}{\kappa_2} |c_{14} f_4'(u_1(t))| \kappa_2 |z_2| + \frac{\kappa_6}{\kappa_3} |c_{13} f_3'(u_3(t))| \kappa_3 |z_3|, \\
\end{align*}
\]

where $\frac{d^+}{dt}$ denotes the upper right-hand derivative. Consequently, we have

\[
\frac{d^+}{dt} W(z(t)) \leq \rho(t) W(z(t)),
\]

with

\[
\rho(t) = \max \left\{ -\left(\mu_1 + \mu_2\right) + \frac{\kappa_1}{\kappa_4} |c_{31} f_1'(u_3(t))| + \frac{\kappa_1}{\kappa_5} |c_{41} f_1'(u_4(t))|, \\
-\left(\mu_1 + \mu_3\right) + \frac{\kappa_2}{\kappa_4} |c_{21} f_1'(u_2(t))| + \frac{\kappa_2}{\kappa_6} |c_{41} f_1'(u_4(t))|, \\
-\left(\mu_1 + \mu_4\right) + \frac{\kappa_3}{\kappa_5} |c_{21} f_1'(u_2(t))| + \frac{\kappa_3}{\kappa_6} |c_{31} f_1'(u_3(t))|, \\
-\left(\mu_2 + \mu_3\right) + \frac{\kappa_4}{\kappa_1} |c_{13} f_3'(u_1(t))| + \frac{\kappa_4}{\kappa_2} |c_{12} f_2'(u_2(t))|, \\
-\left(\mu_2 + \mu_4\right) + \frac{\kappa_5}{\kappa_1} |c_{14} f_4'(u_1(t))| + \frac{\kappa_5}{\kappa_3} |c_{12} f_2'(u_2(t))|, \\
-\left(\mu_3 + \mu_4\right) + \frac{\kappa_6}{\kappa_2} |c_{14} f_4'(u_1(t))| + \frac{\kappa_6}{\kappa_3} |c_{13} f_3'(u_3(t))| \right\}.
\]

For the sake of convenience of discussion, we further make the following hypothesis.
(H₃) There exist constants κᵢ > 0 (l = 1, 2, ..., 6) such that

\[
\sup_{u \in \mathbb{R}} \left\{ - (\mu_1 + \mu_2) + \frac{K_1}{K_4} |c_{31} f'_1(u)| + \frac{K_1}{K_5} |c_{41} f'_1(u)|, \right.
\]

\[
- (\mu_1 + \mu_3) + \frac{K_2}{K_4} |c_{21} f'_1(u)| + \frac{K_2}{K_6} |c_{41} f'_1(u)|, \right.
\]

\[
- (\mu_1 + \mu_4) + \frac{K_3}{K_5} |c_{21} f'_1(u)| + \frac{K_3}{K_6} |c_{31} f'_1(u)|, \right.
\]

\[
- (\mu_2 + \mu_3) + \frac{K_4}{K_1} |c_{13} f'_1(u)| + \frac{K_4}{K_2} |c_{12} f'_2(u)|, \right.
\]

\[
- (\mu_2 + \mu_4) + \frac{K_5}{K_1} |c_{13} f'_1(u)| + \frac{K_5}{K_3} |c_{12} f'_2(u)|, \right.
\]

\[
- (\mu_3 + \mu_4) + \frac{K_6}{K_2} |c_{14} f'_4(u)| + \frac{K_6}{K_3} |c_{13} f'_3(u)| \left\} < 0. \quad (3.33) \right.
\]

Thus, we have the following result.

**Lemma 3.6.** If the hypotheses (H₁), (H₂), and (H₃) hold, then the system (3.23) has no nonconstant periodic solution. Furthermore, the unique equilibrium (0,0,0,0) is globally asymptotically stable in \( \mathbb{R}^4 \).

Indeed, in this case, by the boundedness of solution to (3.23), there exists \( \delta > 0 \) such that \( \rho(t) \leq -\delta < 0 \), and thus

\[
W(z(t)) \leq W(z(s)) e^{-\delta(t-s)}, \quad t \geq s \geq 0. \quad (3.34) \]

This shows that the second compound system (3.28) is qui-uniform asymptotically stable, and from Lemma 3.5, the results of Lemma 3.6 can be obtained.

**Lemma 3.7.** If the conditions (H₁), (H₂), and (H₃) hold, then the periods of the periodic solution of the (2.1) are uniformly bounded.

**Proof.** Suppose \( u(t) = (u_1(t), u_2(t), u_3(t), u_4(t))^T \) is a \( \tau \)-periodic solution of system (2.1), then \( u(t) \) is a \( \tau \)-periodic solution of the ordinary differential equation system (3.23) with a unique equilibrium \( u = 0 \). By Lemma 3.6, system (3.23) has no nonconstant periodic solutions. Therefore, system (2.1) has no nonconstant \( \tau \)-periodic solution and thus the proof is complete. \( \square \)

In the following we state and prove our main result in this section.

**Theorem 3.8.** Suppose that the conditions (H₁)–(H₃) hold. Then for each \( \tau > \tau_j, j = 1, 2, \ldots \), system (2.1) has at least \( j \) nonconstant periodic solutions.

**Proof.** It is sufficient to prove that the connected component \( C(0, \tau_j, 2\pi/\omega_0) \) onto \( \tau \)-space is \( [\tau, \infty) \) for each \( j \geq 1 \), where \( \tau \leq \tau_j \).
From Lemma 3.6, we know that system (2.1) with \( \tau = 0 \) has no nontrivial periodic solution. Consequently, the projection of \( C(0, \tau_j, 2\pi/\omega_0) \) onto \( \tau \)-space is away from zero.

Suppose that the projection of \( C(0, \tau_j, 2\pi/\omega_0) \) onto \( \tau \)-space is bounded, that is, there exists \( \tau^* > 0 \) such that the projection of \( C(0, \tau_j, 2\pi/\omega_0) \) onto \( \tau \)-space is contained in interval \((0, \tau^*)\). Since \( 2\pi/\omega_0 < \tau_j \) and applying Lemma 3.7, one can obtain \( 0 < p < \tau^* \) for \((u(t), \tau, p) \in C(0, \tau_j, 2\pi/\omega_0) \). Therefore, the projection of \( C(0, \tau_j, 2\pi/\omega_0) \) onto \( p \)-space is also bounded. Thus, we get together with Lemma 3.2 that the connected component \( C(0, \tau_j, 2\pi/\omega_0) \) is bounded. This contradicts with Lemma 3.1 and the proof is complete. 

\[ \square \]

4. An example and numerical simulations

4.1. An example. Consider the four-neuron BAM neural network with two delays described by the following functional differential equations:

\[
\begin{align*}
\dot{x}_1(t) &= -\mu x_1(t) + c_{21} f(x_2(t - \tau_2)) + c_{31} f(x_3(t - \tau_2)) + c_{41} f(x_4(t - \tau_2)), \\
\dot{x}_2(t) &= -\mu x_2(t) + c_{12} f(x_1(t - \tau_1)), \\
\dot{x}_3(t) &= -\mu x_3(t) + c_{13} f(x_1(t - \tau_1)), \\
\dot{x}_4(t) &= -\mu x_4(t) + c_{14} f(x_1(t - \tau_1)),
\end{align*}
\]

(4.1)

with \( \mu > 0, c_{kl} (k = 2, 3, 4) > 0, \) and \( c_{ll} (l = 2, 3, 4) < 0 \). In addition, the activation function \( f \) satisfies the following condition.

(H\( \bar{6} \)) \( f \in C^2(\mathbb{R}, \mathbb{R}), \ f(0) = 0, \) and \((0, 0, 0, 0)\) is the unique equilibrium of (4.1).

(H\( \bar{7} \)) There are positive constants \( L > 0 \) such that \( |f(x)| \leq L \) for all \( x \in \mathbb{R} \), and

\[
\mu^4 < (c_{12} c_{21} + c_{13} c_{31} + c_{14} c_{41})^2 f''(0) < 2\mu^4. \tag{4.2}
\]

(H\( \bar{8} \)) \(|c_{21}| + |c_{31}|) f''(x) < 2\mu, (|c_{21}| + |c_{41}|) f''(x) < 2\mu, (|c_{31}| + |c_{41}|) f''(x) < 2\mu, (|c_{12}| + |c_{13}|) f''(x) < 2\mu, (|c_{12}| + |c_{14}|) f''(x) < 2\mu, (|c_{13}| + |c_{14}|) f''(x) < 2\mu, \)

for \( x \in \mathbb{R} \).

Under the assumption (H\( \bar{7} \)), the following equation:

\[
z^4 + az^3 + bz^2 + cz + d = 0 \tag{4.3}
\]

has only one positive \( z_0 \) since

\[
a = 4\mu^2 > 0, \\
b = 6\mu^4 - (c_{12} c_{21} + c_{13} c_{31} + c_{14} c_{41})^2 f''(0) > 0, \\
c = 4\mu^6 - 2\mu^2 (c_{12} c_{21} + c_{13} c_{31} + c_{14} c_{41})^2 f''(0) > 0, \\
d = \mu^8 - \mu^4 (c_{12} c_{21} + c_{13} c_{31} + c_{14} c_{41})^2 f''(0) < 0. \tag{4.4}
\]
Let $\omega_0 = \sqrt{z_0}$ and define

$$\tau_j = \frac{1}{\omega_0} \left\{ \arccos \left( \frac{\mu^2 - \omega_0^2}{(c_{12}c_{21} + c_{13}c_{31} + c_{14}c_{41})f''(0)} \right) + 2j\pi \right\}, \quad j = 0, 1, \ldots \quad (4.5)$$

Set $\tau = \tau_1 + \tau_2$ and take $\kappa_1 = \kappa_2 = \cdots = \kappa_6 > 0$ in $(H_4)$. From Theorem 3.8, we have the following result for system (4.1).

**Theorem 4.1.** Suppose that $(H_6)–(H_8)$ are satisfied. Then system (4.1) has at least $j$ non-constant periodic solutions when $\tau > \tau_j$, $j \geq 1$.

In particular, when $\mu = 1$ and $f(u) = \tanh(u)$ in system (4.1), we have the following corollary.

**Corollary 4.2.** For the BAM neural network model with four neurons,

$$\dot{x}_1(t) = -x_1(t) + c_{21} \tanh(x_2(t - \tau_2)) + c_{31} \tanh(x_3(t - \tau_2)) + c_{41} \tanh(x_4(t - \tau_2)),$$

$$\dot{x}_2(t) = -x_2(t) + c_{12} \tanh(x_1(t - \tau_1)),$$

$$\dot{x}_3(t) = -x_3(t) + c_{13} \tanh(x_1(t - \tau_1)),$$

$$\dot{x}_4(t) = -x_4(t) + c_{14} \tanh(x_1(t - \tau_1)),$$

(4.6)

if $|c_{21}| + |c_{31}| < 2$, $|c_{21}| + |c_{41}| < 2$, $|c_{31}| + |c_{41}| < 2$, $|c_{12}| + |c_{13}| < 2$, $|c_{12}| + |c_{14}| < 2$, $|c_{13}| + |c_{14}| < 2$, and

$$1 < \left( c_{12}c_{21} + c_{13}c_{31} + c_{14}c_{41} \right)^2 < 2 \quad (4.7)$$

is satisfied. Then system (4.6) has at least $j$ nonconstant periodic solutions when $\tau > \tau_j$, $j \geq 1$, and $\tau_j$ is defined in (4.5) with $f''(0) = 1$.

**4.2. Numerical simulations.** In this subsection, we give numerical simulations supporting our theoretical analysis. As an example, we consider the following system:

$$\dot{x}_1(t) = -2x_1(t) + 2\tanh(x_2(t - \tau_2)) + \tanh(x_3(t - \tau_2)) + \tanh(x_4(t - \tau_2)),$$

$$\dot{x}_2(t) = -2x_2(t) - \tanh(x_1(t - \tau_1)),$$

$$\dot{x}_3(t) = -2x_3(t) - 2\tanh(x_1(t - \tau_1)),$$

$$\dot{x}_4(t) = -2x_4(t) - \tanh(x_1(t - \tau_1)),$$

(4.8)
A BAM neural network with delays

Figure 4.1. The trajectories graphs of system (4.8) with \( \tau_1 = 5.45, \tau_2 = 6.55 \), and initial data \( x_1(t) = x_2(t) = x_3(t) = x_4(t) = 0.2, t \in [-6.55, 0] \).

which has a unique equilibrium \((0,0,0,0)\). It follows from (4.4) that \( a = 16, b = 71, c = 56, d = -144 \) since \( f'(0) = \tanh'(0) = 1 \). Thus, in this case,

\[
h(z) = z^4 + 16z^3 + 71z^2 + 56z - 144,
\]

it is easy to see that equation \( h(z) = 0 \) has only a positive root \( z_0 = 1 \), and so \( \omega_0 = 1 \). From (4.5), we have

\[
\tau_j = \arccos \left( -\frac{3}{5} \right) + 2j\pi, \quad j = 0, 1, \ldots
\]

Clearly, conditions \((H_6)\)–\((H_8)\) hold. Therefore, from Theorem 4.1, system (4.8) has at least \( j \) nonconstant periodic solutions when \( \tau > \tau_j, j \geq 1 \). From (4.10) , we can compute \( \tau_0 = 2.2143, \tau_1 = 8.4975, \tau_2 = 14.7807, \tau_3 = 21.0639, \tau_4 = 27.3470, \tau_4 = 33.6302 \). The simulations consistently show global existence of periodic solution: existence of large amplitude periodic solutions for values of \( \tau = \tau_1 + \tau_2 \) far away from \( \tau_j \). That the delays are chosen as \( \tau_1 = 5.45, \tau = 6.55 \) such that \( \tau = \tau_1 + \tau_2 \) is between the two Hopf bifurcation values \( \tau_1 = 8.4975 \) and \( \tau_2 = 14.7807 \) is shown in Figure 4.1 and the case that \( \tau_1 = 15.46 \) and \( \tau_2 = 16.78 \) is shown in Figure 4.2.
Figure 4.2. The trajectories graphs of system (4.8) with \( \tau_1 = 15.46, \tau_2 = 16.78 \), and initial data \( x_1(t) = x_2(t) = x_3(t) = x_4(t) = 0.2, t \in [-16.78, 0] \).
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