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1. Introduction

Inventory control is one of the key topics for supply chain management. Usually inventory takes the form of raw material, work in process (WIP) products, semifinished products, or finished products. Inventory cost is the main cost for supply chain management. A drop of just several percentage points of inventory cost can greatly increase the profits of the whole supply chain. In addition, sound inventory level can prevent shortage of material, maintain the continuity of the production process, and quickly satisfy customers’ demand. Thereby, exploring the optimal inventory level is very necessary and valuable for supply chain management.

To date, the following inventory control problems need to be addressed [1, 2].

(1) There are highly nonlinear models which are hard to process.
(2) There are qualitative indicators which are hard to deal with.
(3) The unchangeable indicators of inventory control lack self-adaptation.
(4) Information of inventory control models is always indirect and the collection of information is time-consuming and of low efficiency.
(5) Inventory control models always ignore the influence of uncertain factors, such as lead time, transportation conditions, and change of demand.

Considering the above problems, traditional inventory control theory is hard to meet the requirement posed by the new environment. Thanks to the uncertain feature of inventory control and the strengths of neural network in model prediction, this paper chooses to use BP neural network to establish inventory model and predict inventory level.

BP neural network is a kind of nonlinear feed forward network which has good nonlinear mapping ability. Theories have proved that BP network can approach any nonlinear mapping relationship given enough input and hidden layers while there is no necessity to establish a mathematical model. Furthermore, by learning and training, BP network can store information systematically in weight matrix $W$. In doing so, it indicates that BP network can memorize the characteristics of inventory information and at the same time can adapt to
the changes of inventory environment. In view of the features of BP neural network, it has great advantages in classification and prediction.

However, it is acknowledged that BP neural network also has such problems as slow convergence and easily converging to local minimum when forecasting. Considering the shortcomings of standard BP algorithm, this paper proposes a new fast convergent BP neural network model for predicting inventory level. By adding an error offset, this paper deduces the new chain propagation rule and the updated weight formula. The application of the improved BP neural network model to predict the inventory level of an automotive parts company shows that the improved algorithm significantly outperforms the standard algorithm and some other improved BP algorithms both on convergence rate and prediction accuracy.

This paper proceeds as follows: Section 2 has a wide review of related literature. Based on the standard BP neural network, Section 3 introduces an improved BP neural network. Section 4 applies the improved BP algorithm to predict the inventory level of an automotive parts company. Section 5 draws some conclusions according to the results.

2. Literature Review

Recently, more and more scholars have applied neural network technique to inventory control. Bansal et al. used a neural network-based data mining technique to solve the problem of inventory of a large medical distribution company [3]. Based on the neural network model described by them, a prototype was conceived with data from a large decentralized organization. The prototype was successful in reducing the total level of inventory by 50% in the organization, while maintaining the same level of probability that a particular customer’s demand would be satisfied. Shanmugasundaram et al. [4] discussed the use of neural network-based data mining and knowledge discovery techniques to optimize inventory levels in a large medical distribution company [4]. They identified the strategic data mining techniques used to address the problem of estimating the future sales of medical products using past sales data and used recurrent neural networks to predict future sales. Reyes-Aldasoro et al. adopted neural network technique to create a hybrid framework that could be utilized for analysis, modeling, and forecasting purposes [5]. The framework combined two existing approaches and introduced a new associated cost parameter that served as a surrogate for customer satisfaction. Hong et al. developed an online neural network controller that optimized a three-stage supply chain. With the inventory data feedback from an RFID system, the neural network controller minimized the total cost of the supply chain rapidly while satisfying a target order fulfillment ratio [6]. Some of these studies further proved that the neural network technique exceeded the traditional statistical technique in forecasting inventory level [7]. In fact, comparing with traditional prediction methods, neural network has its own unique advantages in processing prediction problems such as high fault tolerance, fast prediction speed, avoidance of description of complex relation between characteristic factors and object, strong adaptation, and good uncertain information processing ability [8–10].

Although there are various neural network models, BP neural network is the most widely used model because of its simple structure and strong ability to learn. In fact, it has been widely used in inventory control. Zhang et al. used the reinforcement learning technique and the BP neural network to propose a new adaptive inventory control method for supply chain management [11]. Wang proposed a neural network-based classification approach to inventory risk level of spare parts [12]. The BP algorithm for training a neural network is used to decide the weights to connections in the model. Mansur and Kuncoro cooperated to use the market basket analysis (MBA) and artificial neural network (ANN) back propagation to predict inventory level [13]. In addition, ANN Back propagation is used to predict product inventories requirements/needs for each product. Huang et al. applied back-propagation network (BPN) to evaluate the criticality class (I, II, III, and IV) of spare parts [14]. They found that the proposed BPN could successfully decrease inventory holding costs by modifying the unreasonable target service level setting which was decided by the criticality class.

The BP neural network we mentioned above is referring to the standard BP neural network. The standard BP neural network is based on the Widrow-Hoff rule and uses the gradient descent method to transfer the mapping of a set of inputs to its correct output into nonlinear optimal problems. However, the standard BP algorithm has inherent disadvantages such as slow convergence, problem of converging to local minimum, complication of system, and random network structure selection [15, 16].

Aiming at the weaknesses of standard BP neural network, scholars have made further studies and proposed different improved BP neural network models [17–25]. The improvements of BP neural network mainly incorporate two perspectives: the direct improvements on BP neural network and the improvements based on the proposals of other new theories. Usually the first perspective includes adding the momentum factor [17], varying the learning rate dynamically [18], and introducing resilient back propagation (RPROP) [19]. The second perspective usually includes the introduction of simulated annealing genetic algorithm [24] and introduction of multiple extended Kalman algorithm [25]. All of these improved BP algorithms can reduce the training time to some degree and increase the prediction accuracy. Some have even applied the improved BP algorithms to forecasting inventory level and inventory control [26, 27].

By adding an error offset to the error function, this paper puts forward a direct improvement on standard BP neural network. Based on a dataset of an automotive parts company, it proves that the improved BP algorithm not only exceeds the standard BP algorithm both on convergence rate and prediction accuracy but also outperforms some other improved BP neural networks.
3. Improvement of BP Neural Network

3.1. Standard BP Neural Network. Back-propagation algorithm or BP algorithm, one of the most widely used algorithms in artificial neural network, is a kind of supervised learning algorithm. Its main purpose is to adjust weight matrix according to the squared error between the actual output and target output. The squared error is expressed as follows:

\[ E = \frac{1}{2} \sum_{p} (d^p - y^p)^2. \]  

Here, \( p \) denotes the \( p \)th training sample, \( d^p \) denotes the target output of the \( p \)th training sample, and \( y^p \) denotes the actual output of the \( p \)th training sample. The weights to each neuron are revised according to the following delta rule:

\[ w^m_{ij} (p + 1) = w^m_{ij} (p) + \Delta w^m_{ij}. \]  

Here, \( m \) denotes the \( m \)th layer neural network and \( w_{ij} \) denotes the weight on the connection from the \( i \)th neuron in the \((m-1)\)th layer to the \( j \)th neuron in the \( m \)th layer. \( \Delta w^m_{ij} \) is expressed as follows:

\[ \Delta w^m_{ij} = -\eta \frac{\partial E}{\partial w_{ij}}. \]  

Here, \( \eta \) denotes the learning rate. By analyzing the above formula, we know that the key of BP algorithm is the calculation of \( \partial E/\partial w_{ij} \).

Suppose that \( I_j \) denotes the input of \( j \)th neuron, \( O_j \) denotes the output of \( j \)th neuron, and \( O_i \) denotes the output of \( i \)th neuron. Then, \( I_j = \sum w_{ij} O_i, O_j = f(I_j) \).

When the \( j \)th neuron is the output neuron, we have

\[ \frac{\partial E}{\partial w_{ij}} = -(d - y) * f'(I_j) * O_i. \]  

(4)

If the \( j \)th neuron is not the output node, it must be the hidden node and we have

\[ \frac{\partial E}{\partial w_{ij}} = -f'(I_j) \sum_m (d^m - y^m) f'(I_m) w_{mj}. \]  

(5)

From the above analysis, we can know that the standard BP algorithm updates the weights of its output layer and hidden layer just according to the above formula. Regarding as a part of the weights, the update of bias is quite similar to that of weights so we will not give further details about its deduction.

3.2. Improved BP Neural Network. To improve the convergence rate of standard BP algorithm, we propose a new algorithm, which can achieve the goal by adding an error offset.

The essence of BP algorithm is the forward propagation of data and backward propagation of errors. The weight value is revised according to the errors in back propagation. However, the convergence rate of standard BP algorithm is slow and often cannot satisfy the requirements when applied. Therefore, we propose a new method: adding an error offset in back propagation to greatly improve the convergence rate. The latter experiment illustrates that its effect is quite outstanding. Here, we redefine the squared error as follows:

\[ E_O = \frac{1}{2} \sum_p (d^p - y^p)^2 + \frac{1}{2} \sum_p (f^{-1}(d^p) - f^{-1}(y^p))^2, \]  

(6)

and \((1/2) \sum_p (f^{-1}(d^p) - f^{-1}(y^p))^2\) is the error offset, and what follows next is our deduction of \( \partial E_O/\partial w_{ij} \) from the revised squared error. Consider

\[ \frac{\partial E_O}{\partial w_{ij}} = \frac{\partial}{\partial w_{ij}} \left( \frac{1}{2} (d_j - y_j)^2 + \frac{1}{2} (f^{-1}(d_j) - f^{-1}(y_j))^2 \right). \]  

(7)

For the right-hand side of (7), the first half part is the same with that of standard BP algorithm. What we need to calculate is the second half part. If \( j \) is the output node, then \( y_j = O_j, f^{-1}(y_j) = I_j \). Consider

\[ \frac{\partial}{\partial w_{ij}} \left( \frac{1}{2} (f^{-1}(d_j) - f^{-1}(y_j))^2 \right) \]

\[ = -\left( f^{-1}(d_j) - I_j \right) \frac{\partial}{\partial w_{ij}} \left( f^{-1}(d_j) - I_j \right) \]

\[ = -\left( f^{-1}(d_j) - I_j \right) \frac{\partial I_j}{\partial w_{ij}} \]

\[ = -\left( f^{-1}(d_j) - I_j \right) O_i, \]

\[ \frac{\partial E_O}{\partial w_{ij}} = -(d - y) * f'(I_j) * O_i - \left( f^{-1}(d_j) - I_j \right) O_i. \]  

(8)

The new weight formula is

\[ w^m_{ij} (p + 1) = w^m_{ij} (p) \]

\[ + \eta \left[ (d - y) * f'(I_j) * O_i + \left( f^{-1}(d_j) - I_j \right) O_i \right]. \]  

(9)

If \( j \)th neuron is not the output node, then it must be the hidden node. To avoid confusion, we suppose that \( k \)th is the output layer and we have

\[ \frac{\partial}{\partial w_{kj}} \left( \frac{1}{2} (f^{-1}(d_k) - f^{-1}(y_k))^2 \right) \]

\[ = -\left( f^{-1}(d_k) - f^{-1}(y_k) \right) \frac{\partial}{\partial w_{kj}} \left( f^{-1}(d_k) - f^{-1}(y_k) \right) \]

\[ = -\left( f^{-1}(d_k) - f^{-1}(y_k) \right) \frac{\partial I_j}{\partial w_{kj}} \]

\[ \frac{\partial}{\partial w_{kj}} \left( f^{-1}(d_k) - f^{-1}(y_k) \right) = \frac{\partial}{\partial w_{kj}} f^{-1}(y_k) \]

\[ \frac{\partial}{\partial w_{kj}} f^{-1}(y_k) = \frac{\partial}{\partial w_{kj}} \left( \frac{1}{2} (d_k - y_k)^2 + \frac{1}{2} (f^{-1}(d_k) - f^{-1}(y_k))^2 \right). \]  

(10)
The new weight formula is
\[ w_{ij}^m (p + 1) \]
\[ = w_{ij}^m (p) + \eta \left[ f'(I_j) \sum_m (d^k - y^k) f'(I_m) w_{mij} \right. \]
\[ \left. + (f^{-1}(d^j) - I_k) \sum_m f'(I_j) w_{mij} * O_i \right] \]  

4. Model Construction

This paper uses the dataset of an automotive parts company to train the improved BP neural network. As we know, nowadays automobiles are comprised of lots of parts. These parts are produced on the demand of automobile manufacturers and then are sent to assembly factories to form a complete product. In this way, the whole production process of an automobile exists in the form of a supply chain. To realize the highest overall efficiency, it needs cooperation of all the suppliers, manufacturers, wholesalers, and retailers. Inventory control is an important aspect which reflects such kind of cooperation. In the following part, this paper will use the improved BP neural network to forecast the inventory level of bearings—one of the components for an automobile.

4.1. Factors Influencing Inventory Control and Selection of Sample. Usually accurate inventory level is the precondition for good inventory management. For inventory management, inventory controlling cost and customers’ service levels as well as inventory controlling quality are the main factors to estimate the inventory level. Therefore, in the design of inventory control system, we mainly use these factors to predict. They are described as follows [2].

(1) Various Costs. They are one of the main indicators to evaluate inventory control strategy. The costs mainly include all the expenses in product purchase and production as well as sales. For enterprises, analyzing inventory controlling cost can effectively reduce the overall cost of enterprises. However, inventory controlling costs include many aspects and these aspects can influence each other. Therefore, dividing inventory controlling cost in details and analyzing the accumulated data of business systems to find the main factors will be helpful for enterprises to make corresponding decisions and control all kinds of costs. The costs mainly include ordering cost, storage cost, transportation cost, and shortage cost.

(2) Demand Level. The purpose of inventory control is to best satisfy the demands. Therefore, demand is another important factor influencing inventory control. However, demand may be certain but also may be stochastic or seasonal. Demand level is positively proportional to inventory level.

(3) Supply Level. It refers to supply level of finished products of producers. It is positively proportional to inventory level.

(4) Quantity of Substitutes. It refers to the types of other parts which can substitute for the parts used. It is negatively proportional to inventory level.

(5) Lead Time. It refers to the period of time from sending the order to being ready for production. It includes the time for ordering, waiting time, preparatory time for suppliers to deliver goods, time on transportation, time for check and acceptance for warehouse entry, and time for preparation for use. It is positively proportional to inventory level.

(6) Customer Service Level. It refers to the possibility for enterprises to satisfy customers’ needs after customers propose the ordering requirements. It is negatively proportional to inventory level. The higher the customer service level goes, the lower the inventory level will be. In this case, we use 2 (very good), 1 (general), and 0 (poor) to represent the extent of the customer service level.

This paper chooses the historical data of factors which influence the safety inventory level and inventory data of bearing of an automotive parts production company in one of the middle provinces of China from March 2012 to March 2013 as a sample to train the improved BP neural network. We mainly choose 100 groups of the data to train the network and then check its prediction ability. The number of training samples cannot be too small; otherwise, the network cannot learn enough which may result in low prediction ability. However, too large samples will lead to redundancy. At this time, the network will be overfitted. Therefore, this paper chooses 100 groups of data as input to train and predict and chooses inventory level as output to establish the BP neural network model. In this case, because the system is nonlinear, the initial value plays very important role in achieving local minimum. Therefore, the input sample needs to be normalized and the purpose is to make the big input values also fall in the range with large gradients of activation function.

Before network training, we normalized the training data according to \( D_o = (\text{Max}_{D_o} - D_o)/(\text{Max}_{D_o} - \text{Min}_{D_o}) \) and made them within \([0,1]\) (see Table 1).

4.2. Network Variables. Any continuous function can be realized by a three-layer artificial neural network. Therefore, this paper adopts the three-layer BP neural network structure. When all information is input into the network, the information starts by being transmitted from input layer to hidden layer. With the work of activation function, the information is then transmitted to output layer. There are 9 input factors and the output is inventory level. The selection of variables of the network is as follows.

(1) Input Layer. The input layer includes 9 factors: storage cost (X1), ordering cost (X2), shortage cost (X3), transportation cost (X4), storage cost of parts (X5), transportation cost of parts (X6), shortage cost of parts (X7), service level (X8), and the customer service level (X9).
Table 1: Normalized data of stock-influencing factor.

<table>
<thead>
<tr>
<th>Data</th>
<th>Storage cost</th>
<th>Ordering cost</th>
<th>Shortage cost</th>
<th>Transportation cost</th>
<th>Demand level</th>
<th>Supply level</th>
<th>Quantity of substitutes</th>
<th>Waiting time</th>
<th>Service level</th>
<th>Actual inventory level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.88</td>
<td>0.94</td>
<td>1</td>
<td>0.65</td>
<td>0.8</td>
<td>0.25</td>
<td>0.00</td>
<td>0</td>
<td>0.33</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>1.00</td>
<td>1.00</td>
<td>0</td>
<td>1.00</td>
<td>1.0</td>
<td>1.00</td>
<td>0.25</td>
<td>0.25</td>
<td>0.38</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.40</td>
<td>0.31</td>
<td>0</td>
<td>0.22</td>
<td>0.0</td>
<td>0.25</td>
<td>0.58</td>
<td>0</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.08</td>
<td>0.13</td>
<td>0</td>
<td>0.43</td>
<td>0.0</td>
<td>0.00</td>
<td>0.50</td>
<td>1</td>
<td>0.13</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.40</td>
<td>0.38</td>
<td>1</td>
<td>0.65</td>
<td>0.4</td>
<td>0.00</td>
<td>0.54</td>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>6</td>
<td>0.7</td>
<td>0.60</td>
<td>0.31</td>
<td>1</td>
<td>0.74</td>
<td>0.4</td>
<td>0.00</td>
<td>0.87</td>
<td>1</td>
<td>0.38</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>0.32</td>
<td>0.13</td>
<td>1</td>
<td>0.30</td>
<td>0.2</td>
<td>0.00</td>
<td>0.37</td>
<td>1</td>
<td>0.50</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>0.20</td>
<td>0.00</td>
<td>0</td>
<td>0.00</td>
<td>0.0</td>
<td>0.00</td>
<td>0.79</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.3</td>
<td>0.00</td>
<td>0.13</td>
<td>0</td>
<td>0.13</td>
<td>0.0</td>
<td>0.25</td>
<td>1.00</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.78</td>
<td>0.63</td>
<td>1</td>
<td>0.43</td>
<td>0.4</td>
<td>0.25</td>
<td>0.08</td>
<td>1</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 2: Comparison of training convergence rate among standard algorithm, other improved algorithms, and improved algorithm of this paper.

<table>
<thead>
<tr>
<th>Parameter depiction</th>
<th>Standard BP algorithm</th>
<th>Improved BP algorithm [26]</th>
<th>Improved BP algorithm [27]</th>
<th>Improved BP algorithm of this paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum iteration times</td>
<td>9897</td>
<td>6245</td>
<td>4268</td>
<td>4432</td>
</tr>
<tr>
<td>Minimum iteration times</td>
<td>1456</td>
<td>841</td>
<td>985</td>
<td>756</td>
</tr>
<tr>
<td>Average iteration times</td>
<td>5423.4</td>
<td>2315.8</td>
<td>2013.9</td>
<td>1968.7</td>
</tr>
</tbody>
</table>

cost (X4), demand level (X5), supply level (X6), quantity of substitutes (X7), waiting time (X8), and service level (X9).

(2) Hidden Layer. Usually when there are one or two hidden layers, it has the best convergent attributes. If there is no hidden layer or there are too many hidden layers, the convergent effect is not so good. Theories have proved that networks which have deviations and at least one S-type hidden layer and one linear output layer can approach any nonlinear function. That is, a three-layer BP network with a hidden layer can approach any nonlinear function.

According to empirical formula \( h = \log_2 I \), \( h \) is the number of nodes of hidden layer and \( I \) is the number of nodes of input layer. We suppose \( h = 4 \).

(3) Output Layer. The number of nodes of output layer is the number of system objects. We choose one node as the inventory level of March 2013 to be measured.

(4) Selection of Initial Value and Threshold Value. Because both of them are two random groups of value, we choose a random value between \([-1,1]\).

(5) Selection of Expected Error and Number of Iterations. We choose 10000 as the number of iterations and the expected error is 0.1.

5. Training Process and Experimental Result

This paper uses the neural network tool package of MATLAB 7.6 to program the model for safety inventory level based on BP neural network. In the BP neural network model established in this paper, there are 9 inputs and the number of neurons is relatively large. We preliminarily set the training variables as follows: times of training are 10000, training target is 0.01, and learning rate is 0.1. The code and training result is as follows:

```matlab
net.trainParam.Epochs = 10000;
net.trainParam.goal = 0.1;
LP.lr = 0.1;
net-train(net, P, T);
```

After 1000 trainings, the training is finished.

After network finishes training, the network gets tested. We use the data of March 2013 to test. The code of prediction is as follows:

```matlab
P_test = [0.5 0.78 0.63 0.43 0.4 0.25 0.25 0.08 1];
Out = sim (net, P_test);
```

By comparing Figures 1 and 2, we can clearly see that the convergence rate of the improved algorithm is significantly faster than that of standard algorithm. We select the data from February 1, 2013, to February 20, 2013, to test. The result is as follows.

From Table 2, we can know that the improved BP algorithm is significantly better than that of standard BP algorithm on convergence rate. In addition, we also compare our improved BP algorithm with some other improved BP algorithms. The result shows that our BP algorithm also outperforms the other two improved BP algorithms mentioned in the literature review on convergence rate.
Table 3: Comparison of error among standard algorithm, other improved algorithms, and improved algorithm of this paper.

<table>
<thead>
<tr>
<th>Parameter depiction</th>
<th>Standard BP algorithm</th>
<th>Improved BP algorithm [26]</th>
<th>Improved BP algorithm [27]</th>
<th>Improved BP algorithm of this paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction set error</td>
<td>0.002687</td>
<td>0.000938</td>
<td>0.000921</td>
<td>0.000780</td>
</tr>
</tbody>
</table>

![Figure 1: Training convergence effect of improved algorithm.](image1)

![Figure 2: Training convergence effect of standard algorithm.](image2)

As prediction accuracy is concerned, from Figure 3, we can know that our improved BP algorithm exceeds significantly the standard BP algorithm.

Suppose $E = \frac{1}{2} \sum_p (d_p - y_p)^2$ is the prediction set error. From Table 3 we can clearly see that our improved BP algorithm not only exceeds the standard BP algorithm but also outperforms the other two improved BP algorithms mentioned in the literature review on prediction effect.

6. Conclusions

We conclude the following with the practical importance of our findings. First, this paper proposes a new, fast convergent BP algorithm and deduces new chain propagation rules of neural network by introducing an error offset. Secondly, this paper applies it to the prediction of inventory level of an automotive parts company and achieves good effect. From the experimental results, we can see that using neural network to predict inventory is effective. The improved BP algorithm not only significantly exceeds the standard algorithm both on convergence time and prediction effect but also outperforms some other improved BP algorithms on these two main indicators. In this sense, this paper provides a valuable reference for inventory control of supply chain. However, this paper also has limitations. There are still some problems that need to be solved such as how to decide the number of nodes of hidden layer and the optimization of whole structure of network. Apart from that, the introduction of the error offset is based on experiences. The theoretical explanation for it still needs to be further discussed. All these problems wait to be further explored in future research.

Acknowledgments

This work is supported by the NSFC (71361013 and 71163014) and The Education Department of Jiangxi Province Science and Technology Research Projects (II728).

References


Submit your manuscripts at http://www.hindawi.com