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The local fractional Laplace variational iteration method was applied to solve the linear local fractional partial differential equations. The local fractional Laplace variational iteration method is coupled by the local fractional variational iteration method and Laplace transform. The nondifferentiable approximate solutions are obtained and their graphs are also shown.

1. Introduction

Fractional calculus [1] has successfully been used to study the mathematical and physical problems arising in science and engineering. Fractional differential equations are applied to describe the dynamical systems in physics and engineering (see [2, 3]). It is one of the hot topics for finding the solutions for the fractional differential equations for scientists and engineers. There are many analytical and numerical methods for solving them, such as the spectral Legendre-Gauss-Lobatto collocation method [4], the shifted Jacobi-Gauss-Lobatto collocation method [5], the variation iteration method [6], the heat-balance integral method [7], the Adomian decomposition method [8], the finite element method [9], and the finite difference method [10].

The above methods did not deal with some nondifferentiable problems arising in mathematics and physics (see [11–13]). Local fractional calculus (see [12–14] and the cited references) is the best choice to deal with them. Some methods for solving the local fractional differential equations were suggested, such as the Cantor-type cylindrical-coordinate method [15], the local fractional variational iteration method [16, 17], the local fractional decomposition method [18], the local fractional series expansion method [19], the local fractional Laplace transform method [20], and local fractional function decomposition method [21, 22]. More recently, the coupling schemes for local fractional variational iteration method and Laplace transform were suggested in [23]. However, the results are very little. In this paper, our aim is to use the local fractional Laplace variational iteration method to solve the linear local fractional partial differential equations. The structure of the paper is suggested as follows. In Section 2 the basic theory of local fractional calculus and local fractional Laplace transform are introduced. Section 3 is devoted to the local fractional Laplace variational iteration method. In Section 4, the four examples for the local fractional partial differential equations are given. Finally, the conclusions are considered in Section 5.
2. Local Fractional Calculus and Local Fractional Laplace Transform

In this section, we present the basic theory of local fractional calculus and concepts of local fractional Laplace transform.

The local fractional derivative of \( f(x) \) of order \( \alpha \) is defined as \([12–15]\]

\[
\frac{d^\alpha f(x_0)}{dx^\alpha} = \frac{\Delta^\alpha (f(x) - f(x_0))}{(x - x_0)^\alpha},
\]

(1)

where

\[
\Delta^\alpha (f(x) - f(x_0)) \equiv \Gamma (1 + \alpha) [f(x) - f(x_0)].
\]

(2)

The local fractional integral of \( f(x) \) of order \( \alpha \) in the interval \([a, b]\) is defined as \([12–14, 16–23]\]

\[
a^{(a)}_b \int f(x) = \frac{1}{\Gamma (1 + \alpha)} \int_a^b f(t) (dt)^\alpha
\]

(3)

where the partitions of the interval \([a, b]\) are \((t_j, t_{j+1})\), with \(\Delta t = t_{j+1} - t_j = a, t_N = b, \text{ and } \Delta t = \max\{\Delta t_0, \Delta t_1, \Delta t_2, \ldots\}, j = 0, \ldots, N - 1\).

The local fractional series of nondifferentiable function used in this paper are presented as follows \([12–14]\):

\[
E_\alpha (x^\alpha) = \sum_{k=0}^{\infty} \frac{x^{k\alpha}}{\Gamma (1 + k\alpha)},
\]

\[
\sin_\alpha (x^\alpha) = \sum_{k=0}^{\infty} (-1)^k \frac{x^{(2k+1)\alpha}}{\Gamma (1 + (2k+1)\alpha)},
\]

\[
\cos_\alpha (x^\alpha) = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k\alpha}}{\Gamma (1 + 2k\alpha)},
\]

(4)

\[
\sinh_\alpha (x^\alpha) = \sum_{k=0}^{\infty} \frac{x^{(2k+1)\alpha}}{\Gamma (1 + (2k+1)\alpha)},
\]

\[
\cosh_\alpha (x^\alpha) = \sum_{k=0}^{\infty} \frac{x^{2k\alpha}}{\Gamma (1 + 2k\alpha)}.
\]

The properties of local fractional derivatives and integral of nondifferentiable functions are given by \([12, 13]\]

\[
\frac{d^\alpha}{dx^\alpha} x^{(n-1)\alpha} = \frac{x^{(n-1)\alpha}}{\Gamma (1 + (n - 1)\alpha)},
\]

\[
\frac{d^\alpha}{dx^\alpha} E_\alpha (x^\alpha) = E_\alpha (x^\alpha),
\]

\[
\frac{d^\alpha}{dx^\alpha} \sin_\alpha (x^\alpha) = \cos_\alpha (x^\alpha),
\]

\[
\frac{d^\alpha}{dx^\alpha} \cos_\alpha (x^\alpha) = -\sin_\alpha (x^\alpha),
\]

(5)

The local fractional Laplace transform is defined as \([12, 20–22]\]

\[
\tilde{L}_\alpha \{f(x)\} = \frac{1}{\Gamma (1 + \alpha)} \int_0^\infty E_\alpha (-s^\alpha) f(x) (dx)^\alpha,
\]

(6)

where \(s^\alpha = \beta^\alpha + i^\alpha \cos \alpha\) and \(Re(s^\alpha) = \beta^\alpha\).

The inverse formula of local fractional Laplace transform is defined as \([12, 20–22]\]

\[
f(x) = \tilde{L}_\alpha^{-1} \{f_s^{\alpha} (s)\} = \frac{1}{(2\pi)^\alpha} \int_{\beta-i\infty}^{\beta+i\infty} E_\alpha (s^\alpha) f_s^{\alpha} (s) (ds)^\alpha,
\]

(7)

where \(s^\alpha = \beta^\alpha + i^\alpha \cos \alpha\) and \(Re(s^\alpha) = \beta^\alpha\).

The local fractional convolution of two functions is defined as \([12, 20–22]\]

\[
f_1 (x) * f_2 (x) = \frac{1}{\Gamma (1 + \alpha)} \int_0^\infty f_1 (t) f_2 (x-t) (dt)^\alpha.
\]

(8)

The properties for local fractional Laplace transform used in the paper are given as \([12]\]

\[
\tilde{L}_\alpha \{af(x) + bg(x)\} = a\tilde{L}_\alpha \{f(x)\} + b\tilde{L}_\alpha \{g(x)\},
\]

\[
\tilde{L}_\alpha \{f^{(n\alpha)}(x)\} = s^{n\alpha} \tilde{L}_\alpha \{f(x)\}
\]

\[
- \sum_{n=0}^{\infty} \frac{s^{(k-1)\alpha} f^{(n-k)\alpha}(0)}{\Gamma (1 + k\alpha)} (0),
\]

\[
F_\alpha \{f_1 (x) * f_2 (x)\} = f_\alpha^{\alpha} \omega f_\alpha^{\alpha} \omega(\omega),
\]

(9)

\[
\tilde{L}_\alpha \{\sin_\alpha (x^\alpha)\} = \frac{\epsilon^{\alpha}}{s^{2\alpha} + \epsilon^{2\alpha}};
\]

\[
\tilde{L}_\alpha \{\cos_\alpha (x^\alpha)\} = \frac{s^{\alpha}}{s^{2\alpha} + \epsilon^{2\alpha}},
\]

\[
\tilde{L}_\alpha \{x^{\alpha} \} = \frac{\Gamma (1 + k\alpha)}{s^{(k+1)\alpha}}.
\]

3. Analysis of the Method

In this section, we introduce the idea of local fractional variational iteration method \([16, 17]\), which is coupled by
the local fractional variational iteration method and Laplace transform.

Let us consider the following nonlinear operator with local fractional derivative:

\[ L_\alpha u - N_\alpha u = 0, \quad (10) \]

where the linear local fractional differential operator denotes \( L_\alpha = (d^{\alpha} / d^{\alpha} s^{\alpha}) \) and \( u(x) \) is a source term of the nondifferential function.

Following the local fractional Laplace variational iteration method [23], we have the local fractional functional formula as follows:

\[ u^{n+1}(x) = u^n(x) + \int_0^x \left( \frac{\lambda(t)^x}{\Gamma(1 + \alpha)} \left[ L_\alpha u^n(t) - N_\alpha u^n(t) \right] \right) \, dt, \quad (11) \]

which leads to

\[ u^{n+1}(x) = u^n(x) + \int_0^x \left( \frac{\lambda(t)^x}{\Gamma(1 + \alpha)} \left[ L_\alpha u^n(t) - N_\alpha u^n(t) \right] \right) \, dt, \quad (12) \]

Using the local fractional Laplace transform, from (12), we get

\[ \tilde{L}_\alpha \{ u^{n+1}(x) \} = \tilde{L}_\alpha \{ u^n(x) \} + \frac{1}{s^{\alpha}} \tilde{L}_\alpha \left\{ \lambda(x)^{\alpha} \Gamma(1 + \alpha) \right\} \left( \tilde{L}_\alpha \{ L_\alpha u^n(x) \} - \tilde{L}_\alpha \{ N_\alpha u^n(x) \} \right). \quad (13) \]

Taking the local fractional variation [21], we obtain

\[ \delta^\alpha \left\{ \tilde{L}_\alpha \{ u^{n+1}(x) \} \right\} = \delta^\alpha \left\{ \tilde{L}_\alpha \{ u^n(x) \} \right\} + \frac{1}{s^{\alpha}} \tilde{L}_\alpha \left\{ \lambda(x)^{\alpha} \Gamma(1 + \alpha) \right\} \left\{ \delta^\alpha \left\{ \tilde{L}_\alpha \{ L_\alpha u^n(x) \} \right\} \right\}, \quad (14) \]

which leads to

\[ \delta^\alpha \left\{ \tilde{L}_\alpha \{ u^{n+1}(x) \} \right\} = \delta^\alpha \left\{ \tilde{L}_\alpha \{ u^n(x) \} \right\} \]

\[ + \frac{1}{s^{\alpha}} \tilde{L}_\alpha \left\{ \lambda(x)^{\alpha} \Gamma(1 + \alpha) \right\} \left\{ \delta^\alpha \left\{ \tilde{L}_\alpha \{ L_\alpha u^n(x) \} \right\} \right\} = 0, \quad (15) \]

where

\[ \tilde{L}_\alpha \{ L_\alpha u^n(x) \} = s^{\alpha} \tilde{L}_\alpha \{ u^n(x) \} - s^{(k-1)\alpha} u^n(0) - s^{(k-2)\alpha} u^n(a) - \cdots - s^{(k-1)\alpha} u^n(a) \quad (16) \]

\[ = s^{\alpha} \tilde{L}_\alpha \{ u^n(x) \}. \]

Hence, from (15) and (16) we get

\[ 1 + \frac{1}{s^{\alpha}} \frac{\lambda(x)^{\alpha}}{\Gamma(1 + \alpha)} s^{\alpha} = 0, \quad \text{which yields} \]

\[ \tilde{L}_\alpha \left\{ \frac{\lambda(x)^{\alpha}}{\Gamma(1 + \alpha)} \right\} = - \frac{1}{s^{\alpha}}. \quad (18) \]

Hence, we get the new iteration algorithm as follows:

\[ \tilde{L}_\alpha \{ u_{n+1}(x) \} = \tilde{L}_\alpha \{ u_n(x) \} - \frac{1}{s^{\alpha}} \tilde{L}_\alpha \left\{ (L_\alpha u_n(x) - N_\alpha u_n(x)) \right\} \]

\[ = \tilde{L}_\alpha \{ u_n(x) \} - \frac{1}{s^{\alpha}} \tilde{L}_\alpha \{ L_\alpha u_n(x) \} \]

\[ + \frac{1}{s^{\alpha}} \tilde{L}_\alpha \{ N_\alpha u_n(x) \}, \quad (19) \]

where the initial value is suggested as

\[ \frac{1}{s^{(k-1)\alpha}} u(0) + \frac{1}{s^{(k-2)\alpha}} u(a) + \cdots + u((k-1)\alpha) = 0. \quad (20) \]

Therefore, we have the local fractional series solution of (10)

\[ \tilde{L}_\alpha \{ u \} = \lim_{n \to \infty} \tilde{L}_\alpha \{ u_n \} \quad (21) \]

so that

\[ u = \lim_{n \to \infty} \tilde{L}_\alpha^{-1} \{ \tilde{L}_\alpha \{ u_n \} \}. \quad (22) \]

The above process is called the local fractional variational iteration method.

4. The Nondifferentiable Solutions for Linear Local Fractional Differential Equations

In this section, we present the examples for linear local fractional differential equations of high order.

Example 1. The local fractional differential equation is presented as

\[ \frac{\partial^{\alpha} u(x, t)}{\partial x^{\alpha}} = \frac{\partial^{\alpha} u(x, t)}{\partial x^{\alpha}}, \quad (23) \]

subject to the initial value

\[ \frac{\partial^\alpha u(0, t)}{\partial x^\alpha} = 0, \quad u(0, t) = 0. \quad (24) \]
From (19) and (23) we obtain

\[
\tilde{L}_\alpha \{u_{n+1}(x, t)\} = \tilde{L}_\alpha \{u_n(x, t)\} - \frac{1}{s^{2\alpha}} \tilde{L}_\alpha \left\{\frac{\partial^2 u_n(x, t)}{\partial x^{2\alpha}} - \frac{\partial^3 u_n(x, t)}{\partial t^{3\alpha}}\right\}
\]

\[
= \tilde{L}_\alpha \{u_n(x, t)\} - \frac{1}{s^{2\alpha}} \left\{s^{2\alpha} u_n(s, t) - s^\alpha u_n(0, t) - \frac{\partial^3 u_n(s, t)}{\partial t^{3\alpha}}\right\}
\]

= \tilde{L}_\alpha \{u_n(x, t)\} - 1

\[
\sum_{k=0}^{s(2k+1)\alpha} \frac{(-1)^k x^{2k\alpha}}{\Gamma(1+2k\alpha)} = \tilde{E}_\alpha(-t^{\alpha}) \cos^{\alpha}(x^{\alpha})
\]

(28)

and its graph is shown in Figure 1.

Therefore, the successive approximations are

\[
\tilde{L}_\alpha \{u_0(x, t)\} = u_0(s, t) = \tilde{L}_\alpha \{E_\alpha(-t^{\alpha})\} = \frac{E_\alpha(-t^{\alpha})}{s^{\alpha}}.
\]

(26)

Hence, we get

\[
u(x, t) = \lim_{n \to \infty} \tilde{F}_\alpha^{-1} \{\tilde{L}_\alpha u_n\} = E_\alpha(-t^{\alpha}) \sum_{k=0}^{n} \frac{(-1)^k x^{2k\alpha}}{s^{s(2k+1)\alpha}}
\]

(28)

and its graph is shown in Figure 1.
Example 2. We report the following local fractional partial differential equation:

\[ \frac{\partial^{2\alpha} u(x,t)}{\partial t^{2\alpha}} = \frac{\partial^{3\alpha} u(x,t)}{\partial x^{3\alpha}}. \] (29)

The initial value is given by

\[ \frac{\partial^{2\alpha} u(0,t)}{\partial x^{2\alpha}} = 0, \quad \frac{\partial^{\alpha} u(0,t)}{\partial x^{\alpha}} = E_{\alpha}(t^\alpha), \quad u(0,t) = 0. \] (30)

In view of (19) and (29) the local fractional iteration algorithm can be written as follows:

\[ \tilde{L}_{\alpha}\{u_{n+1}(x,t)\} = \tilde{L}_{\alpha}\{u_n(x,t)\} \]

\[ - \frac{1}{s^{2\alpha}} \tilde{T}_{\alpha}\left\{ \frac{\partial^{3\alpha} u_n(x,t)}{\partial x^{3\alpha}} - \frac{\partial^{2\alpha} u_n(x,t)}{\partial t^{2\alpha}} \right\} \]

\[ = \tilde{L}_{\alpha}\{u_n(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_n(s,t) - s^{2\alpha} u_n(0,t) - s^{\alpha} E_{\alpha}(t^\alpha) \\ - E_{\alpha}(t^\alpha) \end{cases} \frac{\partial^{3\alpha} u_n(s,t)}{\partial t^{3\alpha}} \]

\[ = \tilde{L}_{\alpha}\{u_n(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_n(s,t) - s^{\alpha} u_n(0,t) - \frac{\partial^{3\alpha} u_n(s,t)}{\partial t^{3\alpha}} \end{cases}, \]

where the initial value is

\[ \tilde{L}_{\alpha}\{u_0(x,t)\} = u_0(s,t) \]

\[ = \tilde{L}_{\alpha}\left\{ \frac{x^\alpha}{1(1+\alpha)} E_{\alpha}(t^\alpha) \right\} = \frac{E_{\alpha}(t^\alpha)}{s^{3\alpha}}. \] (32)

Making use of (31) and (32), the successive approximate solutions are shown as follows:

\[ \tilde{L}_{\alpha}\{u_1(x,t)\} \]

\[ = \tilde{L}_{\alpha}\{u_0(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_0(s,t) - s^{\alpha} u_0(0,t) - \frac{\partial^{3\alpha} u_0(s,t)}{\partial t^{3\alpha}} \end{cases} \]

\[ = \tilde{L}_{\alpha}\{u_0(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_0(s,t) - s^{\alpha} E_{\alpha}(t^\alpha) - \frac{\partial^{3\alpha} u_0(s,t)}{\partial t^{3\alpha}} \end{cases} \]

\[ = \frac{E_{\alpha}(t^\alpha)}{s^{2\alpha}} + \frac{E_{\alpha}(t^\alpha)}{s^{5\alpha}} \]

\[ \tilde{L}_{\alpha}\{u_2(x,t)\} \]

\[ = \tilde{L}_{\alpha}\{u_1(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_1(s,t) - s^{\alpha} u_1(0,t) - \frac{\partial^{3\alpha} u_1(s,t)}{\partial t^{3\alpha}} \end{cases} \]

\[ = \frac{E_{\alpha}(t^\alpha)}{s^{2\alpha}} + \frac{E_{\alpha}(t^\alpha)}{s^{5\alpha}} + \frac{E_{\alpha}(t^\alpha)}{s^{11\alpha}} \]

\[ \tilde{L}_{\alpha}\{u_3(x,t)\} \]

\[ = \tilde{L}_{\alpha}\{u_2(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_2(s,t) - s^{\alpha} u_2(0,t) - \frac{\partial^{3\alpha} u_2(s,t)}{\partial t^{3\alpha}} \end{cases} \]

\[ = \frac{E_{\alpha}(t^\alpha)}{s^{2\alpha}} + \frac{E_{\alpha}(t^\alpha)}{s^{5\alpha}} + \frac{E_{\alpha}(t^\alpha)}{s^{11\alpha}} + \frac{E_{\alpha}(t^\alpha)}{s^{17\alpha}} \]

\[ \tilde{L}_{\alpha}\{u_4(x,t)\} \]

\[ = \tilde{L}_{\alpha}\{u_3(x,t)\} \]

\[ - \frac{1}{s^{3\alpha}} \begin{cases} s^{3\alpha} u_3(s,t) - s^{\alpha} u_3(0,t) - \frac{\partial^{3\alpha} u_3(s,t)}{\partial t^{3\alpha}} \end{cases} \]
\[ E_\alpha(t^\alpha) = \sum_{k=0}^{\infty} \frac{1}{s^{(3k+2)\alpha}} \]

\[ = E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{5\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{8\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{11\alpha}} + \ldots \]

\[ \therefore \]

\[ L_\alpha \{ u_n(x,t) \} = L_\alpha \{ u_{n-1}(x,t) \} - \frac{1}{s^{3\alpha}} \left[ s^{3\alpha} u_{n-1}(s,t) - \frac{\partial^{3\alpha} u_{n-1}(s,t)}{\partial t^{3\alpha}} \right] \]

\[ = E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{5\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{8\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{11\alpha}} + \ldots \]

Therefore, the nondifferentiable solution of (29) reads

\[ u(x,t) = \lim_{n \to \infty} L_\alpha^{-1} \{ L_\alpha u_n \} \]

\[ = \lim_{n \to \infty} L_\alpha^{-1} \left\{ E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{5\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{8\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{11\alpha}} + \ldots \right\} \]

\[ = E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} \sum_{k=0}^{\infty} \frac{1}{s^{(3k+2)\alpha}} \]

(33)

Example 3. The following local fractional partial differential equation

\[ \frac{\partial^{2\alpha} u(x,t)}{\partial t^{2\alpha}} - \frac{\partial^{2\alpha} u(x,t)}{\partial x^{2\alpha}} = 0 \]  

(35)

is considered and its initial value is

\[ \frac{\partial^{3\alpha} u(0,t)}{\partial x^{3\alpha}} = E_\alpha(t^\alpha), \quad \frac{\partial^{2\alpha} u(0,t)}{\partial x^{2\alpha}} = 0, \quad \frac{\partial^{\alpha} u(0,t)}{\partial x^{\alpha}} = 0, \quad u(0,t) = 0. \]

(36)

Making use of (19) and (35) the local fractional iteration algorithm reads

\[ L_\alpha \{ u_{n+1}(x,t) \} = L_\alpha \{ u_n(x,t) \} \]

\[ - \frac{1}{s^{3\alpha}} \left[ \frac{\partial^{3\alpha} u_n(x,t)}{\partial x^{3\alpha}} - \frac{\partial^{2\alpha} u_n(x,t)}{\partial t^{2\alpha}} \right] \]

\[ = L_\alpha \{ u_n(x,t) \} \]

\[ - \frac{1}{s^{3\alpha}} \left[ s^{3\alpha} u_n(s,t) - s^{3\alpha} u_n(0,t) - \frac{\partial^{3\alpha} u_n(s,t)}{\partial t^{3\alpha}} \right] \]

\[ - \frac{1}{s^{3\alpha}} \left[ -s^{2\alpha} u_n(2\alpha)(0,t) - \frac{\partial^{2\alpha} u_n(s,t)}{\partial t^{2\alpha}} \right] \]

\[ = L_\alpha \{ u_n(x,t) \} \]

\[ - \frac{1}{s^{3\alpha}} \left[ s^{3\alpha} u_n(s,t) - u_n^{(3\alpha)}(0,t) - \frac{\partial^{3\alpha} u_n(s,t)}{\partial t^{3\alpha}} \right] \]

\[ = L_\alpha \{ u_n(x,t) \} \]

\[ - \frac{1}{s^{3\alpha}} \left[ s^{3\alpha} u_n(s,t) - u_n^{(3\alpha)}(0,t) - \frac{\partial^{3\alpha} u_n(s,t)}{\partial t^{3\alpha}} \right], \]

(37)

where the initial value is suggested as

\[ L_\alpha \{ u_0(x,t) \} = u_0(s,t) \]

\[ = L_\alpha \left\{ \frac{x^{3\alpha}}{\Gamma(1+3\alpha)} E_\alpha(t^\alpha) \right\} = E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} \sum_{k=0}^{\infty} \frac{1}{s^{(3k+2)\alpha}} \]

(34)

(38)

From (38) we have the successive approximations as follows:

\[ L_\alpha \{ u_1(x,t) \} \]

\[ = L_\alpha \{ u_0(x,t) \} \]

\[ - \frac{1}{s^{3\alpha}} \left[ s^{3\alpha} u_0(s,t) - u_0^{(3\alpha)}(0,t) - \frac{\partial^{3\alpha} u_0(s,t)}{\partial t^{3\alpha}} \right] \]

\[ = E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} + E_\alpha(t^\alpha) \frac{n}{s^{5\alpha}} \]

\[ = E_\alpha(t^\alpha) \frac{n}{s^{2\alpha}} \sum_{k=0}^{\infty} \frac{1}{s^{(3k+2)\alpha}}, \]

(33)
\[\tilde{L}_\alpha \{u_3(x, t)\}\]
\[= \tilde{L}_\alpha \{u_2(x, t)\}\]
\[-\frac{1}{s^{3\alpha}} \left\{ s^{3\alpha} u_3(s, t) - u_2^{(3\alpha)}(0, t) - \frac{\partial^{3\alpha} u_2(s, t)}{\partial t^{3\alpha}} \right\}\]
\[= E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha)\]
\[= E_\alpha (t^\alpha) \sum_{k=0}^{n} \frac{1}{s^{(k+1)\alpha}}\]
\[\tilde{L}_\alpha \{u_4(x, t)\}\]
\[= \tilde{L}_\alpha \{u_3(x, t)\}\]
\[-\frac{1}{s^{3\alpha}} \left\{ s^{3\alpha} u_3(s, t) - u_3^{(3\alpha)}(0, t) - \frac{\partial^{3\alpha} u_3(s, t)}{\partial t^{3\alpha}} \right\}\]
\[= E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha)\]
\[= E_\alpha (t^\alpha) \sum_{k=0}^{n} \frac{1}{s^{(k+1)\alpha}}\]
\[\vdots\]
\[\tilde{L}_\alpha \{u_n(x, t)\}\]
\[= \tilde{L}_\alpha \{u_{n-1}(x, t)\}\]
\[-\frac{1}{s^{3\alpha}} \left\{ s^{3\alpha} u_{n-1}(s, t) - u_{n-1}^{(3\alpha)}(0, t) - \frac{\partial^{3\alpha} u_{n-1}(s, t)}{\partial t^{3\alpha}} \right\}\]
\[= E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha) + E_\alpha (t^\alpha)\]
\[= E_\alpha (t^\alpha) \sum_{k=0}^{n} \frac{1}{s^{(k+1)\alpha}}\]

Hence, the approximate solution of (35) is given by
\[u(x, t) = \lim_{n \to \infty} \frac{1}{\tilde{L}_\alpha \{u_n\}}\]
\[= \lim_{n \to \infty} \frac{1}{\tilde{L}_\alpha \{u_n\}} \left\{ E_\alpha (t^\alpha) \sum_{k=0}^{n} \frac{1}{s^{(k+1)\alpha}} \right\}\]
\[= E_\alpha (t^\alpha) \sum_{k=0}^{n} \frac{1}{s^{(k+1)\alpha}}\]

and its graph is presented in Figure 3.

5. Conclusions

Local fractional calculus was successfully applied to deal with the nondifferentiable problems arising in mathematical physics. In this work we considered the coupling method of the local fractional variational iteration method and Laplace transform to solve the linear local fractional partial differential equations and their nondifferentiable solutions were obtained. The results are efficient implement of the local fractional Laplace variational iteration method to solve the partial differential equations with local fractional derivative.
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