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Abstract. 
This paper studies a discrete-time N-policy Geo/G/1 queueing system with feedback and repairable server. With a probabilistic analysis method and renewal process theory, the steady-state system size distribution is derived. Further, the steady-state system size distribution derived in this work is extremely suitable for numerical calculations. Numerical example illustrates the important application of steady-state system size distribution in system capacity design for a network access proxy system.


1. Introduction 
Over the past years, the analysis of discrete-time queueing systems has received more attention in the literatures. This is because the discrete-time queues are more appropriate than their continuous-time counterparts in their applicability for many computer and communication systems in which time is divided into fixed-length time intervals (for details, e.g., see [1–4]).
It is well known that the N-policy introduced by Yadin and Naor [5] is very important in the theory and applications of queueing models. For detailed overviews of the continuous-time queues with N-policy, the reader is referred to an excellent survey by Tadj and Choudhury [6]. Related works on the discrete-time queues with N-policy can be found in [7, 8]. Recently, Wei et al. [9] studied the transient and equilibrium properties of the queue length for an N-policy Geo/G/1 queue with variable input rate and indicated that the stochastic decomposition property no longer holds. Wang [10] considered a random N-policy Geo/G/1 queue with start-up and closedown times and obtained analytic solutions of system size, lengths of state periods, and sojourn time. As far as known to the authors, very few papers about discrete-time N-policy queueing systems are available.
Feedback was introduced by Takács [11] and since then many papers have appeared about this topic on continuous-time case (see, e.g., [12–14]). Atencia and Moreno [15] first extended the study to the discrete-time Ge
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/1 retrial queue. The phenomenon of feedback has many practical applications, for example, in telecommunication systems where messages that produce errors at the destination are sent again, in a call center where customers may call again (repeat their service) if their problems are not completely solved after the service and so forth. However, relative to continuous-time feedback queues, their discrete-time counterparts received very little attention in the literature.
A remarkable phenomenon in a queueing system is its server breakdown. For instance, in computer systems, the machine may be subject to scheduled backups and unforeseeable failures. Queues with server breakdowns can also be called repairable queues. For only the studies on discrete-time repairable queues, the reader may refer to Wang and Zhang [16], Tang et al. [17], and Liu and Gao [18].
However, only very few works in the literature concerned with N-policy queues with feedback and repairable server have been done. Particularly, the researches of the discrete-time N-policy queues with feedback and repairable server are not found. Further, in most works of the N-policy queue, the probability generating function (PGF) of steady-state system size distribution rather than steady-state system size distribution was obtained. In this paper, we investigate a discrete-time N-policy Geo/G/1 queueing system with feedback and repairable server. With a probability analysis method and renewal process theory, we derive the steady-state system size distribution. It is noted that the steady-state system size distribution derived in this paper is quite suitable for numerical calculations. What is more, numerical examples illustrate the applications of steady-state system size distribution in system capacity design for a network access proxy system.
The rest of the paper is organized as follows. The next section presents the model assumptions and some preliminaries. In Section 3 we discuss the transient system size distribution and derive the steady-state system size distribution and its PGF. Section 4 numerically shows the important application of system size distribution in system capacity for a network access proxy system. Conclusions are finally drawn in Section 5.
2. Assumptions and Preliminaries
We consider the following discrete-time N-policy Geo/
	
		
			

				𝐺
			

		
	
/1 queueing system with Bernoulli feedback and repairable server.
(1) Let the time axis be slotted into intervals of equal length with the length of a slot being one unit. To be more specific, let the time axis be marked by 
	
		
			
				0
				,
				1
				,
				…
				,
				𝑛
				,
				…
			

		
	
. Here we discuss the model for a late arrival system with delayed access (LAS-DA) and therefore a potential arrival takes place in 
	
		
			
				(
				𝑛
			

			

				−
			

			
				,
				𝑛
				)
			

		
	
 and a potential departure occurs in 
	
		
			
				(
				𝑛
				,
				𝑛
			

			

				+
			

			

				)
			

		
	
; for details, see Hunter [19]. The various time epochs involved in our model can be viewed through a self-explanatory figure (see Figure 1). The interarrival times between customers, 
	
		
			
				{
				𝜏
			

			

				𝑖
			

			
				,
				𝑖
				≥
				1
				}
			

		
	
, are independent identically distributed (i.i.d.) random variables with a geometric distribution 
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				0
				<
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Figure 1: Various time epochs in a late arrival system with delayed access.


(2) When there are 
	
		
			
				𝑁
				(
				𝑁
				≥
				1
				)
			

		
	
 customers present in system the server begins to serve in the first-come, first-served (FCFS) order until no customer is present. The service times, 
	
		
			
				{
				𝜒
			

			

				𝑛
			

			
				,
				𝑛
				≥
				1
				}
			

		
	
, are i.i.d. random variables having distribution 
	
		
			

				𝑔
			

			

				𝑗
			

			
				=
				𝑃
				{
				𝜒
			

			

				𝑛
			

			
				=
				𝑗
				}
			

		
	
, 
	
		
			
				𝑗
				≥
				1
			

		
	
, with PGF 
	
		
			
				∑
				𝐺
				(
				𝑧
				)
				=
			

			
				∞
				𝑗
				=
				1
			

			

				𝑔
			

			

				𝑗
			

			

				𝑧
			

			

				𝑗
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, and mean 
	
		
			

				𝜇
			

		
	
. The customer whose service has been just finished comes back to the queue with probability 
	
		
			
				1
				−
				𝜃
			

		
	
 (
	
		
			
				0
				<
				𝜃
				≤
			

		
	
1) waiting for the next service or leaves forever with probability 
	
		
			

				𝜃
			

		
	
.
(3) The server may fail when and only when it is serving a customer. The failed server will be repaired immediately. After repair, the server is as good as new and continues to serve the customer whose service has not been finished yet. We assume that the service time for a customer is cumulative.
(4) The lifetime of server has a geometric distribution with parameter 
	
		
			

				𝛼
			

		
	
, and its repair time 
	
		
			

				𝑌
			

		
	
 obeys an arbitrary distribution 
	
		
			

				𝑦
			

			

				𝑗
			

			
				=
				𝑃
				{
				𝑌
				=
				𝑗
				}
			

		
	
, 
	
		
			
				𝑗
				≥
				1
			

		
	
 with PGF 
	
		
			
				∑
				𝑦
				(
				𝑧
				)
				=
			

			
				∞
				𝑗
				=
				1
			

			

				𝑦
			

			

				𝑗
			

			

				𝑧
			

			

				𝑗
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, and a mean repair time 
	
		
			

				𝛽
			

		
	
.
(5) All random variables are mutually independent. At the initial time 
	
		
			

				0
			

			

				+
			

		
	
, the server begins to serve when the number of customers present in the system 
	
		
			
				𝑁
				(
				0
			

			

				+
			

			
				)
				>
				0
			

		
	
 or the server is idle and waits for the first arrival when 
	
		
			
				𝑁
				(
				0
			

			

				+
			

			
				)
				=
				0
			

		
	
. After the first busy period, the server will take an N-policy.
Remark 1. Throughout this paper, we adopt the following notations. 
	
		
			
				𝐸
				(
				𝑋
				)
			

		
	
 is the mean of random variable 
	
		
			

				𝑋
			

		
	
. 
	
		
			
				𝑃
				(
				𝑄
				)
			

		
	
 is the probability of event 
	
		
			

				𝑄
			

		
	
. 
	
		
			
				𝑁
				(
				𝑛
			

			

				+
			

			

				)
			

		
	
 denotes the system size at epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
. 
	
		
			

				𝐶
			

			
				𝑘
				𝑙
			

			
				=
				𝑙
				!
				/
				𝑘
				!
				(
				𝑙
				−
				𝑘
				)
				!
			

		
	
, 
	
		
			
				0
				≤
				𝑘
				≤
				𝑙
			

		
	
. 
	
		
			
				
			
			
				𝑝
				=
				1
				−
				𝑝
			

		
	
. 
	
		
			
				𝑓
				(
				𝑧
				)
				=
				𝑝
				𝑧
				/
				(
				1
				−
			

			
				
			
			
				𝑝
				𝑧
				)
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
.
Definition 2. The “generalized service time of a customer” 
	
		
			

				∼
			

			

				𝜒
			

		
	
 denotes the time interval from the time when the server begins to serve a customer until the service of this customer ends, which includes some possible repair times of the server due to its failures in the process of serving this customer.
Lemma 3 (see [17]).  The PGF and the mean of 
	
		
			

				∼
			

			

				𝜒
			

		
	
 are given, respectively, by
							
	
 		
 			
				(
				1
				)
			
 		
	

	
		
			

				∼
			

			
				𝐺
				(
				𝑧
				)
				=
			

			

				∞
			

			

				
			

			
				𝑗
				=
				1
			

			
				𝑃
				
			

			

				∼
			

			
				
				𝑧
				𝜒
				=
				𝑗
			

			

				𝑗
			

			
				[
				]
				𝐸
				
				=
				𝐺
				𝑧
				𝛼
				𝑦
				(
				𝑧
				)
				+
				𝑧
				(
				1
				−
				𝛼
				)
				,
				|
				𝑧
				|
				<
				1
				,
			

			

				∼
			

			
				𝜒
				
				=
				d
			

			

				∼
			

			
				𝐺
				(
				𝑧
				)
			

			
				
			
			
				|
				|
				|
				|
				|
				d
				𝑧
			

			
				𝑧
				=
				1
			

			
				=
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				,
			

		
	

						where 
	
		
			
				𝐺
				(
				𝑧
				)
			

		
	
 and 
	
		
			
				𝑦
				(
				𝑧
				)
			

		
	
 are given by assumptions (2) and (4).
For customer 
	
		
			

				𝑛
			

		
	
, let 
	
		
			

				Ω
			

			

				𝑛
			

		
	
, 
	
		
			
				
				𝜒
			

			

				𝑛
			

		
	
, and 
	
		
			

				∼
			

			

				𝜒
			

			

				i
			

			

				𝑛
			

		
	
 denote total generalized service number, total generalized service time, and the 
	
		
			

				𝑖
			

		
	
th generalized service time before departure, respectively. Then it follows from assumption (2) that 
	
		
			
				𝑃
				(
				Ω
			

			

				𝑛
			

			
				=
				𝑘
				)
				=
				𝜃
				(
				1
				−
				𝜃
				)
			

			
				𝑘
				−
				1
			

		
	
, 
	
		
			
				𝑘
				≥
				1
			

		
	
, and 
	
		
			
				
				𝜒
			

			

				𝑛
			

			
				=
				∑
			

			

				Ω
			

			

				𝑛
			

			
				∼
				𝑖
				=
				1
			

			

				𝜒
			

			
				𝑖
				𝑛
			

			
				,
				𝑛
				≥
				1
			

		
	
, are i.i.d. random variables, where 
	
		
			

				∼
			

			

				𝜒
			

			
				𝑖
				𝑛
			

			
				,
				𝑖
				,
				𝑛
				≥
				1
			

		
	
, are mutually independent with the same distribution as 
	
		
			

				∼
			

			

				𝜒
			

			

				𝑛
			

			
				,
				𝑛
				≥
				1
			

		
	
.
Lemma 4.  Let 
	
		
			
				̂
				𝑔
			

			

				𝑗
			

			
				=
				𝑃
				(
				
				𝜒
				=
				𝑗
				)
			

		
	
, 
	
		
			
				𝑗
				≥
				1
			

		
	
, be the distribution of total generalized service time 
	
		
			
				
				𝜒
			

		
	
 for one customer before departure. Then one gets
							
	
 		
 			
				(
				2
				)
			
 		
	

	
		
			
				̂
				𝑔
			

			

				𝑗
			

			
				⎧
				⎪
				⎨
				⎪
				⎩
				=
				𝑃
			

			

				Ω
			

			

				𝑛
			

			

				
			

			
				∼
				𝑖
				=
				1
			

			

				𝜒
			

			
				𝑖
				𝑛
			

			
				⎫
				⎪
				⎬
				⎪
				⎭
				=
				=
				𝑗
			

			

				𝑗
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝜃
				(
				1
				−
				𝜃
				)
			

			
				𝑘
				−
				1
			

			
				𝑃
				
			

			

				𝑘
			

			

				
			

			
				∼
				𝑖
				=
				1
			

			

				𝜒
			

			
				𝑖
				𝑛
			

			
				
				
				=
				𝑗
				,
				𝑗
				≥
				1
				,
				𝐺
				(
				𝑧
				)
				=
			

			

				∞
			

			

				
			

			
				𝑗
				=
				1
			

			
				̂
				𝑔
			

			

				𝑗
			

			

				𝑧
			

			

				𝑗
			

			
				=
				𝜃
			

			

				∼
			

			
				𝐺
				(
				𝑧
				)
			

			
				
			
			
				1
				−
				(
				1
				−
				𝜃
				)
			

			

				∼
			

			
				𝐺
				𝐸
				
				
				=
				d
				
				(
				𝑧
				)
				,
				|
				𝑧
				|
				<
				1
				,
				
				𝜒
				𝐺
				(
				𝑧
				)
			

			
				
			
			
				|
				|
				|
				|
				d
				𝑧
			

			
				𝑧
				=
				1
			

			
				=
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
			

			
				
			
			
				𝜃
				,
			

		
	

						where 
	
		
			

				∼
			

			
				𝐺
				(
				𝑧
				)
			

		
	
 is given by Lemma 3.
Definition 5. The “server busy period” denotes the time interval from the time when the server begins to serve a customer until the system becomes empty, which contains some possible repair times of server due to its failures in the process of service.
Let 
	
		
			

				𝑏
			

		
	
 denote the server busy period initiated with one customer, and its PGF is 
	
		
			
				∑
				𝑏
				(
				𝑧
				)
				=
			

			
				∞
				𝑗
				=
				0
			

			
				𝑃
				(
				𝑏
				=
				𝑗
				)
				𝑧
			

			

				𝑗
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
. According to [20], the following lemma holds.
Lemma 6.  
	
		
			
				𝑏
				(
				𝑧
				)
			

		
	
 satisfies the equation 
	
		
			
				
				𝑏
				(
				𝑧
				)
				=
				𝐺
				[
				(
				1
				−
				𝑝
				)
				𝑧
				+
				𝑝
				𝑏
				(
				𝑧
				)
				𝑧
				]
			

		
	
, and
							
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			
				⎧
				⎪
				⎨
				⎪
				⎩
				𝐸
				(
				𝑏
				)
				=
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
			

			
				
			
			
				𝜃
				−
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				,
				𝜌
				<
				1
				,
				∞
				,
				𝜌
				≥
				1
				,
			

		
	

						where 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
			

		
	
 is the traffic intensity of the considered queueing system.
The server busy period initiated with 
	
		
			

				𝑖
			

		
	
 customers is denoted by 
	
		
			

				𝑏
			

			
				⟨
				𝑖
				⟩
			

		
	
. Then, 
	
		
			

				𝑏
			

			
				⟨
				𝑖
				⟩
			

		
	
 can be expressed as 
	
		
			

				𝑏
			

			
				⟨
				𝑖
				⟩
			

			
				=
				𝜁
			

			

				1
			

			
				+
				⋯
				+
				𝜁
			

			

				𝑖
			

		
	
, where 
	
		
			

				𝜁
			

			

				1
			

			
				,
				…
				,
				𝜁
			

			

				𝑖
			

		
	
 are independent of each other and have the same distribution as 
	
		
			

				𝑏
			

		
	
. Thus the PGF of 
	
		
			

				𝑏
			

			
				⟨
				𝑖
				⟩
			

		
	
 is 
	
		
			

				𝑏
			

			

				𝑖
			

			
				(
				𝑧
				)
			

		
	
.
Definition 7. The “system idle period" denotes the time interval from the time the system becomes empty until the first customer arrives and enters the system.
Definition 8. The “server idle period” denotes the time interval from the time the system becomes empty until the server begins to serve the first customer.
Let 
	
		
			

				𝐼
			

			

				𝑗
			

		
	
, 
	
		
			

				𝑙
			

			

				𝑗
			

		
	
, and 
	
		
			

				𝑏
			

			

				𝑗
			

		
	
 denote the 
	
		
			

				𝑗
			

		
	
th system idle period, server idle period, and server busy period initiated with the initial state 
	
		
			
				𝑁
				(
				0
			

			

				+
			

			
				)
				(
				≥
				0
				)
			

		
	
, respectively; then, from the system assumptions, 
	
		
			
				{
				𝐼
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
				}
			

		
	
, 
	
		
			
				{
				𝑙
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
				}
			

		
	
, and 
	
		
			
				{
				𝑏
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
				}
			

		
	
 are independent random variables, respectively. Further, 
	
		
			
				{
				𝐼
			

			

				𝑘
			

			
				,
				𝑘
				≥
				1
				}
			

		
	
 follow an identical geometric distribution with mean 
	
		
			
				1
				/
				𝑝
			

		
	
. For 
	
		
			
				{
				𝑙
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
				}
			

		
	
 and 
	
		
			
				{
				𝑏
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
				}
			

		
	
, the following is observed from assumption (5).
(i) If 
	
		
			
				𝑁
				(
				0
			

			

				+
			

			
				)
				=
				0
			

		
	
, then
						
	
 		
 			
				(
				4
				)
			
 		
	

	
		
			

				𝑙
			

			

				𝑗
			

			
				=
				
				𝐼
			

			

				1
			

			
				𝐼
				,
				𝑗
				=
				1
				,
			

			

				𝑗
			

			
				+
				𝜏
			

			

				1
			

			
				+
				⋯
				+
				𝜏
			

			
				𝑁
				−
				1
			

			
				𝑏
				,
				𝑗
				≥
				2
				,
			

			

				𝑗
			

			
				=
				
				𝑏
				𝑏
				,
				𝑗
				=
				1
				,
			

			
				⟨
				𝑁
				⟩
			

			
				,
				𝑗
				≥
				2
				.
			

		
	

					In this case, for 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, the PGFs of 
	
		
			

				𝑙
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
			

		
	
 and 
	
		
			

				𝑏
			

			

				𝑗
			

			
				,
				𝑗
				≥
				1
			

		
	
 are given, respectively, by
						
	
 		
 			
				(
				5
				)
			
 		
	

	
		
			

				∞
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑃
				
				𝑙
			

			

				𝑗
			

			
				
				𝑧
				=
				𝑘
			

			

				𝑘
			

			
				=
				
				𝑓
				𝑓
				(
				𝑧
				)
				,
				𝑗
				=
				1
				,
			

			

				𝑁
			

			
				(
				𝑧
				)
				,
				𝑗
				≥
				2
				,
			

			

				∞
			

			

				
			

			
				𝑘
				=
				1
			

			
				𝑃
				
				𝑏
			

			

				𝑗
			

			
				
				𝑧
				=
				𝑘
			

			

				𝑘
			

			
				=
				
				𝑏
				𝑏
				(
				𝑧
				)
				,
				𝑗
				=
				1
				,
			

			

				𝑁
			

			
				(
				𝑧
				)
				,
				𝑗
				≥
				2
				,
			

		
	

					where 
	
		
			
				𝑓
				(
				𝑧
				)
				=
				𝑝
				𝑧
				/
				(
				1
				−
			

			
				
			
			
				𝑝
				𝑧
				)
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, 
	
		
			
				
			
			
				𝑝
				=
				1
				−
				𝑝
			

		
	
.
(ii) If 
	
		
			
				𝑁
				(
				0
			

			

				+
			

			
				)
				>
				0
			

		
	
, then 
	
		
			

				𝑙
			

			

				𝑗
			

			
				=
				𝐼
			

			

				𝑗
			

			
				+
				𝜏
			

			

				1
			

			
				+
				⋯
				+
				𝜏
			

			
				𝑁
				−
				1
			

		
	
 and 
	
		
			

				𝑏
			

			

				𝑗
			

			
				=
				𝑏
			

			
				⟨
				𝑁
				⟩
			

		
	
, 
	
		
			
				𝑗
				≥
				1
			

		
	
. Thus, the PGFs of 
	
		
			

				𝑙
			

			

				𝑗
			

		
	
 and 
	
		
			

				𝑏
			

			

				𝑗
			

			
				𝑗
				≥
				1
			

		
	
 are 
	
		
			

				𝑓
			

			

				𝑁
			

			
				(
				𝑧
				)
			

		
	
 and 
	
		
			

				𝑏
			

			

				𝑁
			

			
				(
				𝑧
				)
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, respectively.
Lemma 9 (see [19]).  If 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, 
	
		
			

				𝑐
			

			

				𝑛
			

			
				>
				0
			

		
	
, and 
	
		
			
				∑
				𝑐
				(
				𝑧
				)
				=
			

			
				∞
				𝑛
				=
				0
			

			

				𝑐
			

			

				𝑛
			

			

				𝑧
			

			

				𝑛
			

		
	
, then 
							
	
 		
 			
				(
				6
				)
			
 		
	

	
		
			
				l
				i
				m
			

			
				𝑧
				↑
				1
			

			
				(
				1
				−
				𝑧
				)
				𝑐
				(
				𝑧
				)
				=
				𝑐
				<
				∞
				⟺
				l
				i
				m
			

			
				𝑛
				→
				∞
			

			

				1
			

			
				
			
			

				𝑛
			

			

				𝑛
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑐
			

			

				𝑘
			

			
				=
				𝑐
				<
				∞
				.
			

		
	

Lemma 10 (see [19]).  If 
	
		
			
				l
				i
				m
			

			
				𝑛
				→
				∞
			

			

				𝑐
			

			

				𝑛
			

			
				=
				𝑐
				<
				∞
			

		
	
, then 
	
		
			
				l
				i
				m
			

			
				𝑛
				→
				∞
			

			
				∑
				(
				1
				/
				𝑛
				)
			

			
				𝑛
				𝑘
				=
				1
			

			

				𝑐
			

			

				𝑘
			

			
				=
				𝑐
			

		
	
.
3. Analysis of System Size Distribution 
In this section, above all, we will discuss the system size distribution at any epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
 in server busy period 
	
		
			

				𝑏
			

		
	
. Next, the PGF of transient system size distribution at any epochs 
	
		
			

				𝑛
			

			

				+
			

		
	
 is obtained. Finally, the steady-state system size distribution is derived.
3.1. Transient System Size Distribution in Server Busy Period 
	
		
			

				𝑏
			

		
	

Let 
	
		
			

				𝑄
			

			

				𝑗
			

			
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑃
				{
				𝑏
				>
				𝑛
			

			

				+
			

			
				,
				𝑁
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑗
				}
			

		
	
, 
	
		
			
				𝑗
				≥
				1
			

		
	
, denote transient system size distribution at epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
 in server busy period 
	
		
			

				𝑏
			

		
	
 and 
	
		
			

				𝑞
			

			
				+
				𝑗
			

			
				∑
				(
				𝑧
				)
				=
			

			
				∞
				𝑛
				=
				0
			

			

				𝑄
			

			

				𝑗
			

			
				(
				𝑛
			

			

				+
			

			
				)
				𝑧
			

			

				𝑛
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
; then Theorem 11 follows.
Theorem 11.  For 
	
		
			
				𝑗
				≥
				1
			

		
	
 and 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
,
									
	
 		
 			
				(
				7
				)
			
 		
	

	
		
			

				𝑞
			

			
				+
				𝑗
			

			
				1
				(
				𝑧
				)
				=
			

			
				
			
			
				
				𝐺
				
			

			
				
			
			
				
				×
				
				𝑝
				𝑧
			

			

				∞
			

			

				
			

			
				𝑛
				=
				𝑗
				−
				1
			

			

				𝑧
			

			

				𝑛
			

			

				𝐶
			

			
				𝑛
				𝑗
				−
				1
			

			

				𝑝
			

			
				𝑗
				−
				1
			

			
				
			
			

				𝑝
			

			
				∞
				𝑛
				−
				𝑗
				+
				1
			

			

				
			

			
				𝑘
				=
				𝑛
				+
				1
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				+
			

			
				𝑗
				−
				1
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑖
			

			
				(
				𝑧
				)
			

			
				
			
			

				𝑏
			

			
				𝑖
				+
				1
			

			
				×
				
				
				𝐺
				
				(
				𝑧
				)
			

			
				
			
			
				
				−
				𝑝
				𝑧
				+
				𝑝
				𝑧
				𝑏
				(
				𝑧
				)
			

			

				𝑖
			

			

				
			

			
				𝑘
				=
				1
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				
			

			
				
			
			
				
				𝑝
				𝑧
				+
				𝑝
				𝑧
				𝑏
				(
				𝑧
				)
			

			

				𝑘
			

			

				−
			

			

				∞
			

			

				
			

			
				𝑘
				=
				𝑖
				+
				1
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				𝑧
			

			
				𝑘
				𝑖
			

			

				
			

			
				𝑟
				=
				0
			

			

				𝐶
			

			
				𝑟
				𝑘
			

			
				(
				𝑝
				𝑏
				(
				𝑧
				)
				)
			

			

				𝑟
			

			
				
			
			

				𝑝
			

			
				𝑘
				−
				𝑟
			

			
				,
				
				
			

		
	

								where 
	
		
			
				
			
			
				𝑝
				=
				1
				−
				𝑝
			

		
	
 and 
	
		
			

				∑
			

			
				𝑗
				𝑖
				=
				1
			

			
				=
				0
			

		
	
 if 
	
		
			
				𝑗
				≤
				0
			

		
	
.
 Proof. Denote by 
	
		
			
				
				𝜒
			

			

				1
			

		
	
 the total generalized service time of the first customer served in server busy period 
	
		
			

				𝑏
			

		
	
, and 
	
		
			

				𝜐
			

		
	
 represents the arriving number of customers during 
	
		
			
				
				𝜒
			

			

				1
			

		
	
. Noting that the length of 
	
		
			

				𝑏
			

		
	
 has nothing to do with the service order of customers and arrival interval follows a geometric distribution with parameter 
	
		
			

				𝑝
			

		
	
, so we get
									
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				𝑃
				(
				𝑣
				=
				𝑗
				)
				=
			

			

				∞
			

			

				
			

			
				𝑘
				=
				𝑗
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				𝐶
			

			
				𝑗
				𝑘
			

			

				𝑝
			

			

				𝑗
			

			
				
			
			

				𝑝
			

			
				𝑘
				−
				𝑗
			

			
				,
				𝑗
				≥
				0
				.
			

		
	
Let 
	
		
			

				𝐴
			

			

				1
			

			
				,
				𝐴
			

			

				2
			

			
				,
				…
				,
				𝐴
			

			

				𝑣
			

		
	
 be the customers who arrive in the system during 
	
		
			
				
				𝜒
			

			

				1
			

		
	
, called class-1 customers. We call those who arrive after the class-1 customers as class-2 customers. Since the length of server busy period is irrelevant to the service order of customers, we adopt the following service order: class-1 customers are served in the order of 
	
		
			

				𝐴
			

			

				1
			

			
				,
				𝐴
			

			

				2
			

			
				,
				…
				,
				𝐴
			

			

				𝑣
			

		
	
. After serving each class-1 customer, the server will serve any class-2 customer until there are no class-2 customers present. Thus the server busy period 
	
		
			

				𝑏
			

		
	
 can be decomposed as
									
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				𝑏
				=
				
				𝜒
			

			

				1
			

			
				+
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑣
			

			

				,
			

		
	

								where 
	
		
			

				𝐿
			

			

				𝑘
			

			
				,
				1
				≤
				𝑘
				≤
				𝑣
			

		
	
, denotes the time interval from the epoch when the server begins to serve the 
	
		
			

				𝑘
			

		
	
th class-1 customer until the next epoch when the service of the 
	
		
			
				(
				𝑘
				+
				1
				)
			

		
	
th class-1 customer begins. Therefore, 
	
		
			

				𝐿
			

			

				𝑘
			

			
				(
				𝑘
				=
				1
				,
				2
				,
				…
				,
				𝑣
				)
			

		
	
 are independent random variables with the same distribution as 
	
		
			

				𝑏
			

		
	
. Obviously, 
	
		
			

				𝐿
			

			

				1
			

			
				+
				𝐿
			

			

				2
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑣
			

			
				=
				0
			

		
	
 when 
	
		
			
				𝑣
				=
				0
			

		
	
. Since the point when the server busy period ends is a renewal point, for 
	
		
			
				𝑗
				≥
				1
			

		
	
, 
	
		
			

				𝑄
			

			

				𝑗
			

			
				(
				𝑛
			

			

				+
			

			

				)
			

		
	
 can be expressed as
									
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			

				𝑄
			

			

				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				
				=
				𝑃
				
				𝜒
			

			

				1
			

			
				+
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑣
			

			
				>
				𝑛
			

			

				+
			

			
				
				𝑛
				,
				𝑁
			

			

				+
			

			
				
				
				
				=
				𝑗
				=
				𝑃
				
				𝜒
			

			

				1
			

			
				>
				𝑛
			

			

				+
			

			
				
				𝑛
				,
				𝑁
			

			

				+
			

			
				
				
				
				=
				𝑗
				+
				𝑃
				
				𝜒
			

			

				1
			

			
				≤
				𝑛
			

			

				+
			

			
				<
				
				𝜒
			

			

				1
			

			
				+
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑣
			

			
				
				𝑛
				,
				𝑁
			

			

				+
			

			
				
				
				
				=
				𝑗
				=
				𝑃
				
				𝜒
			

			

				1
			

			
				>
				𝑛
			

			

				+
			

			
				
				,
				𝑗
				−
				1
				c
				u
				s
				t
				o
				m
				e
				r
				s
				a
				r
				r
				i
				v
				e
				i
				n
				0
				,
				𝑛
			

			

				+
			

			
				+
				
				
			

			

				𝑛
			

			

				
			

			
				𝑘
				=
				1
			

			
				̂
				𝑔
			

			
				𝑘
				𝑘
			

			

				
			

			
				𝑖
				=
				0
			

			

				𝐶
			

			
				𝑖
				𝑘
			

			

				𝑝
			

			

				𝑖
			

			
				
			
			

				𝑝
			

			
				𝑘
				−
				𝑖
			

			
				
				𝐿
				×
				𝑃
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑖
			

			
				>
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				,
				𝑁
				
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				
				
				.
				=
				𝑗
			

		
	
In the light of the above service order, if the epoch 
	
		
			
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

		
	
 is in 
	
		
			

				𝐿
			

			

				𝑚
			

			
				(
				1
				≤
				𝑚
				≤
				𝑖
				)
			

		
	
 and 
	
		
			
				𝑁
				(
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				)
				=
				𝑗
			

		
	
, then at epoch 
	
		
			
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

		
	
 there are 
	
		
			
				𝑖
				−
				𝑚
			

		
	
 class-1 customers waiting for service and 
	
		
			
				𝑗
				−
				(
				𝑖
				−
				𝑚
				)
			

		
	
 class-2 customers present in the system. By the law of total probability and noting that 
	
		
			

				𝐿
			

			

				𝑚
			

			
				(
				1
				≤
				𝑚
				≤
				𝑖
				)
			

		
	
 has the same probability property as 
	
		
			

				𝑏
			

		
	
, we get
									
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				𝑃
				
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑖
			

			
				>
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				
				,
				𝑁
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				
				
				=
				=
				𝑗
			

			

				𝑖
			

			

				
			

			
				𝑚
				=
				1
			

			
				𝑃
				
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			
				𝑚
				−
				1
			

			
				≤
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				<
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			

				𝑚
			

			
				,
				𝑁
				
				(
				𝑛
				−
				𝑘
				)
			

			

				+
			

			
				
				
				=
				=
				𝑗
			

			

				𝑖
			

			

				
			

			
				𝑚
				=
				1
				𝑛
				−
				𝑘
			

			

				
			

			
				𝑙
				=
				𝑚
				−
				1
			

			
				𝑃
				
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			
				𝑚
				−
				1
			

			
				
				
				𝐿
				=
				𝑙
				×
				𝑃
			

			

				𝑚
			

			
				>
				(
				𝑛
				−
				𝑘
				−
				𝑙
				)
			

			

				+
			

			
				,
				𝑁
				
				(
				𝑛
				−
				𝑘
				−
				𝑙
				)
			

			

				+
			

			
				
				
				=
				=
				𝑗
				−
				(
				𝑖
				−
				𝑚
				)
			

			

				𝑖
			

			

				
			

			
				𝑚
				=
				1
				𝑛
				−
				𝑘
			

			

				
			

			
				𝑙
				=
				𝑚
				−
				1
			

			
				𝑃
				
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			
				𝑚
				−
				1
			

			
				
				𝑄
				=
				𝑙
			

			
				𝑗
				−
				𝑖
				+
				𝑚
			

			
				
				(
				𝑛
				−
				𝑘
				−
				𝑙
				)
			

			

				+
			

			
				
				.
			

		
	

								Substituting (11) into (10) leads to
									
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			

				𝑄
			

			

				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				=
			

			

				∞
			

			

				
			

			
				𝑘
				=
				𝑛
				+
				1
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				𝐶
			

			
				𝑛
				𝑗
				−
				1
			

			

				𝑝
			

			
				𝑗
				−
				1
			

			
				
			
			

				𝑝
			

			
				𝑛
				−
				𝑗
				+
				1
			

			

				+
			

			

				𝑛
			

			

				
			

			
				𝑘
				=
				1
			

			
				̂
				𝑔
			

			
				𝑘
				𝑘
			

			

				
			

			
				𝑖
				=
				0
			

			

				𝐶
			

			
				𝑖
				𝑘
			

			

				𝑝
			

			

				𝑖
			

			
				
			
			

				𝑝
			

			
				𝑘
				−
				𝑖
			

			

				×
			

			

				𝑖
			

			

				
			

			
				𝑚
				=
				1
				𝑛
				−
				𝑘
			

			

				
			

			
				𝑙
				=
				𝑚
				−
				1
			

			
				𝑃
				
				𝐿
			

			

				1
			

			
				+
				⋯
				+
				𝐿
			

			
				𝑚
				−
				1
			

			
				
				=
				𝑙
				×
				𝑄
			

			
				𝑗
				−
				𝑖
				+
				𝑚
			

			
				
				(
				𝑛
				−
				𝑘
				−
				𝑙
				)
			

			

				+
			

			
				
				.
			

		
	

								Taking the PGF of (12) completes the proof of Theorem 11.
3.2. Transient System Size Distribution at Any Epoch 
	
		
			

				𝑛
			

			

				+
			

		
	

Let 
	
		
			

				𝑃
			

			
				𝑖
				𝑗
			

			
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑃
				{
				𝑁
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑗
				∣
				𝑁
				(
				0
			

			

				+
			

			
				)
				=
				𝑖
				}
			

		
	
, 
	
		
			
				𝑖
				,
				𝑗
				≥
				0
			

		
	
, be conditional distribution of transient system size at any epochs 
	
		
			

				𝑛
			

			

				+
			

		
	
and 
	
		
			

				𝑝
			

			
				𝑖
				𝑗
			

			
				∑
				(
				𝑧
				)
				=
			

			
				∞
				𝑛
				=
				0
			

			

				𝑃
			

			
				𝑖
				𝑗
			

			
				(
				𝑛
			

			

				+
			

			
				)
				𝑧
			

			

				𝑛
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
; then Theorem 12 follows.
Theorem 12.  For 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
 and 
	
		
			
				𝑖
				≥
				1
			

		
	
,
									
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			

				𝑝
			

			
				0
				0
			

			
				(
				𝑧
				)
				=
				1
				−
				𝑓
				(
				𝑧
				)
			

			
				
			
			
				
				1
				−
				𝑧
				1
				+
				𝑓
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			
				
			
			
				[
				]
				1
				−
				𝑓
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			
				
				,
				𝑝
			

			
				𝑖
				0
			

			
				[
				]
				𝑏
				(
				𝑧
				)
				=
				1
				−
				𝑓
				(
				𝑧
				)
			

			

				𝑖
			

			
				(
				𝑧
				)
			

			
				
			
			
				
				[
				𝑓
				]
				(
				1
				−
				𝑧
				)
				1
				−
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			
				
				,
			

		
	

								where 
	
		
			
				𝑓
				(
				𝑧
				)
				=
				𝑝
				𝑧
				/
				(
				1
				−
			

			
				
			
			
				𝑝
				𝑧
				)
			

		
	
 and 
	
		
			
				𝑏
				(
				𝑧
				)
			

		
	
 is determined by Lemma 6.
 Proof. Noting that the system is empty at time epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
 if and only if the system is in the “system idle period,” thus we have
									
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			

				𝑃
			

			
				0
				0
			

			
				
				𝑛
			

			

				+
			

			
				
				
				=
				𝑃
				0
				≤
				𝑛
			

			

				+
			

			
				<
				𝐼
			

			

				1
			

			
				
				+
			

			

				∞
			

			

				
			

			
				𝑘
				=
				2
			

			
				𝑃
				
			

			
				𝑘
				−
				1
			

			

				
			

			
				𝑖
				=
				1
			

			
				
				𝑙
			

			

				𝑖
			

			
				+
				𝑏
			

			

				𝑖
			

			
				
				≤
				𝑛
			

			

				+
			

			

				<
			

			
				𝑘
				−
				1
			

			

				
			

			
				𝑖
				=
				1
			

			
				
				𝑙
			

			

				𝑖
			

			
				+
				𝑏
			

			

				𝑖
			

			
				
				+
				𝐼
			

			

				𝑘
			

			
				
				
				𝐼
				=
				𝑃
			

			

				1
			

			
				>
				𝑛
			

			

				+
			

			
				
				+
			

			

				∞
			

			

				
			

			
				𝑛
				𝑘
				=
				2
			

			

				
			

			
				𝑢
				=
				2
				𝑘
				−
				2
			

			
				𝑃
				
			

			
				𝑘
				−
				1
			

			

				
			

			
				𝑖
				=
				1
			

			
				
				𝑙
			

			

				𝑖
			

			
				+
				𝑏
			

			

				𝑖
			

			
				
				
				
				𝐼
				=
				𝑢
				×
				𝑃
			

			

				𝑘
			

			
				>
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				,
			

		
	

								where 
	
		
			

				𝐼
			

			

				𝑖
			

		
	
, 
	
		
			

				𝑙
			

			

				𝑖
			

		
	
, and 
	
		
			

				𝑏
			

			

				𝑖
			

		
	
 denote the 
	
		
			

				𝑖
			

		
	
th “system idle period,” the 
	
		
			

				𝑖
			

		
	
th “server idle period,” and the 
	
		
			

				𝑖
			

		
	
th “server busy period,” respectively (see Definitions 5–8).For 
	
		
			
				𝑖
				≥
				1
			

		
	
, similarly, we have
									
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			

				𝑃
			

			
				𝑖
				0
			

			
				
				𝑛
			

			

				+
			

			
				
				=
			

			

				𝑛
			

			

				
			

			
				𝑢
				=
				𝑖
			

			
				𝑃
				
				𝑏
			

			
				⟨
				𝑖
				⟩
			

			
				
				𝑃
				
				𝐼
				=
				𝑢
			

			

				1
			

			
				>
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				+
			

			

				∞
			

			

				
			

			
				𝑛
				𝑘
				=
				3
			

			

				
			

			
				𝑢
				=
				2
				𝑘
				+
				𝑖
				−
				4
			

			
				𝑃
				
			

			
				𝑘
				−
				2
			

			

				
			

			
				𝑖
				=
				1
			

			
				
				𝑙
			

			

				𝑖
			

			
				+
				𝑏
			

			

				𝑖
			

			
				+
				𝑏
			

			
				⟨
				𝑖
				⟩
			

			
				
				
				
				𝐼
				=
				𝑢
				×
				𝑃
			

			
				𝑘
				−
				1
			

			
				>
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				.
			

		
	

								Taking the PGFs of (14) and (15), respectively, and using the PGFs of 
	
		
			

				𝐼
			

			

				𝑖
			

		
	
, 
	
		
			

				𝑙
			

			

				𝑖
			

		
	
, 
	
		
			

				𝑏
			

			

				𝑖
			

		
	
, and 
	
		
			

				𝑏
			

			
				⟨
				𝑖
				⟩
			

		
	
, we can obtain (13).
Theorem 13.  For 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, 
	
		
			
				𝑖
				≥
				1
			

		
	
, and 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑁
				−
				1
			

		
	
,
									
	
 		
 			
				(
				1
				6
				)
			
 			
				(
				1
				7
				)
			
 		
	

	
		
			

				𝑝
			

			
				0
				𝑗
			

			
				(
				𝑧
				)
				=
				𝑓
				(
				𝑧
				)
				𝑞
			

			
				+
				𝑗
			

			
				+
				
				(
				𝑧
				)
				1
				−
				𝑓
				(
				𝑧
				)
			

			
				
			
			
				𝑓
				1
				−
				𝑧
			

			
				𝑗
				+
				1
			

			
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
				+
				𝑓
			

			
				𝑁
				+
				1
			

			
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑞
			

			
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				
				×
				
				[
				]
				(
				𝑧
				)
				1
				−
				𝑓
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			

				
			

			
				−
				1
			

			
				,
				𝑝
			

			
				𝑖
				𝑗
			

			
				(
				𝑧
				)
				=
			

			

				𝑖
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑖
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				+
				
				(
				𝑧
				)
				1
				−
				𝑓
				(
				𝑧
				)
			

			
				
			
			
				𝑓
				1
				−
				𝑧
			

			

				𝑗
			

			
				(
				𝑧
				)
				𝑏
			

			

				𝑖
			

			
				(
				𝑧
				)
				+
				𝑓
			

			

				𝑁
			

			
				(
				𝑧
				)
				𝑏
			

			

				𝑖
			

			
				(
				𝑧
				)
			

			

				𝑁
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑞
			

			
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				
				×
				
				[
				]
				(
				𝑧
				)
				1
				−
				𝑓
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			

				
			

			
				−
				1
			

			

				,
			

		
	

								where 
	
		
			
				𝑓
				(
				𝑧
				)
				=
				𝑝
				𝑧
				/
				(
				1
				−
			

			
				
			
			
				𝑝
				𝑧
				)
			

		
	
 and 
	
		
			
				𝑏
				(
				𝑧
				)
			

		
	
 and 
	
		
			

				𝑞
			

			
				+
				𝑗
			

			
				(
				𝑧
				)
			

		
	
 are determined by Lemma 6 and Theorem 11, respectively.
 Proof. For 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑁
				−
				1
			

		
	
, 
	
		
			
				𝑁
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑗
			

		
	
 means that epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
 is in server busy period or server idle period with some customers waiting for service, so
									
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			

				𝑃
			

			
				0
				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				
				𝐼
				=
				𝑃
			

			

				1
			

			
				≤
				𝑛
			

			

				+
			

			
				<
				𝐼
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				
				𝑛
				,
				𝑁
			

			

				+
			

			
				
				
				
				𝐼
				=
				𝑗
				+
				𝑃
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑗
				−
				1
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				≤
				𝑛
			

			

				+
			

			
				<
				𝐼
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			

				𝑗
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				
				
				𝐼
				+
				𝑃
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑁
				−
				1
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				≤
				𝑛
			

			

				+
			

			
				
				𝑛
				,
				𝑁
			

			

				+
			

			
				
				
				=
				=
				𝑗
			

			

				𝑛
			

			

				
			

			
				𝑢
				=
				1
			

			
				𝑃
				
				𝐼
			

			

				1
			

			
				
				𝑄
				=
				𝑢
			

			

				𝑗
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				+
			

			

				𝑛
			

			

				
			

			
				𝑢
				=
				𝑗
				+
				2
			

			
				𝑃
				
				𝐼
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑗
				−
				1
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				
				
				𝜏
				=
				𝑢
				×
				𝑃
			

			

				𝑗
			

			
				>
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				+
			

			

				𝑛
			

			

				
			

			
				𝑢
				=
				𝑁
				+
				2
			

			
				𝑃
				
				𝐼
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑁
				−
				1
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				
				=
				𝑢
				×
				𝑃
			

			
				𝑁
				𝑗
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				.
			

		
	

								For 
	
		
			
				𝑖
				≥
				1
			

		
	
, similarly, we get
									
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			

				𝑃
			

			
				𝑖
				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				=
			

			

				𝑖
			

			

				
			

			
				𝑛
				𝑘
				=
				1
			

			

				
			

			
				𝑢
				=
				𝑘
				−
				1
			

			
				𝑃
				
				𝑏
			

			
				⟨
				𝑘
				−
				1
				⟩
			

			
				
				=
				𝑢
				×
				𝑄
			

			
				𝑗
				−
				𝑖
				+
				𝑘
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				+
			

			

				𝑛
			

			

				
			

			
				𝑢
				=
				𝑗
				+
				𝑖
			

			
				𝑃
				
				𝑏
			

			
				⟨
				𝑖
				⟩
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑗
				−
				1
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				
				
				𝜏
				=
				𝑢
				×
				𝑃
			

			

				𝑗
			

			
				>
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				+
			

			

				𝑛
			

			

				
			

			
				𝑢
				=
				𝑁
				+
				𝑖
			

			
				𝑃
				
				𝑏
			

			
				⟨
				𝑖
				⟩
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑁
				−
				1
			

			

				
			

			
				𝑙
				=
				1
			

			

				𝜏
			

			

				𝑙
			

			
				
				=
				𝑢
				×
				𝑃
			

			
				𝑁
				𝑗
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				.
			

		
	

								Taking the PGFs of (18) and (19), respectively, gives rise to
									
	
 		
 			
				(
				2
				0
				)
			
 			
				(
				2
				1
				)
			
 		
	

	
		
			

				𝑝
			

			
				0
				𝑗
			

			
				(
				𝑧
				)
				=
				𝑓
				(
				𝑧
				)
				𝑞
			

			
				+
				𝑗
			

			
				+
				(
				𝑧
				)
				1
				−
				𝑓
				(
				𝑧
				)
			

			
				
			
			
				𝑓
				1
				−
				𝑧
			

			
				𝑗
				+
				1
			

			
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
				+
				𝑓
			

			
				𝑁
				+
				1
			

			
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
				𝑝
			

			
				𝑁
				𝑗
			

			
				𝑝
				(
				𝑧
				)
				,
			

			
				𝑖
				𝑗
			

			
				(
				𝑧
				)
				=
			

			

				𝑖
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑖
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				+
				(
				𝑧
				)
				1
				−
				𝑓
				(
				𝑧
				)
			

			
				
			
			
				𝑓
				1
				−
				𝑧
			

			

				𝑗
			

			
				(
				𝑧
				)
				𝑏
			

			

				𝑖
			

			
				(
				𝑧
				)
				+
				𝑓
			

			

				𝑁
			

			
				(
				𝑧
				)
				𝑏
			

			

				𝑖
			

			
				(
				𝑧
				)
				𝑝
			

			
				𝑁
				𝑗
			

			
				(
				𝑧
				)
				,
			

		
	

								which leads to the following relationship between 
	
		
			

				𝑝
			

			
				𝑖
				𝑗
			

			
				(
				𝑧
				)
			

		
	
 and 
	
		
			

				𝑝
			

			
				0
				𝑗
			

			
				(
				𝑧
				)
			

		
	
:
									
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			

				𝑝
			

			
				𝑖
				𝑗
			

			
				(
				𝑧
				)
				=
			

			

				𝑖
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑖
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				+
				𝑏
				(
				𝑧
				)
			

			
				𝑖
				−
				1
			

			
				(
				𝑧
				)
			

			
				
			
			
				𝑝
				𝑓
				(
				𝑧
				)
			

			
				0
				𝑗
			

			
				(
				𝑧
				)
				−
				𝑏
			

			
				𝑖
				−
				1
			

			
				(
				𝑧
				)
				𝑞
			

			
				+
				𝑗
			

			
				(
				𝑧
				)
				,
				𝑖
				=
				1
				,
				2
				,
				…
				,
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑁
				−
				1
				.
			

		
	

								Substituting (22) into (20) yields (16), and, furthermore, we obtain (17).
Theorem 14.  For 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, 
	
		
			
				𝑖
				≥
				1
			

		
	
, and 
	
		
			
				𝑗
				=
				𝑁
			

		
	
, 
	
		
			
				𝑁
				+
				1
				,
				𝑁
				+
				2
				,
				…
			

		
	
,
									
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			

				𝑝
			

			
				0
				𝑗
			

			
				(
				𝑧
				)
				=
				𝑓
				(
				𝑧
				)
				𝑞
			

			
				+
				𝑗
			

			
				+
				𝑓
				(
				𝑧
				)
			

			
				𝑁
				+
				1
			

			
				∑
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			
				𝑁
				𝑘
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				(
				𝑧
				)
			

			
				
			
			
				[
				𝑓
				]
				1
				−
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			
				,
				𝑝
			

			
				𝑖
				𝑗
			

			
				(
				𝑧
				)
				=
			

			

				𝑖
			

			

				
			

			
				𝑘
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑖
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				+
				𝑓
				(
				𝑧
				)
			

			

				𝑁
			

			
				(
				𝑧
				)
				𝑏
			

			

				𝑖
			

			
				(
				∑
				𝑧
				)
			

			
				𝑁
				𝑘
				=
				1
			

			

				𝑞
			

			
				+
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				(
				𝑧
				)
				𝑏
			

			
				𝑘
				−
				1
			

			
				(
				𝑧
				)
			

			
				
			
			
				[
				]
				1
				−
				𝑓
				(
				𝑧
				)
				𝑏
				(
				𝑧
				)
			

			

				𝑁
			

			

				,
			

		
	

								where 
	
		
			
				𝑓
				(
				𝑧
				)
				=
				𝑝
				𝑧
				/
				(
				1
				−
			

			
				
			
			
				𝑝
				𝑧
				)
			

		
	
and 
	
		
			
				𝑏
				(
				𝑧
				)
			

		
	
 and 
	
		
			

				𝑞
			

			
				+
				𝑗
			

			
				(
				𝑧
				)
			

		
	
 are determined by Lemma 6 and Theorem 11, respectively.
Proof. For 
	
		
			
				𝑗
				=
				𝑁
				,
				𝑁
				+
				1
				,
				𝑁
				+
				2
				,
				…
			

		
	
, 
	
		
			
				𝑁
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑗
			

		
	
 indicates that epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
 is in server busy period, so we have
									
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			

				𝑃
			

			
				0
				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				=
			

			

				𝑛
			

			

				∑
			

			
				𝑢
				=
				1
			

			
				𝑃
				
				𝐼
			

			

				1
			

			
				
				𝑄
				=
				𝑢
			

			

				𝑗
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				+
			

			

				𝑛
			

			

				∑
			

			
				𝑢
				=
				𝑁
				+
				2
			

			
				𝑃
				
				𝐼
			

			

				1
			

			
				+
				𝑏
			

			

				1
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑁
				−
				1
			

			

				∑
			

			
				𝑘
				=
				1
			

			

				𝜏
			

			

				𝑘
			

			
				
				×
				𝑃
			

			
				𝑁
				𝑗
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				,
				𝑃
			

			
				𝑖
				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				=
			

			

				𝑖
			

			

				∑
			

			
				𝑘
				=
				1
			

			

				𝑄
			

			
				𝑗
				−
				𝑖
				+
				𝑘
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				×
			

			

				𝑛
			

			

				∑
			

			
				𝑢
				=
				𝑘
				−
				1
			

			
				𝑃
				
				𝑏
			

			
				⟨
				𝑘
				−
				1
				⟩
			

			
				
				+
				=
				𝑢
			

			

				𝑛
			

			

				∑
			

			
				𝑢
				=
				𝑁
				+
				𝑖
			

			
				𝑃
				
				𝑏
			

			
				⟨
				𝑖
				⟩
			

			
				+
				𝐼
			

			

				2
			

			

				+
			

			
				𝑁
				−
				1
			

			

				∑
			

			
				𝑘
				=
				1
			

			

				𝜏
			

			

				𝑘
			

			
				
				=
				𝑢
				×
				𝑃
			

			
				𝑁
				𝑗
			

			
				
				(
				𝑛
				−
				𝑢
				)
			

			

				+
			

			
				
				,
				𝑖
				≥
				1
				.
			

		
	

								Taking PGFs of (24) and performing similar operations in the proof of Theorem 13, we can complete the proof.
3.3. Steady-State System Size Distribution at Any Epoch 
	
		
			

				𝑛
			

			

				+
			

		
	

Theorem 15.  Letting 
	
		
			

				𝑝
			

			
				+
				𝑗
			

			
				=
				l
				i
				m
			

			
				𝑛
				→
				∞
			

			
				𝑃
				{
				𝑁
				(
				𝑛
			

			

				+
			

			
				)
				=
				𝑗
				}
			

		
	
, 
	
		
			
				𝑗
				=
				0
				,
				1
				,
				2
				,
				…
			

		
	
, then (1)for 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
				≥
				1
			

		
	
, 
	
		
			

				𝑝
			

			
				+
				𝑗
			

			
				=
				0
			

		
	
, 
	
		
			
				𝑗
				=
				0
				,
				1
				,
				2
				,
				…
			

		
	
;(2)for 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
				<
				1
			

		
	
, the steady-state system size distribution 
	
		
			
				{
				𝑝
			

			
				+
				𝑗
			

			
				,
				𝑗
				=
				0
				,
				1
				,
				2
				,
				…
				}
			

		
	
 is given by the following formulas:
												
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			

				𝑝
			

			
				+
				0
			

			
				=
				1
				−
				𝜌
			

			
				
			
			
				𝑁
				,
				𝑝
			

			
				+
				𝑗
			

			
				=
				1
				−
				𝜌
			

			
				
			
			
				𝑁
				
				1
				+
				𝑝
			

			

				𝑁
			

			

				
			

			
				𝑘
				=
				1
			

			

				Δ
			

			
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				
				𝑝
				,
				𝑗
				=
				1
				,
				2
				,
				…
				,
				𝑁
				−
				1
				,
			

			
				+
				𝑗
			

			
				=
				1
				−
				𝜌
			

			
				
			
			
				𝑁
				𝑝
			

			

				𝑁
			

			

				
			

			
				𝑘
				=
				1
			

			

				Δ
			

			
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				,
				𝑗
				=
				𝑁
				,
				𝑁
				+
				1
				,
				…
				,
			

		
	
(3)where
												
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			

				Δ
			

			

				1
			

			
				=
				
				𝐺
				
				1
				−
			

			
				
			
			
				𝑝
				
			

			
				
			
			
				𝑝
				
				𝐺
				
			

			
				
			
			
				𝑝
				
				,
				Δ
			

			

				𝑗
			

			
				=
				1
			

			
				
			
			
				
				𝐺
				
			

			
				
			
			
				𝑝
				
				
			

			

				∞
			

			

				
			

			
				𝑛
				=
				𝑗
				−
				1
			

			

				𝐶
			

			
				𝑛
				𝑗
				−
				1
			

			

				𝑝
			

			
				𝑗
				−
				1
			

			
				
			
			

				𝑝
			

			
				∞
				𝑛
				−
				𝑗
				+
				1
			

			

				
			

			
				𝑘
				=
				𝑛
				+
				1
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				+
			

			
				𝑗
				−
				1
			

			

				
			

			
				𝑖
				=
				1
			

			

				Δ
			

			
				𝑗
				−
				𝑖
			

			
				
				1
				−
			

			

				𝑖
			

			

				
			

			
				𝑘
				=
				1
			

			
				̂
				𝑔
			

			

				𝑘
			

			

				−
			

			

				∞
			

			

				
			

			
				𝑘
				=
				𝑖
				+
				1
			

			
				̂
				𝑔
			

			
				𝑘
				𝑖
			

			

				
			

			
				𝑟
				=
				0
			

			

				𝐶
			

			
				𝑟
				𝑘
			

			

				𝑝
			

			

				𝑟
			

			
				
			
			

				𝑝
			

			
				𝑘
				−
				𝑟
			

			
				,
				
				
				𝑗
				=
				2
				,
				3
				,
				…
				,
			

		
	
(4)when 
	
		
			
				𝑗
				≤
				0
			

		
	
, 
	
		
			

				∑
			

			
				𝑗
				𝑖
				=
				1
			

			
				=
				0
			

		
	
.
Proof. Applying 
	
		
			
				0
				≤
				𝑃
			

			
				𝑖
				𝑗
			

			
				(
				𝑛
			

			

				+
			

			
				)
				⋅
				𝑃
				{
				𝑁
				(
				0
			

			

				+
			

			
				)
				=
				𝑖
				}
				<
				1
			

		
	
 and Lemmas 9 and 10 yields
									
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			

				𝑝
			

			
				+
				𝑗
			

			
				=
				l
				i
				m
			

			
				∞
				𝑛
				→
				∞
			

			

				
			

			
				𝑖
				=
				0
			

			

				𝑃
			

			
				𝑖
				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				𝑃
				
				𝑁
				
				0
			

			

				+
			

			
				
				
				=
				=
				𝑖
			

			

				∞
			

			

				
			

			
				𝑖
				=
				0
			

			
				𝑃
				
				𝑁
				
				0
			

			

				+
			

			
				
				
				=
				𝑖
				l
				i
				m
			

			
				𝑛
				→
				∞
			

			

				𝑃
			

			
				𝑖
				𝑗
			

			
				
				𝑛
			

			

				+
			

			
				
				=
				l
				i
				m
			

			
				𝑧
				↑
				1
			

			
				(
				1
				−
				𝑧
				)
				𝑝
			

			
				𝑖
				𝑗
			

			
				(
				𝑧
				)
				.
			

		
	

								So 
	
		
			
				{
				𝑝
			

			
				+
				𝑗
			

			
				,
				𝑗
				≥
				0
				}
			

		
	
 is obtained by Lemma 6, Theorems 11–14, and L’Hospital’s rule.Also, for 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
				<
				1
			

		
	
, 
	
		
			

				∑
			

			
				∞
				𝑗
				=
				0
			

			

				𝑝
			

			
				+
				𝑗
			

			
				=
				1
			

		
	
 is clear only by noting that
									
	
 		
 			
				(
				2
				8
				)
			
 		
	

	
		
			

				∞
			

			

				
			

			
				𝑗
				=
				1
			

			

				𝑧
			

			
				𝑗
				𝑁
			

			

				
			

			
				𝑘
				=
				1
			

			

				Δ
			

			
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				=
				𝑧
				
				1
				−
				𝑧
			

			

				𝑁
			

			
				
				
				
				𝐺
				
				1
				−
			

			
				
			
			
				
				
				𝑝
				+
				𝑝
				𝑧
			

			
				
			
			
				
				
				𝐺
				
				𝑝
				(
				1
				−
				𝑧
				)
			

			
				
			
			
				
				
				,
				𝑝
				+
				𝑝
				𝑧
				−
				𝑧
			

			

				∞
			

			

				
			

			
				𝑁
				𝑗
				=
				1
			

			

				
			

			
				𝑘
				=
				1
			

			

				Δ
			

			
				𝑗
				−
				𝑁
				+
				𝑘
			

			
				=
				𝑁
				𝜌
			

			
				
			
			
				.
				𝑝
				(
				1
				−
				𝜌
				)
			

		
	

Corollary 16.  Let 
	
		
			

				𝜋
			

			

				+
			

			
				∑
				(
				𝑧
				)
				=
			

			
				∞
				𝑗
				=
				0
			

			

				𝑝
			

			
				+
				𝑗
			

			

				𝑧
			

			

				𝑗
			

		
	
, 
	
		
			
				|
				𝑧
				|
				<
				1
			

		
	
, denote the PGF of steady-state system size distribution 
	
		
			
				{
				𝑝
			

			
				+
				𝑗
			

			
				,
				𝑗
				≥
				0
				}
			

		
	
 at any epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
; then, for 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
				<
				1
			

		
	
,
									
	
 		
 			
				(
				2
				9
				)
			
 		
	

	
		
			

				𝜋
			

			

				+
			

			
				
				𝐺
				
				(
				𝑧
				)
				=
				(
				1
				−
				𝜌
				)
				(
				1
				−
				𝑧
				)
			

			
				
			
			
				
				𝑝
				+
				𝑝
				𝑧
			

			
				
			
			
				
				𝐺
				
			

			
				
			
			
				
				⋅
				𝑝
				+
				𝑝
				𝑧
				−
				𝑧
				1
				−
				𝑧
			

			

				𝑁
			

			
				
			
			
				.
				(
				1
				−
				𝑧
				)
				𝑁
			

		
	

Proof. Using 
	
		
			

				𝜋
			

			

				+
			

			
				(
				𝑧
				)
				=
				𝑝
			

			
				+
				0
			

			
				+
				∑
			

			
				∞
				𝑗
				=
				1
			

			

				𝑝
			

			
				+
				𝑗
			

			

				𝑧
			

			

				𝑗
			

		
	
 and (25), we obtain (29).
Remark 17. Equation (29) means that the system size 
	
		
			

				𝐿
			

			

				+
			

		
	
 of N-policy Geo/G/1 queue with feedback and repairable server is the sum of two independent random variables: 
	
		
			

				𝐿
			

			

				+
			

			
				=
				𝐿
			

			
				+
				0
			

			
				+
				𝐿
			

			
				+
				1
			

		
	
, if 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
				<
				1
			

		
	
. 
	
		
			

				𝐿
			

			
				+
				0
			

		
	
 is the system size of Geo/G/1 queue with feedback and repairable server, and 
	
		
			

				𝐿
			

			
				+
				1
			

		
	
 is the additional system size due to the N-policy. This confirms that the stochastic decomposition property by Fuhrmann and Cooper [20] is also valid for the discrete-time queue under consideration.
Corollary 18.  Let 
	
		
			
				𝐸
				[
				𝐿
			

			

				+
			

			

				]
			

		
	
 denote the expected steady-state system size at any epoch 
	
		
			

				𝑛
			

			

				+
			

		
	
; then, for 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				(
				1
				+
				𝛼
				𝛽
				)
				/
				𝜃
				<
				1
			

		
	
,
									
	
 		
 			
				(
				3
				0
				)
			
 		
	

	
		
			
				𝐸
				
				𝐿
			

			

				+
			

			
				
				𝑝
				=
				𝜌
				+
			

			

				2
			

			
				
				𝐺
			

			
				′
				′
			

			
				(
				1
				)
			

			
				
			
			
				+
				2
				(
				1
				−
				𝜌
				)
				𝑁
				−
				1
			

			
				
			
			
				2
				.
			

		
	

Proof. Equation (30) is easily obtained by 
	
		
			
				𝐸
				[
				𝐿
			

			

				+
			

			
				]
				=
				(
				𝑑
				𝜋
			

			

				+
			

			
				(
				𝑧
				)
				/
				𝑑
				𝑧
				)
				|
			

			
				𝑧
				=
				1
			

		
	
.
Remark 19 (special case). If 
	
		
			
				𝜃
				→
				1
			

		
	
 and 
	
		
			
				𝛼
				→
				0
			

		
	
 (no feedback and no server breakdown), then our model becomes a discrete-time N-policy Geo/G/1 queueing system. In this case, for 
	
		
			
				𝜌
				=
				𝑝
				𝜇
				<
				1
			

		
	
, we have
									
	
 		
 			
				(
				3
				1
				)
			
 		
	

	
		
			

				𝜋
			

			

				+
			

			
				
				(
				𝑧
				)
				=
				(
				1
				−
				𝜌
				)
				(
				1
				−
				𝑧
				)
				𝐺
			

			
				
			
			
				
				𝑝
				+
				𝑝
				𝑧
			

			
				
			
			
				𝐺
				
			

			
				
			
			
				
				⋅
				𝑝
				+
				𝑝
				𝑧
				−
				𝑧
				1
				−
				𝑧
			

			

				𝑁
			

			
				
			
			
				,
				𝐸
				
				𝐿
				(
				1
				−
				𝑧
				)
				𝑁
			

			

				+
			

			
				
				𝑝
				=
				𝜌
				+
			

			

				2
			

			

				𝐺
			

			
				′
				′
			

			
				(
				1
				)
			

			
				
			
			
				+
				2
				(
				1
				−
				𝜌
				)
				𝑁
				−
				1
			

			
				
			
			
				2
				,
			

		
	

								which agree with those in [8] (setting 
	
		
			
				𝑝
				=
				1
			

		
	
 in (15), (16), and (18) for [8]’s model).


4. A Numerical Example
Our study has a potential application in a network access proxy system. In such a system, Channel requests, grants, data transmissions, and receptions all proceed in fixed time intervals. That is, service request sending, preprocessing, and processing are done in a discrete-time manner. Service requests sent by the users can be modelled as a Bernoulli process with rate 
	
		
			

				𝑝
			

		
	
. To avoid frequent switchovers from idle state to busy state, the proxy server is designed to start serving exhaustively, while the service requests are accumulated to 
	
		
			

				𝑁
			

		
	
. If a service request is received with errors at the destination, it is resent (feedback) with probability 
	
		
			
				1
				−
				𝜃
			

		
	
. When the server is busy, the arriving requests are placed in queue. The service time of each request is assumed to follow a geometric distribution with mean 
	
		
			

				𝜇
			

		
	
. Also, the service may be interrupted (server breakdown) due to some unpredictable events, such as traffic congestion of the network. Suppose that unpredictable events occur according to a Bernoulli process with rate 
	
		
			

				𝛼
			

		
	
 and service interruption is immediately recovered. The recovery time obeys a geometric distribution with mean 
	
		
			

				𝛽
			

		
	
. The service will continuously start when the interruption is recovered.
Numerical results in Table 1 illustrate the application of the steady-state system size distribution in system capacity design. Here, we let 
	
		
			
				𝑝
				=
				0
				.
				1
				5
			

		
	
, 
	
		
			
				𝜇
				=
				2
			

		
	
, 
	
		
			
				𝜃
				=
				0
				.
				9
			

		
	
, 
	
		
			
				𝛼
				=
				0
				.
				0
				1
			

		
	
, 
	
		
			
				𝛽
				=
				5
			

		
	
, and 
	
		
			
				𝑁
				=
				5
			

		
	
. By Theorem 15 and Corollary 18, we numerically obtain the steady-state service request number distribution 
	
		
			
				{
				𝑝
			

			
				+
				𝑗
			

			
				,
				𝑗
				≥
				0
				}
			

		
	
, the mean service request number 
	
		
			
				𝐸
				(
				𝐿
			

			

				+
			

			

				)
			

		
	
, and the system load 
	
		
			

				𝜌
			

		
	
 for the above network access proxy system (see Table 1).
Table 1: The steady-state service request number distribution for a network access proxy system (
	
		
			
				𝑝
				=
				0
				.
				1
				5
			

		
	
, 
	
		
			
				𝜇
				=
				2
			

		
	
, 
	
		
			
				𝜃
				=
				0
				.
				9
			

		
	
, 
	
		
			
				𝛼
				=
				0
				.
				0
				1
			

		
	
, 
	
		
			
				𝛽
				=
				5
			

		
	
, and 
	
		
			
				𝑁
				=
				5
			

		
	
).
	

	
	
		
			

				𝑝
			

			
				+
				0
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
			

		
	
	
	
		
			

				𝑝
			

			
				+
				4
			

		
	
	
	
		
			

				𝑝
			

			
				+
				5
			

		
	
	
	
		
			

				𝑝
			

			
				+
				6
			

		
	
	
	
		
			

				𝑝
			

			
				+
				7
			

		
	

	
	
		
			
				0
				.
				0
				8
				3
				3
				3
			

		
	
	0.14661 	0.17341 	0.18040 	0.18265 	0.10049 	0.03816 	0.01227
	

	
	
		
			

				𝑝
			

			
				+
				8
			

		
	
	
	
		
			

				𝑝
			

			
				+
				9
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				0
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				1
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				2
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				3
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				4
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				5
			

		
	

	
	
		
			
				0
				.
				0
				0
				6
				1
				8
			

		
	
	0.00483 	0.00456 	0.00452 	0.00427 	0.00388 	0.00336 	0.00276
	

	
	
		
			

				𝑝
			

			
				+
				1
				6
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				7
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				8
			

		
	
	
	
		
			

				𝑝
			

			
				+
				1
				9
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				0
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				1
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				2
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				3
			

		
	

	
	
		
			
				0
				.
				0
				0
				2
				1
				0
			

		
	
	0.00162 	0.00127 	0.00100 	0.00079 	0.00063 	0.00050 	0.00040
	

	
	
		
			

				𝑝
			

			
				+
				2
				4
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				5
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				6
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				7
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				8
			

		
	
	
	
		
			

				𝑝
			

			
				+
				2
				9
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				0
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				1
			

		
	

	
	
		
			
				0
				.
				0
				0
				0
				3
				2
			

		
	
	0.00026 	0.00021 	0.00016 	0.00013 	0.00010 	0.00008 	0.00007
	

	
	
		
			

				𝑝
			

			
				+
				3
				2
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				3
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				4
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				5
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				6
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				7
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				8
			

		
	
	
	
		
			

				𝑝
			

			
				+
				3
				9
			

		
	

	
	
		
			
				0
				.
				0
				0
				0
				0
				5
			

		
	
	0.00004 	0.00003 	0.00002 	0.00001 	0.00000 	0.00000 	0.00000
	

	
	
		
			
				𝐸
				
				𝐿
			

			

				+
			

			
				
				=
				3
				.
				1
				1
				5
				8
				3
			

		
	
,    
	
		
			
				𝜌
				=
				0
				.
				5
				8
				3
				3
				3
				<
				1
			

		
	
,    
	
		
			

				∑
			

			
				3
				9
				𝑗
				=
				0
			

			

				𝑝
			

			
				+
				𝑗
			

			
				=
				0
				.
				9
				6
				4
				6
				1
			

		
	

	



							With Matlab 7.0, the data here are accurate for five places of decimals.


Denote by 
	
		
			

				𝐿
			

			

				+
			

		
	
 the service request number in the system. According to Table 1, the probabilities that 
	
		
			

				𝐿
			

			

				+
			

		
	
 exceeds 
	
		
			
				𝐸
				(
				𝐿
			

			

				+
			

			
				)
				−
				1
			

		
	
, 
	
		
			
				𝐸
				(
				𝐿
			

			

				+
			

			

				)
			

		
	
, and 
	
		
			
				𝐸
				(
				𝐿
			

			

				+
			

			
				)
				+
				1
			

		
	
 are obtained as 
						
	
 		
 			
				(
				3
				2
				)
			
 		
	

	
		
			
				𝑃
				
				𝐿
			

			

				+
			

			
				
				𝐿
				>
				𝐸
			

			

				+
			

			
				
				
				
				𝐿
				−
				1
				=
				1
				−
				𝑃
			

			

				+
			

			
				
				𝐿
				≤
				𝐸
			

			

				+
			

			
				
				
				−
				1
				=
				1
				−
			

			

				2
			

			

				
			

			
				𝑗
				=
				0
			

			

				𝑝
			

			
				+
				𝑗
			

			
				𝑃
				
				𝐿
				=
				0
				.
				5
				9
				6
				6
				4
				,
			

			

				+
			

			
				
				𝐿
				>
				𝐸
			

			

				+
			

			
				
				𝐿
				
				
				=
				1
				−
				𝑃
			

			

				+
			

			
				
				𝐿
				≤
				𝐸
			

			

				+
			

			
				
				
				=
				1
				−
			

			

				3
			

			

				
			

			
				𝑗
				=
				0
			

			

				𝑝
			

			
				+
				𝑗
			

			
				𝑃
				
				𝐿
				=
				0
				.
				4
				1
				6
				2
				4
				,
			

			

				+
			

			
				
				𝐿
				>
				𝐸
			

			

				+
			

			
				
				
				
				𝐿
				+
				1
				=
				1
				−
				𝑃
			

			

				+
			

			
				
				𝐿
				≤
				𝐸
			

			

				+
			

			
				
				
				+
				1
				=
				1
				−
			

			

				4
			

			

				
			

			
				𝑗
				=
				0
			

			

				𝑝
			

			
				+
				𝑗
			

			
				=
				0
				.
				2
				3
				3
				5
				8
				.
			

		
	

The above three probability values are greater than 23
	
		
			

				%
			

		
	
, which shows that it is quite inaccurate for system capacity design to use mean service request number 
	
		
			
				𝐸
				(
				𝐿
			

			

				+
			

			

				)
			

		
	
 because quite a few service requests will be lost due to no waiting space. Also, it is seen from Table 1 that the probability that the service request number in the system exceeds 29 is less than 0.01
	
		
			

				%
			

		
	
. So it is also unnecessary for this system to design a large capacity.
Let 
	
		
			

				𝑀
			

		
	
 be system capacity and let the positive decimal 
	
		
			

				𝛾
			

		
	
 be less than 1. For simplicity, we assume that system capacity 
	
		
			

				𝑀
			

		
	
 takes positive integer value. When the overflow probability 
	
		
			
				𝑃
				(
				𝐿
			

			

				+
			

			
				>
				𝑀
				)
				≤
				𝛾
			

		
	
, from Table 1, we can get optimal system capacity 
	
		
			

				𝑀
			

			

				∗
			

		
	
 so that system operating costs are minimized (see Table 2). For example, if 
	
		
			
				𝛾
				=
				0
				.
				0
				0
				0
				1
				5
			

		
	
, then it follows from 
	
		
			
				𝑃
				(
				𝐿
			

			

				+
			

			
				>
				𝑀
				)
				≤
				𝛾
			

		
	
 and Table 1 that 
	
		
			
				𝑀
				≥
				3
				1
			

		
	
. Thus we take 
	
		
			

				𝑀
			

			

				∗
			

			
				=
				3
				1
			

		
	
 since small capacity leads to small system cost.
Table 2: The optimal system capacity of a network access proxy system for different values of controllable parameter 
	
		
			

				𝛾
			

		
	
 (
	
		
			
				𝑝
				=
				0
				.
				1
				5
			

		
	
, 
	
		
			
				𝜇
				=
				2
			

		
	
, 
	
		
			
				𝜃
				=
				0
				.
				9
			

		
	
, 
	
		
			
				𝛼
				=
				0
				.
				0
				1
			

		
	
, 
	
		
			
				𝛽
				=
				5
			

		
	
, and 
	
		
			
				𝑁
				=
				5
			

		
	
).
	

	
	
		
			

				𝛾
			

		
	
	
	
		
			
				0
				.
				0
				0
				0
				0
				3
			

		
	
	
	
		
			
				0
				.
				0
				0
				0
				1
				5
			

		
	
	
	
		
			
				0
				.
				0
				0
				2
				5
				0
			

		
	
	
	
		
			
				0
				.
				0
				0
				6
				1
				5
			

		
	
	
	
		
			
				0
				.
				0
				1
				7
				2
				5
			

		
	
	
	
		
			
				0
				.
				0
				4
				5
				5
				0
			

		
	

	
	
		
			

				𝑀
			

			

				∗
			

		
	
	34 	31 	24 	18 	13 	7 
	



5. Conclusions
In this paper, we consider a discrete-time N-policy Geo/G/1 queueing system with feedback and repairable server. With a probability analysis and renewal process theory, we discuss the transient system size distribution and derive the steady-state system size distribution and its PGF. It should be noted that the steady-state system size distribution derived by this paper is quite suitable for numerical calculation. Numerical examples show the application of steady-state system size distribution in system capacity design for a network access proxy system. In the future, further study, such as the random N-policy Ge
	
		
			

				o
			

			

				𝑋
			

		
	
/G/1 queueing system with feedback and repairable server, will be the research topic with the help of similar ideas and methods.
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