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1. Introduction

The issue of stability of a functional equation can be expressed in the following way. When must a function satisfying an equation approximately (in some sense) be near an exact solution to the equation? It has been motivated by a question raised in 1940 by Ulam, concerning approximate homomorphisms of groups (see [1, 2]). The first partial answer to Ulam’s question was given by Hyers in [1]. After that result, the reference given there), generalizing Ulam’s problem and Hyers’s theorem in various directions and to other equations (not necessarily functional) (see [12]). In particular, some results have been proved in [13], which concern the stability of linear difference equations of higher order of form (1). We describe them as follows.

Let $T$ be either $\mathbb{N}_{0}$ (the set of nonnegative integers) or $\mathbb{Z}$ (the set of integers), let $\mathbb{K}$ be either the field of reals $\mathbb{R}$ or the field of complex numbers $\mathbb{C}$, let $p \in \mathbb{N}$ (the set of positive integers), let $a_{1}, \ldots, a_{p} \in \mathbb{K}$ be fixed, and let $(b_{n})_{n \in T}$ be a given sequence in a Banach space $X$ over $\mathbb{K}$. The investigation of the Hyers-Ulam stability in $X$ of the difference equation

$$x_{n+p} = a_{1}x_{n+p-1} + \cdots + a_{p}x_{n} + b_{n}, \quad n \in T,$$

(1)

actually means a study of the sequences $(y_{n})_{n \in T}$ in $X$, satisfying the condition

$$\delta := \sup_{n \in T} \left\| y_{n+p} - a_{1}y_{n+p-1} - \cdots - a_{p}y_{n} - b_{n} \right\| < \infty. \quad (2)$$

Let $S = \{z \in \mathbb{C} : |z| = 1\}$ and $t_{1}, \ldots, t_{p} \in \mathbb{C}$ denote the roots of the characteristic equation of (1), which has the following form: $z^{p} = a_{1}z^{p-1} + \cdots + a_{p}$. The following two theorems have been proved in [13] (see also [14, 15]).

Theorem 1. Let $\delta > 0$ and $t_{1}, \ldots, t_{p} \in \mathbb{C} \setminus S$. Suppose that $(y_{n})_{n \in T}$ is a sequence in $X$ such that (2) holds. Then, there exists a sequence $(x_{n})_{n \in T}$ in $X$ satisfying (1) such that

$$\left\| y_{n} - x_{n} \right\| \leq \frac{\delta}{|1 - |t_{1}|| \cdots |1 - |t_{p}||}, \quad n \in T. \quad (3)$$
Moreover,
(a) \((x_n)_{n \in T}\) is unique if and only if \(|t_i| > 1\) for \(i = 1, \ldots, p\) or \(T = \mathbb{Z}\);
(b) if \(|t_i| > 1\) for \(i \in \{1, \ldots, p\}\) or \(T = \mathbb{Z}\), then \((x_n)_{n \in T}\) is the unique sequence in \(X\) such that (I) holds and 
\[\sup_{n \in T} \|x_n - y_n\| < \infty;\]
(c) if \(T = \mathbb{N}_0\) and \(|t_i| < 1\) for some \(i \in \{1, \ldots, p\}\), then the cardinality of the set of all sequences \((x_n)_{n \in T}\) in \(X\), satisfying (I) and (3), equals the cardinality of \(X\).

**Theorem 2.** Let \(|t_j| = 1\) for some \(j \in \{1, \ldots, p\}\). Then, for any \(\delta > 0\), there exists a sequence \((y_n)_{n \in T}\) in \(X\), satisfying inequality (2), such that, for every sequence \((x_n)_{n \in T}\) in \(X\), fulfilling recurrence (1),
\[\sup_{n \in T} \|y_n - x_n\| = \infty.\] (4)
Moreover, if \(t_1, \ldots, t_p \in \mathbb{K}\) or there is a bounded sequence \((x_n)_{n \in T}\) in \(X\) fulfilling (1), then \((y_n)_{n \in T}\) can be chosen unbounded.

We somehow complement those results in this paper by the study of the Hyers-Ulam stability of the following system of first order linear difference equations in \(X\) with constant coefficients \(a_{ij} \in \mathbb{K}\), \(i, j = 1, \ldots, r\) \((r \in \mathbb{N}\) is fixed):
\[
\begin{align*}
  x_{n+1}^1 &= a_{11}x_n^1 + a_{12}x_n^2 + \cdots + a_{1r}x_n^r + d_{n}^1, \\
  x_{n+1}^2 &= a_{21}x_n^1 + a_{22}x_n^2 + \cdots + a_{2r}x_n^r + d_{n}^2, \\
  &\vdots \\
  x_{n+1}^r &= a_{r1}x_n^1 + a_{r2}x_n^2 + \cdots + a_{rr}x_n^r + d_{n}^r,
\end{align*}
\] (5)
for all \(n \in \mathbb{N}_0\), where \(d_{n}^1, \ldots, d_{n}^r \in X\) for \(n \in \mathbb{N}_0\) are given. If we write
\[
A = \begin{bmatrix}
  a_{11} & a_{12} & \cdots & a_{1r} \\
  a_{21} & a_{22} & \cdots & a_{2r} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{r1} & a_{r2} & \cdots & a_{rr}
\end{bmatrix},
\] (6)
\[
x_n = \begin{bmatrix}
  x_n^1 \\
  x_n^2 \\
  \vdots \\
  \vdots \\
  \vdots \\
  x_n^r
\end{bmatrix}, \quad d_n = \begin{bmatrix}
  d_n^1 \\
  d_n^2 \\
  \vdots \\
  \vdots \\
  \vdots \\
  d_n^r
\end{bmatrix},
\] then (5) can be expressed in the following simple form:
\[x_{n+1} = Ax_n + d_n, \quad n \in \mathbb{N}_0.\] (7)
To simplify the notations, we consider \(x_n\) and \(d_n\) to be elements of \(X^r\), when it is convenient (and when this makes no confusion); that is, we identify \(x_n\) with \((x_n^1, \ldots, x_n^r)\) and \(d_n\) with \((d_n^1, \ldots, d_n^r)\).

**2. Some Auxiliary Results**

By an elementary induction on \(n\), we obtain the following simple observation.

**Lemma 3.** If a sequence \((x_n)_{n \in \mathbb{N}_0}\) in \(X^r\) satisfies (7), then
\[x_n = A^n x_0 + \sum_{k=1}^{n} A^{k-1} d_{k-1}, \quad n \in \mathbb{N}.\] (8)

In this paper,
\[C_{j}^n := \binom{n}{j} = \frac{n!}{(n-j)!j!}, \quad n, j \in \mathbb{N}_0, \; n \geq j,\] (9)
denote the binomial coefficients and \(C_{j}^n = 0\) for \(j > n\). The subsequent formula is well known:
\[\sum_{n=0}^{\infty} C_{j+n}^n x_n^{-1} = \frac{1}{(1-x)^{j+1}}, \quad x \in (1, \infty), \; j \in \mathbb{N}_0.\] (11)

Further, write
\[\|A\| := \max_{1 \leq i \leq r} \sum_{j=1}^{r} |a_{ij}|, \quad \|x\| := \max_{1 \leq i \leq r} |x_i|, \quad x = (x_1, \ldots, x_r) \in X^r.\] (12)
Then, \((X^r, \| \cdot \|)\) is a Banach space and we have the following result, which will be useful in the proof of the main theorem.

**Theorem 4.** Let \(J_{\lambda r}\) be a Jordan matrix of the form
\[
J_{\lambda r} = \begin{bmatrix}
  \lambda & 0 & \cdots & 0 \\
  0 & \lambda & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & \lambda \\
  0 & 0 & \cdots & 0 & \lambda
\end{bmatrix}_{r \times r},
\] (13)
with some \(\lambda \in \mathbb{C}\setminus\mathbb{S}\). If a sequence \((y_n)_{n \in \mathbb{N}_0}\) in \(X^r\) satisfies
\[\delta := \sup_{n \in \mathbb{N}_0} \|y_{n+1} - J_{\lambda r} y_n - b_n\| < \infty,\] (14)
then there exists a sequence \((x_n)_{n \in \mathbb{N}_0}\) in \(X^r\) such that
\[x_{n+1} = J_{\lambda r} x_n + b_n, \quad n \in \mathbb{N}_0,\] (15)
\[\sup_{n \in \mathbb{N}_0} \|y_n - x_n\| \leq \delta \sum_{j=1}^{r} |1 - |\lambda||^{-j}.\] (16)
Proof. Let \( c_n := y_{n+1} - J_{\lambda, r} y_n - b_n \) for \( n \in \mathbb{N}_0 \). Then, by (14), 
\[ \|c_n\| \leq \delta \text{ for } n \in \mathbb{N}_0 \text{ and (see Lemma 3)} \]

Case 1 \((|\lambda| < 1)\). Define the sequence \((x_n)_{n \in \mathbb{N}_0}\) by (15) with \( x_0 = y_0 \). Then,
\[ \|y_n - x_n\| = \left\| \sum_{k=1}^{n} J_{\lambda, r} c_{k-1} \right\| \leq \delta \sum_{k=1}^{n} \|J_{\lambda, r}\| \|c_{k-1}\|, \quad n \in \mathbb{N}_0. \]

It is easy to show by induction on \( n \) that \( J_{\lambda, r} \) is an upper (right) triangular matrix of the form
\[
J_{\lambda, r} = \begin{bmatrix}
\lambda^n C_0 \lambda^{-1} & \cdots & \lambda^{-r} C_r \\
0 & \ddots & \vdots \\
0 & \ddots & \ddots \\
0 & \cdots & 0 \lambda
\end{bmatrix}_{r \times r}
\]

(it is enough to use the well-known formula \( C^{n+1}_{k+1} = C^n_k + C^n_{k+1} \) whence we derive that \( \|J_{\lambda, r}\| = \sum_{j=0}^{r-1} C_j |\lambda|^{n-j} \) for \( n \in \mathbb{N}_0 \). Since, in view of (10),
\[
\sum_{n=0}^{\infty} C^n_j |\lambda|^{n-j} = \frac{1}{(1 - |\lambda|)^{r+1}}, \quad j = 0, \ldots, r,
\]
we have
\[
\sum_{n=0}^{\infty} \|J_{\lambda, r}\| = \sum_{n=0}^{\infty} \sum_{j=0}^{r-1} C^n_j |\lambda|^{n-j} = \sum_{j=0}^{r-1} \frac{1}{(1 - |\lambda|)^{j}},
\]
and, by (18),
\[
\|y_n - x_n\| \leq \sum_{k=0}^{\infty} \|J_{\lambda, r}\| \|c_k\| \delta = \delta \sum_{j=1}^{r} \frac{1}{(1 - |\lambda|)^{j}}, \quad n \in \mathbb{N}_0.
\]

That is, inequality (16) holds.

Case 2 \((|\lambda| > 1)\). Since \( J_{\lambda, r}^{-1} \) is an upper triangular matrix of the form
\[
J_{\lambda, r}^{-1} = \begin{bmatrix}
\lambda^{-r} & \cdots & (-1)^{r-1} \lambda^{-1} \\
0 & \ddots & \vdots \\
0 & \ddots & \ddots \\
0 & \cdots & 0
\end{bmatrix}_{r \times r}
\]
it is easy to check that \( J_{\lambda, r}^{-1} \) is also an upper triangular matrix for each \( n \in \mathbb{N} \) and has the form
\[
J_{\lambda, r}^{-n} = \begin{bmatrix}
\lambda^{-n} & \frac{-C^{n-1}_0}{\lambda^{n+1}} & \cdots & (-1)^{-1} \frac{-C^{n-1}_{n-1}}{\lambda^{n+r-2}} \\
0 & \lambda^{-n} & \cdots & (-1)^{-2} \frac{-C^{n-1}_{n-2}}{\lambda^{n+r-3}} \\
0 & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \\
0 & \cdots & \lambda^{-n}
\end{bmatrix}_{r \times r}
\]

Hence,
\[
\|J_{\lambda, r}^{-n}\| = \sum_{j=0}^{r-1} C^n_{j+1} |\lambda|^{-n-j}, \quad n \in \mathbb{N}.
\]

Consequently, in view of (11),
\[
\sum_{n=0}^{\infty} \|J_{\lambda, r}^{-n}\| = \sum_{n=0}^{\infty} \sum_{j=0}^{r-1} C^n_{j+1} |\lambda|^{-n-j} = \sum_{j=0}^{r-1} \frac{1}{(1 - |\lambda|)^{j}},
\]
and define \((x_n)_{n \in \mathbb{N}_0}\) by (15) with \( x_0 = y_0 + s \). Then, (see Lemma 3)
\[
x_n = J_{\lambda, r}^{-n} (y_0 + s) + \sum_{k=1}^{n} J_{\lambda, r}^{-k} b_{k-1}, \quad n \in \mathbb{N}_0.
\]

Next, by (26), for every \( n \in \mathbb{N} \), we have
\[
\|y_n - x_n\| = \sum_{k=1}^{n} \|J_{\lambda, r}^{-k}\| \|c_k - J_{\lambda, r} s\| = \sum_{k=1}^{n} \|J_{\lambda, r}^{-k}\| \|c_k - J_{\lambda, r} s\|.
\]

whence
\[
\|y_n - x_n\| \leq \sum_{k=1}^{\infty} \|J_{\lambda, r}^{-k}\| \|c_k - J_{\lambda, r} s\| = \delta \sum_{j=1}^{r} \frac{1}{(1 - |\lambda|)^{j}}, \quad n \in \mathbb{N}_0.
\]
3. The Main Result

Let $\lambda_1, \ldots, \lambda_m$ be the eigenvalues of $A$ with multiplicities $r_1, \ldots, r_m$, respectively. There exists a nonsingular matrix $Q$ in $\mathbb{C}^{nxn}$ with $A = QJQ^{-1}$, where

$$J = J_{\lambda_1, r_1} \oplus \cdots \oplus J_{\lambda_m, r_m},$$

$$J_{\lambda, r} = \begin{bmatrix}
\lambda & 1 & 0 & \cdots & 0 \\
0 & \lambda & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \lambda \\
0 & 0 & 0 & \cdots & \lambda_j
\end{bmatrix}, \quad j = 1, \ldots, m.
$$

The next theorem is the main result of this paper.

**Theorem 5.** Assume that $\lambda_j \in \mathbb{C} \setminus \mathbb{S}$ for $j = 1, \ldots, m$. For any sequence $(z_n)_{n\in\mathbb{N}}$ in $X'$, satisfying

$$\delta := \sup_{n\in\mathbb{N}} \|z_{n+1} - Az_n - d_n\| < \infty,$$

there exists a sequence $(x_n)_{n\in\mathbb{N}}$ in $X'$ such that

$$x_{n+1} = Ax_n + d_n, \quad n \in \mathbb{N},$$

$$\sup_{n\in\mathbb{N}} \|z_n - x_n\| \leq \delta \|Q\| Q^{-1} \max_{j=1,\ldots,m} \sum_{k=1}^{r_j} \frac{1}{|1 - \lambda_j|^k}.$$

**Proof.** Let $(z_n)_{n\in\mathbb{N}}$ be a sequence in $X'$ such that (32) holds.

First, consider the case where $\mathbb{K} = \mathbb{C}$. Write $y_n := Q^{-1}z_n$ and $b_n := Q^{-1}d_n$ for $n \in \mathbb{N}$. Then,

$$\|y_{n+1} - y_n - b_n\| \leq \|Q^{-1}\| \|z_{n+1} - Az_n - d_n\| \leq \|Q^{-1}\| \delta := \delta_0, \quad n \in \mathbb{N}.$$

Define projections $p_j : X' \to X'$ (for $j = 1, \ldots, m$) by

$$p_1(w_1, \ldots, w_r) := (w_1, \ldots, w_r),$$

$$p_2(w_1, \ldots, w_r) := (w_{r+1}, \ldots, w_{r+r_2}),$$

$$\vdots$$

$$p_{r-1}(w_1, \ldots, w_r) := (w_{r+r_2}, \ldots, w_{r+r_2+r_{r-1}}),$$

$$p_m(w_1, \ldots, w_r) := (w_{r+r_2}, \ldots, w_{r+r_2+r_{m-1}}),$$

$$p_m(w_1, \ldots, w_r) := (w_{r+r_2}, \ldots, w_{r+r_2+r_{m-1}}).$$

for $(w_1, \ldots, w_r) \in X'$. For simplicity, we write $y_n = (p_1(y_n), \ldots, p_m(y_n))$ and $b_n = (p_1(b_n), \ldots, p_m(b_n))$ for $n \in \mathbb{N}_0$. It is easily seen that (in analogous notation)

$$\|y_n - b_n\| \leq \delta_0,$$

$$n \in \mathbb{N}_0, \quad j = 1, \ldots, m.$$

According to Theorem 4 (applied for each $j \in \{1, \ldots, m\}$, separately), there exists a sequence $(u_n)_{n\in\mathbb{N}}$ in $X'$ such that

$$\|p_j(u_{n+1}) - p_j(u_n)\| \leq \delta_0 \max_{k=1}^{r_j} \frac{1}{|1 - \lambda_j|^k}, \quad n \in \mathbb{N}_0, \quad j = 1, \ldots, m.$$

Clearly,

$$\|y_{n+1} - u_n\| \leq \delta_0 \max_{j=1,\ldots,m} \left\{ \sum_{k=1}^{r_j} \frac{1}{|1 - \lambda_j|^k} : j = 1, \ldots, m \right\},$$

$$n \in \mathbb{N}_0.$$

Now, consider the case $\mathbb{K} = \mathbb{R}$. Define the linear structure in $\tilde{X} := X' \times \mathbb{R}^2$ by $(x, y) := (x + z, y + w)$ and $(x + i\beta, y) := (\alpha - \beta y, \beta x + \alpha y)$ for $x, y, z, w \in X$, $\alpha, \beta \in \mathbb{R}$. Then, $\tilde{X}$ is a complex Banach space (see, e.g., [16, page 39, 17], or [18, 1.9.6, page 66]), when endowed with the Taylor norm $\| \cdot \|_{\tilde{F}}$ given by

$$\|(x, y)\|_{\tilde{F}} := \sup_{0 \leq \theta \leq 2\pi} \|(\cos \theta)x + (\sin \theta)y\|, \quad x, y \in X.$$

Note that

$$\max \{\|x\|, \|y\|\} \leq \|(x, y)\|_{\tilde{F}} \leq \|x\| + \|y\|, \quad x, y \in X.$$
Define \( \widehat{p}_1 : X^2 \to X \) by \( \widehat{p}_1(w_1, w_2) := w_1 \) for \( w_1, w_2 \in X \). Let \( \widehat{z}_n := (\widehat{z}_n, 0) \) and \( \widehat{d}_n := (\widehat{d}_n, 0) \) for \( n \in \mathbb{N}_0 \).

So, by the first part of the proof, there is a sequence \( (\widehat{x}_n)_{n \in \mathbb{N}_0} \) in \( X \) such that

\[
\widehat{x}_{n+1} = A\widehat{x}_n + \widehat{d}_n, \quad n \in \mathbb{N}_0,
\]

and

\[
\sup_{n \in \mathbb{N}_0} \| \widehat{x}_n - \widehat{x}_n \|_{\mathcal{T}} \leq \delta \| Q \| \| Q^{-1} \| \max_{j=1, \ldots, m} \sum_{k=1}^{r} \frac{1}{|1 - |\lambda_j||}.
\]

Write \( x_n := \widehat{p}_1(\widehat{x}_n) \) for \( n \in \mathbb{N}_0 \). Then, it is easily seen that (33) and (34) are valid (in view of (42)).

Remark 6. The assumption that \( |\lambda_j| \neq 1 \) for \( j = 1, \ldots, m \) cannot be omitted in the general case (at least when \( r = 1 \)), in view of Theorem 2.

It seems that our method cannot be easily applied to the systems of linear difference equations of higher orders, because it is difficult in such cases to obtain a formula analogous as (8).

Open Problems. There arises a natural question if some results similar to Theorem 2 and statements (a)–(c) of Theorem 1 can be obtained for difference equation (33) with \( r > 1 \) (also with \( \mathbb{N}_0 \) replaced by \( \mathbb{Z} \)).
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