New Results for Finite-Time Stability of Discrete-Time Linear Systems with Interval Time-Varying Delay
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The problem of finite-time stability for linear discrete time systems with state time-varying delay is considered in this paper. Two finite sum inequalities for estimating weighted norms of delayed states are proposed in order to obtain less conservative stability criteria. By using Lyapunov-Krasovskii-like functional with power function, two sufficient conditions of finite-time stability are proposed and expressed in the form of linear matrix inequalities (LMIs), which are dependent on the minimum and maximum delay bounds. The numerical example is presented to illustrate the applicability of the developed results. It was shown that the obtained results are less conservative than some existing ones in the literature.

1. Introduction

Up to now, most of the existing literature related to stability systems is focused on Lyapunov asymptotic stability, which is defined over an infinite time interval. However, often, this stability concept is insufficient for practical purposes, because there are some real systems which require that the system states do not exceed the specified values over a fixed short time. A system could be Lyapunov stable but completely useless because it possesses undesirable transient performances, for instance, in the presence of saturation or controlling the trajectory of a space vehicle from an initial point to a final one in a prescribed time interval. Consequently, it is of particular interest to investigate the trajectories of the system only over a finite time interval. The described stability concept, based on the stability investigation in a limited time frame, is named finite-time stability (FTS). In that sense, the system is stable if the states of the system do not exceed the predefined boundaries on some fixed time interval. This stability concept was introduced in the era of modern control systems [1, 2], and it is still widely used nowadays as well. Initially, the concept had an academic value, and its practical applications were applied later on. With the development of the linear inequalities, the stability conditions that could be used for practical purposes were developed for both continuous [3–5] and discrete-time systems [6–8].

It should be noted that, in the existing literature, parallel to the previously defined FTS, there is another stability concept denoted by FTS, but with a different meaning. The second FTS concept is used to describe system whose states approach equilibrium point in a finite time [5]. In our paper, we consider the first concept of FTS.

Furthermore, FTS in the presence of exogenous input leads to the concept of finite-time boundedness (FTB) [4, 9, 10] (a system is said to be FTB if, given a bound on the initial condition and characterization of the set of admissible inputs, the state variables remain below the prescribed limit for all inputs in the set).

In some practical systems (such as biological systems, mechanical systems, and networked control systems), time delay is inevitable. The existence of time delay might result in the performance deterioration or even instability of the system. Frequently, the time delay is not constant but time varying. A large number of researchers were involved in the study of time-delay systems (see, e.g., [11–13] and the references therein).

Similar to regular systems, the FTS concept can be applied to the class of time-delay systems. However, up to date, there are few works dealing with the FTS of time-delay systems. Some early results of FTS for time-delay systems can be found in [14]. The results of these investigations are
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... conservative because they are based on the application of simple algebraic inequality (LMI), more practical and precise results are obtained for continuous and discrete-time-delay systems.

In [15], the finite-time control problem for networked control systems with time-varying delays is investigated and a finite-time controller via state feedback is proposed to guarantee FTS. In [16, 17], the finite-time stability and stabilization for a class of continuous-time systems with constant time delay are studied. By using Lyapunov-Krasovskii-like (LKL) functional, some sufficient conditions that ensure finite-time performance of the considered systems are derived in the form of LMIs. The robust FTS is discussed in [17]. The controller design problem is solved by using the LMIs and the cone complementarity linearization iterative algorithm. In order to get less conservative criteria, a new form of LKL functional with power weighting function is introduced in [18]. In the last few years, with the great development of the switched system theory, the FTS and FTB problems of switched systems with time delay have received increasing attention (see, e.g., [19, 20] and the references therein). Recently, there has been rapidly growing interest in the problem of FTS analysis and synthesis of discrete-time systems with time-varying delay. In [21], the sufficient delay-dependent FTS conditions are derived by using new LKL functional and an appropriate model transformation of the original system. A less conservative criterion is proposed in [22] by choosing a new LKL functional with power weighting function. In order to get less conservative criteria in [23], the original time-delay system is firstly transformed into two interconnected subsystems. Then, new sufficient conditions of FTS and stabilization are derived by using a two-term approximation of the time-varying delay.

The main purpose of this paper is to obtain less conservative stability criteria for finite-time stability for discrete-time linear system with time-varying delay. Firstly, two finite sum inequalities for estimating weighted norms of delayed states are proposed. By using LKL functional with power function and finite sum inequalities, sufficient conditions of finite-time stability are proposed and expressed in the form of linear matrix inequalities (LMIs), which are dependent on the minimum and maximum delay bounds. Finally, a numerical example is given to illustrate the applicability of the developed results and the comparisons with some previous ones. It was shown that the obtained results are less conservative than some existing ones in the literature.

The rest of this paper is organized as follows. Section 2 gives the description of the considered system firstly and some necessary lemmas and remarks are listed. In Section 3, on the basis of the proposed finite sum inequalities and LKL functional, sufficient conditions are presented to guarantee the finite-time stability of the considered system. Section 4 gives one numerical example to illustrate the applicability of the developed results. Section 5 shows the summary of this paper.

Notations. The matrix transposition was denoted by a superscript “T.” \( \mathbb{R}^n \) and \( \mathbb{R}^{n \times m} \) are the \( n \)-dimensional Euclidean spaces and the set of all real matrices having dimension \( n \times m \), respectively. \( X > 0 \) denotes a real positive definite matrix, while \( X > Y \) implies that the matrix \( X - Y \) is a positive definite matrix. \( \lambda_{\text{max}}(X) \) (\( \lambda_{\text{min}}(X) \)) denotes the maximum (minimum) of eigenvalues of a real symmetric matrix \( X \).

2. Preliminaries and Problem Formulation

Consider the following discrete time system with time-varying delay:

\[
x(k+1) = Ax(k) + A_dx(k-d(k)),
\]

where \( x(k) \in \mathbb{R}^n \) is the state vector and \( A \in \mathbb{R}^{n \times n} \) and \( A_d \in \mathbb{R}^{n \times n} \) are known constant matrices. The time delay \( d(k) \) is assumed to be time varying and has lower \( d_m \) and upper \( d_M \) bounds such that

\[
0 < d_m \leq d(k) \leq d_M.
\]

The initial condition \( \phi(\theta) \) is defined as

\[
x(\theta) = \phi(\theta), \quad \theta \in \{-d_M, -d_M + 1, \ldots, -1, 0\}
\]

with

\[
\sup_{\theta \in \{-d_M, -d_M + 1, \ldots, -1\}} (\phi(\theta + 1) - \phi(\theta))^T (\phi(\theta + 1) - \phi(\theta)) \leq \delta.
\]

In this paper, the purpose is to derive sufficient conditions which guarantee the finite-time stability of discrete-time system with time-varying delay (1). To study the finite-time stability, the following definition is necessarily introduced.

Definition 1. Discrete-time system with time-varying delay (1) is said to be finite-time stable with respect to \( (\alpha, \beta, N) \), where \( 0 \leq \alpha < \beta \), if \( \forall k \in \{1, 2, \ldots, N\} \)

\[
\sup_{j \in \{-d_M, -d_M + 1, \ldots, 0\}} \phi^T(j) \phi(j) \leq \alpha \Rightarrow x^T(k) x(k) < \beta.
\]

The following lemmas will be used in the derivation of the main results.

Lemma 2. For any appropriately dimensioned matrices \( Z = Z^T > 0 \), \( M \) and positive integers \( d_1, d_2 > d_1 \), and \( \gamma \), the inequality

\[
-k_{d_1-1} \sum_{j=k-d_2}^{k-d_1-1} y^{k-j}y^T(j)Zy(j)
\]

\[
\leq \xi^T(k) cMZ^{-1}M^T\xi(k) + 2\xi^T(k)M(x(k-d_1) - x(k-d_2))
\]

holds, where \( y(k) = x(k + 1) - x(k) \), \( \xi(k) = [x^T(k) x^T(k-d(k)) x^T(k-d_1) x^T(k-d_2)]^T \), and

\[
c = \frac{y^{-d_1} - y^{-d_2}}{\gamma - 1}.
\]
Proof. Using the inequality
\[
0 \geq - \sum_{j=k-d_2}^{k-d_1-1} \left( M^T \xi(j) + y^{k-j} Z y(j) \right)^T \left( y^{k-j} Z \right)^{-1}
\cdot \left( M^T \xi(k) + y^{k-j} Z y(j) \right)
\]
we obtain
\[
0 \geq - \sum_{j=k-d_2}^{k-d_1-1} \left( M^T \xi(k) + y^{k-j} Z y(j) \right)^T \left( y^{k-j} Z \right)^{-1}
\cdot \left( M^T \xi(k) + y^{k-j} Z y(j) \right)
\]
which implies
\[
- \sum_{j=k-d_2}^{k-d_1-1} y^{k-j} y^T(j) Z y(j)
\leq \xi^T(k) M^{-1} Z M^T \xi(k) \sum_{j=k-d_2}^{k-d_1-1} y^{k-j}
+ 2 \xi^T(k) M \sum_{j=k-d_2}^{k-d_1-1} y(j)
= \xi^T(k) c M^{-1} Z M^T \xi(k)
+ 2 \xi^T(k) M \left( x(k-d_1) - x(k-d_2) \right).
\]
This completes the proof.

Lemma 3. For any appropriately dimensioned matrices \( Z = Z^T > 0 \), \( X \), \( Y \) and positive integers \( d_1, d_2 > d_1 \), and \( y \), the inequality
\[
- \sum_{j=k-d_2}^{k-d_1-1} y^{k-j} y^T(j) Z y(j)
\leq \xi^T(k) c X \xi(k)
+ 2 \xi^T(k) Y \left( x(k-d_1) - x(k-d_2) \right)
\]
holds, where \( y(k) = x(k+1) - x(k) \), \( \xi(k) = \begin{bmatrix} x^T(k) & x^T(k-d(k)) & x^T(k-d_1) & x^T(k-d_2) \end{bmatrix}^T \), and
\[
\begin{bmatrix} X & Y \\ \ast & Z \end{bmatrix} \geq 0,
\]
\[
c = \frac{y^{-d_1} - y^{-d_2}}{y-1}.
\]

Proof. From (12), we have
\[
\begin{bmatrix} a \\ b \end{bmatrix}^T \begin{bmatrix} X & Y \\ \ast & Z \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} \geq 0.
\]
Let \( a = y^{(k-j)/2} \xi(k), b = y^{(k-j)/2} y(j). \) Then
\[
- y^{-(k-j)/2} \xi^T(k) y^{(k-j)/2} X \xi(k)
\leq y^{(k-j)/2} y^T(j) Z y^{(k-j)/2} y(j)
+ 2 y^{-(k-j)/2} \xi^T(k) y^{(k-j)/2} y(j),
\]
\[
- y^{-(k-j)} \xi^T(k) X \xi(k)
\leq y^{k-j} y^T(j) Z y(j) + 2 \xi^T(k) Y y(j).
\]
Summarizing the previous expression per \( j \), from \( j = k-d_2 \) to \( j = k-d_1-1 \), we get
\[
- \sum_{j=k-d_2}^{k-d_1-1} y^{-(k-j)} \xi^T(k) X \xi(k)
\leq \sum_{j=k-d_2}^{k-d_1-1} y^{(k-j)} y^T(j) Z y(j) + 2 \xi^T(k) Y \sum_{j=k-d_2}^{k-d_1-1} y(j)
\]
\[
eq \sum_{j=k-d_2}^{k-d_1-1} y^{(k-j)} y^T(j) Z y(j)
+ 2 \xi^T(k) Y \left( x(k-d_1) - x(k-d_2) \right).
\]
Rearranging the above equation yields
\[
- \sum_{j=k-d_2}^{k-d_1-1} y^{(k-j)} y^T(j) Z y(j)
\leq \sum_{j=k-d_2}^{k-d_1-1} y^{(k-j)} \xi^T(k) X \xi(k)
+ 2 \xi^T(k) Y \left( x(k-d_1) - x(k-d_2) \right)
\]
\[
= c \xi^T(k) X \xi(k)
+ 2 \xi^T(k) Y \left( x(k-d_1) - x(k-d_2) \right).
\]
This completes the proof.
Remark 4. Let \( Y = M \). Then, the right sides of inequalities (6) and (11) become

\[
\xi^T(k) c M Z^{-1} M^T \xi(k) + 2 \xi^T(k) M (x(k - d_1) - x(k - d_2)),
\]

respectively. From (12), for \( Z > 0 \), the following inequality holds:

\[
X > M Z^{-1} M^T,
\]

which implies

\[
\xi^T(k) c X \xi(k) > \xi^T(k) c M Z^{-1} M^T \xi(k).
\]

Based on (18) and (20), we have

\[
\xi^T(k) c M Z^{-1} M^T \xi(k) + 2 \xi^T(k) M (x(k - d_1) - x(k - d_2)) < \xi^T(k) c X \xi(k) + 2 \xi^T(k) M (x(k - d_1) - x(k - d_2)).
\]

Hence, it can be concluded that inequality (6) is less restrictive compared to inequality (11) if \( Y = M \).

Remark 5. If we adopt \( X = M Z^{-1} M^T \) and \( Y = M \), then the right sides of inequalities (6) and (11) are equal to each other and

\[
\begin{bmatrix} X & Y \\ * & Z \end{bmatrix} = \begin{bmatrix} M Z^{-1} M^T & M \\ * & Z \end{bmatrix} = \begin{bmatrix} Z^{-1/2} M^T & Z^{1/2} \end{bmatrix}^T \begin{bmatrix} Z^{-1/2} M^T & Z^{1/2} \end{bmatrix} \geq 0.
\]

Then, Lemma 2 can be considered as a particular case of Lemma 3.

3. Main Results

In the sequel, we will present two finite-time stability criteria for system (1).

Theorem 6. The discrete-time system (1) with time-varying delay is finite-time stable with respect to \( \{ \alpha, \beta, N \} \) if there exist a scalar \( y > 1 \), positive scalars \( \lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6, \lambda_7, \) and \( \lambda_8 \), positive definite symmetric matrices \( P, Q_1, Q_2, R_1, \) and \( R_2, \) and matrices \( L = [ L_1^T L_2^T L_3^T L_4^T ]^T, S = [ S_1^T S_2^T S_3^T S_4^T ]^T, \) and \( T = [ T_1^T T_2^T T_3^T T_4^T ]^T, \) such that the following inequalities hold:

\[
\begin{bmatrix} \Sigma_1 + \Sigma_2 & c_1 L & c_1 S & c_2 T \\ * & -c_1 R_1 & 0 & 0 \\ * & * & -c_1 R_1 & 0 \\ * & * & * & -c_2 R_2 \end{bmatrix} < 0,
\]

\[
\begin{bmatrix} \lambda_1 I < P < \lambda_2 I, \\ \lambda_3 I < Q_1 < \lambda_4 I, \\ \lambda_5 I < Q_2 < \lambda_6 I, \\ R_1 < \lambda_7 I, \\ R_2 < \lambda_8 I, \\ y^N \alpha [ \lambda_2 + \mu_1 \lambda_4 + \mu_2 \lambda_6 ] + y^N \delta [ \mu_5 \lambda_7 + \mu_4 \lambda_8 ] - \beta [ \lambda_1 + \mu_1 \lambda_3 + \mu_2 \lambda_5 ] < 0,
\end{bmatrix}
\]

where

\[
\Sigma_1 = \begin{bmatrix} \Omega_{11} & \Omega_{12} & 0 & 0 \\ * & \Omega_{22} & 0 & 0 \\ * & * & -y^{d_m} Q_2 & 0 \\ * & * & * & -y^{d_m} Q_1 \end{bmatrix},
\]

\[
\Omega_{11} = A^T P A - y P + Q_1 + Q_2 + (d_M - d_m) (A - I)^T R_1 (A - I) + d_m (A - I)^T R_2 (A - I),
\]

\[
\Omega_{12} = A_d^T P A_d + (d_M - d_m) (A - I)^T R_1 A_d + d_m (A - I)^T R_2 A_d,
\]

\[
\Omega_{22} = A_d^T P A_d + (d_M - d_m) A_d^T R_1 A_d + d_m A_d^T R_2 A_d.
\]
\[ \Sigma_2 = \begin{bmatrix} T_1 + T_1^T & L_1 - S_1 + T_2^T & S_1 - T_1 + T_3^T & -L_1 + T_4^T \\ * & L_2 + L_2^T - S_2 - S_2^T & L_1^T + S_2^T - T_2 & -L_2 + L_4^T - S_4^T \\ * & * & S_2^T - T_2 & -L_3 + S_4^T - T_4^T \\ * & * & * & -L_4 - L_4^T \end{bmatrix}, \]

\[ c_1 = \frac{y^{-d_m} - y^{-d_B}}{y - 1}, \]

\[ c_2 = \frac{1 - y^{-d_m}}{y - 1}, \]

\[ \mu_1 = \frac{y^{d_M} - 1}{y - 1}, \]

\[ \mu_2 = \frac{y^{d_m} - 1}{y - 1}, \]

\[ \mu_3 = \frac{y^{d_M+1} - y^{d_m+1} - (y - 1)(d_M - d_m)}{(y - 1)^2}, \]

\[ \mu_4 = \frac{y(y^{d_m} - 1) - (y - 1)d_m}{(y - 1)^2}. \]

(26)

Proof. Let us consider the following discrete LKL functional:

\[ V(x(k)) = V_1(x(k)) + V_2(x(k)) + V_3(x(k)), \] (27)

where

\[ V_1(x(k)) = x^T(k) P x(k), \]

\[ V_2(x(k)) = \sum_{j=k-d_M}^{k-1} y^{k-1-j} x^T(j) Q_1 x(j) + \sum_{j=k-d_m}^{k-1} y^{k-1-j} x^T(j) Q_2 x(j), \] (28)

\[ V_3(x(k)) = \sum_{j=d_M}^{k-1} \sum_{\theta=k+j}^{k-1} y^{k-1-\theta} y^T(\theta) R_1 y(\theta) + \sum_{j=d_m}^{k-1} \sum_{\theta=k+j}^{k-1} y^{k-1-\theta} y^T(\theta) R_2 y(\theta). \]

Define \( \Delta V(x(k)) = V(x(k + 1)) - V(x(k)). \) Then, along with solution of system (1), we have

\[ \Delta V_1(x(k)) = x^T(k + 1) P x(k + 1) - x^T(k) P x(k) \]

\[ = (A x(k) + A_d x(k - d))^T P (A x(k) + A_d x(k - d)) \]

\[ - d(k)) - x^T(k) P x(k) + y x^T(k) P x(k) \]

\[ - y^T(k) P x(k) = x^T(k) (A^T P A - y P) x(k) + 2 x^T(k) A^T P A_d x(k - d(k)) + x^T(k - d(k)) \cdot A_d^T P A_d x(k - d(k)) + (y - 1) V_1, \]

\[ \Delta V_2(x(k)) = \sum_{j=k+1-d_M}^{k} y^{k-1-j} x^T(j) Q_1 x(j) - \sum_{j=k-d_M}^{k-1} y^{k-1-j} x^T(j) Q_1 x(j) + \sum_{j=k+1-d_m}^{k} y^{k-1-j} x^T(j) Q_2 x(j) \]

\[ - y^{d_M} x^T(k - d_M) Q_1 x(k - d_M) \]

\[ - \sum_{j=k+1-d_m}^{k} y^{k-1-j} x^T(j) Q_2 x(j) + x^T(k) Q_1 x(k) - y^{d_m} x^T(k - d_m) Q_1 x(k - d_m) \]

\[ + \sum_{j=k-d_m}^{k-1} y^{k-1-j} x^T(j) Q_2 x(j) + x^T(k) Q_2 x(k) - y^{d_m} x^T(k - d_m) Q_2 x(k - d_m) \]
\[ \Delta V(k) = (y - 1) V(k) + \sum_{j=-d_m}^{k-1} y^{k-j} y^T(j) \Delta V_3(k) \]

\[ \Delta V_3(k) = \sum_{j=-d_m}^{k-1} \sum_{\theta=k+1+j}^k y^{\theta-k+1} y^T(\theta) R_1 y(\theta) \]

\[ + y^T(k) R_1 y(k) - y^{-1} y^T(k + j) R_1 y(k + j) \]

\[ + \sum_{j=-d_m}^{k-1} \sum_{\theta=k+1+j}^k y^{\theta-k+1} y^T(\theta) R_2 y(\theta) \]

\[ + y^T(k) R_2 y(k) - y^{-1} y^T(k + j) R_2 y(k + j) \]

\[ - \sum_{j=-d_m}^{k-1} \sum_{\theta=k+1+j}^k y^{\theta-k+1} y^T(\theta) R_1 y(\theta) \]

\[ - \sum_{j=-d_m}^{k-1} \sum_{\theta=k+1+j}^k y^{\theta-k+1} y^T(\theta) R_2 y(\theta), \]

According to Lemma 2, we have

\[ \Delta V(k) = (y - 1) V(k) + \sum_{j=-d_m}^{k-1} y^{k-j} y^T(j) R_1 y(j) \]

\[ + \sum_{j=-d_m}^{k-1} y^{k-j} y^T(j) R_2 y(j) \]

\[ + 2 y^{k-j} y^T(j) R_1 y(j) \]

\[ + 2 y^{k-j} y^T(j) R_2 y(j) \]

\[ \leq \xi^T(k) c_1' L Z^{-1} L^T \xi(k) \]

\[ + 2 \xi^T(k) L (x(k - d(k)) - x(k - d_M)) \]

\[ + \xi^T(k) c_1'' S Z^{-1} S^T \xi(k) \]

\[ + 2 \xi^T(k) S (x(k - d_m) - x(k - d(k))) \]
\[
\begin{align*}
\leq & \xi^T (k) c_1 L Z^{-1} L^T \xi (k) \\
& + 2 \xi^T (k) [0 \ L \ 0 -L] \xi (k) \\
& + \xi^T (k) c_1 S Z^{-1} S^T \xi (k) \\
& + 2 \xi^T (k) [0 \ -S \ S \ 0] \xi (k) \\
= & \xi^T (k) c_1 L Z^{-1} L^T \xi (k) \\
& + \xi^T (k) \left( [0 \ L \ 0 -L] + [0 \ L \ 0 -L]^T \right) \xi (k) \\
& + \xi^T (k) \left( [0 \ -S \ S \ 0] + [0 \ -S \ S \ 0]^T \right) \xi (k), \\
\end{align*}
\]

where
\[
\begin{align*}
c'_1 &= \frac{y^{-d(k)} - y^{-d_m}}{y - 1} \leq \frac{y^{-d_m} - y^{-d_m}}{y - 1} = c_1, \\
\end{align*}
\]

Taking (30)-(31) into account, we obtain

\[
\begin{align*}
\Delta V(x(k)) - (\gamma - 1) V(x(k)) &= \xi^T (k) \\
& \cdot \left( \Sigma_1 + \Sigma_2 + c_1 L Z^{-1} L^T + c_1 S Z^{-1} S^T + c_2 T Z^{-1} T^T \right) \\
& \cdot \xi (k). \\
\end{align*}
\]

If
\[
\Sigma_1 + \Sigma_2 + c_1 L Z^{-1} L^T + c_1 S Z^{-1} S^T + c_2 T Z^{-1} T^T < 0
\]

then
\[
\Delta V(x(k)) - (\gamma - 1) V(x(k)) \\
= V(x(k+1)) - V(x(k)) - (\gamma - 1) V(x(k)) \\
= V(x(k+1)) - \gamma V(x(k)) < 0.
\]

Applying (35) iteratively, we obtain

\[
\begin{align*}
V(x(k)) &< \gamma V(x(k-1)) < \gamma^2 V(x(k-2)) < \cdots \\
&< \gamma^k V(x(0)), \quad k = 1, 2, 3, \ldots.
\end{align*}
\]

Based on the fact that \( \gamma > 1, \phi^T(j)\phi(j) \leq \alpha \), and (4), we get

\[
\begin{align*}
V(x(0)) &= x^T(0) P x(0) + \sum_{j=-d_m}^{d_m} \gamma^{-1} y^T(j) R_1 y(j) \\
&+ \sum_{j=-d_m}^{d_m} \gamma^{-1} y^T(j) R_2 y(j) \\
&\leq \alpha \lambda_{\text{max}}(P) + \lambda_{\text{max}}(Q_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} x^T(j) x(j) \\
&+ \lambda_{\text{max}}(Q_2) \sum_{j=-d_m}^{d_m} \gamma^{-1} x^T(j) x(j) \\
&+ \lambda_{\text{max}}(R_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} y^T(\theta) y(\theta) \\
&+ \lambda_{\text{max}}(R_2) \sum_{j=-d_m}^{d_m} \gamma^{-1} y^T(\theta) y(\theta) \\
&< \alpha \lambda_{\text{max}}(P) + \alpha \lambda_{\text{max}}(Q_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \alpha \lambda_{\text{max}}(Q_2) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \delta \lambda_{\text{max}}(R_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \delta \lambda_{\text{max}}(R_2) \sum_{j=-d_m}^{d_m} \gamma^{-1},
\end{align*}
\]

that is,

\[
\begin{align*}
\alpha \lambda_{\text{max}}(P) + \alpha \lambda_{\text{max}}(Q_1) &+ \alpha \lambda_{\text{max}}(Q_2) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \delta \lambda_{\text{max}}(R_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \delta \lambda_{\text{max}}(R_2) \sum_{j=-d_m}^{d_m} \gamma^{-1} < \alpha \lambda_{\text{max}}(P) + \alpha \lambda_{\text{max}}(Q_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \alpha \lambda_{\text{max}}(Q_2) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \delta \lambda_{\text{max}}(R_1) \sum_{j=-d_m}^{d_m} \gamma^{-1} \\
&+ \delta \lambda_{\text{max}}(R_2) \sum_{j=-d_m}^{d_m} \gamma^{-1}.
\end{align*}
\]
where

$$
\mu_1 = \sum_{j=\omega_1}^{d_1-1} y^{-j} = \frac{y^{d_1} - 1}{y - 1},
$$

$$
\mu_2 = \sum_{j=\omega_2}^{d_2-1} y^{-j} = \frac{y^{d_2} - 1}{y - 1},
$$

$$
\mu_3 = \sum_{j=\omega_3}^{d_3-1} y^{-j} = \frac{y^{d_3} - 1}{y - 1},
$$

$$
\mu_4 = \sum_{j=\omega_4}^{d_4-1} y^{-j} = \frac{y^{d_4} - 1}{y - 1},
$$

which implies \( x^T(k)x(k) < \beta \) for \( k = 1, 2, \ldots, N \). Therefore, system (I) is finite-time stable.

By using inequalities (24) we have

$$
y^N \alpha [\lambda_2 + \mu_1 \lambda_4 + \mu_2 \lambda_6] + y^N \delta [\mu_5 \lambda_7 + \mu_6 \lambda_8] < \beta [\lambda_1 + \mu_1 \lambda_3 + \mu_2 \lambda_5],
$$

which is equivalent to (25). This completes the proof. \( \square \)

**Theorem 7.** The discrete-time system with time-varying delay (I) is finite-time stable with respect to \( \{\alpha, \beta, N\} \) if there exist a scalar \( \gamma > 1 \), positive scalars \( \lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6, \lambda_7, \) and \( \lambda_8 \), positive definite symmetric matrices \( P, Q_1, Q_2, R_1, \) and \( R_2 \), and matrices \( G, H, M, L = [L_1^T, L_2^T, L_3^T, L_4^T]^T, S = [S_1^T, S_2^T, S_3^T, S_4^T]^T, \) and \( T = [T_1^T, T_2^T, T_3^T, T_4^T]^T \), such that the following inequalities hold:

$$
\Sigma_1 + \Sigma_2 + c_1 (G + H) + c_2 M < 0,
$$

< \gamma^k V(x(0))

< \gamma^k [\lambda_{\max}(P) + \mu_1 \lambda_{\max}(Q_1) + \mu_2 \lambda_{\max}(Q_2)]

+ \gamma^k \delta [\mu_5 \lambda_{\max}(R_1) + \mu_6 \lambda_{\max}(R_2)]

< \beta [\lambda_{\min}(P) + \mu_1 \lambda_{\min}(Q_1) + \mu_2 \lambda_{\min}(Q_2)],

(42)
Proof. This proof is based on the proof of Theorem 6. Starting from expression (30) and using Lemma 3, we have

\[
-k^{-d-1} \sum_{j=k-d}^{k-d} y^{k-j} y^T(j) R_1 y(j)
\]

\[= - \sum_{j=k-d}^{k-d} y^{k-j} y^T(j) R_1 y(j)
\]

\[= - \sum_{j=k-d}^{k-d} y^{k-j} y^T(j) R_1 y(j)
\]

\[\leq \xi^T (k) c_1 G \xi (k)
\]

\[+ 2 \xi^T (k) L (x (k - d (k)) - x (k - d_M))
\]

\[+ \xi^T (k) c_1^T H \xi (k)
\]

\[+ 2 \xi^T (k) S (x (k - d_m) - x (k - d (k)))
\]

\[\leq \xi^T (k) c_1 G \xi (k) + 2 \xi^T (k) \begin{bmatrix} 0 & L & 0 & -L \end{bmatrix} \xi (k)
\]

\[+ \xi^T (k) c_1 H \xi (k) + 2 \xi^T (k) \begin{bmatrix} 0 & -S & S & 0 \end{bmatrix} \xi (k)
\]

\[\leq \xi^T (k) c_1 G \xi (k)
\]

\[+ \xi^T (k) \begin{bmatrix} 0 & L & 0 & -L \end{bmatrix} \xi (k)
\]

\[+ \xi^T (k) c_1 H \xi (k)
\]

\[+ \xi^T (k) \begin{bmatrix} 0 & -S & S & 0 \end{bmatrix} \xi (k),
\]

\[- \sum_{j=k-d_m}^{k-d-1} y^{k-j} y^T(j) R_2 y(j)
\]

\[\leq \xi^T (k) c_2 M \xi (k) + 2 \xi^T (k) T (x (k) - x (k - d_m))
\]

\[= \xi^T (k) c_2 M \xi (k) + 2 \xi^T (k) \begin{bmatrix} T & 0 & -T & 0 \end{bmatrix} \xi (k)
\]

\[= \xi^T (k) c_2 M \xi (k)
\]

\[+ \xi^T (k) \begin{bmatrix} T & 0 & -T & 0 \end{bmatrix} \xi (k),
\]

In addition, by combining (30) and inequalities (48), we can obtain

\[
\Delta V (x (k)) - (y - 1) V (x (k))
\]

\[= \xi^T (k) \left( \Sigma_1 + \Sigma_2 + c_1 (G + H) + c_2 M \right) \xi (k).
\]

Based on inequality (44), we get

\[V (x (k + 1)) < y V (x (k));
\]

that is,

\[V (x (k)) < y^k V (x (0)), \quad k = 1, 2, 3, \ldots.
\]

Further procedure is identical to the proof of Theorem 6.

Remark 8. In the finite-time stability theory, the main problem is how to obtain the inequality \(V(x(k + 1)) < y V(x(k))\) (see (35) and (50)) using a minimum of approximations. By introducing the power function \(y^{k-j}\) in LKL functional, the previous inequality can be obtained using only approximations of the following quadratic form, which was used in (6) and (11):

\[- \sum_{j=k-d_2}^{k-1} y^{k-j} y^T(j) Z y(j).
\]

Therefore, it is important that the quadratic form should be approximated as precisely as possible, in order to reduce the conservatism of the FTS criterion. In this paper, this problem is solved by using Lemmas 2 and 3.

In most of the existing literature (see, e.g., [21, 23] and the references therein), the power function is not used in the LKL functional. Consequently, various techniques for approximation have been used for obtaining the inequality \(V(x(k + 1)) < y V(x(k))\), which lead to increasing the conservatism of FTS criteria. On the other hand, the LKL functional in [22] is proposed with the power function, but the quadratic form with the power function is approximated using the following quadratic form without power function:

\[- \sum_{j=k-d_2}^{k-1} y^{k-j} y^T(j) Z y(j).
\]

which introduces additional conservatism in FTS criteria. Thus, it can be expected that introducing the power function in LKL functional and using the less restrictive inequalities (6) and (11) lead to smaller conservatism of FTS criteria.

Remark 9. Inequality (12) is nonstrict LMIs. However, Lemma 3 also remains valid in the case of the following strict LMIs:

\[\begin{bmatrix} X & Y \\ * & Z \end{bmatrix} > 0,
\]

but its result becomes somewhat restrictive. Accordingly, nonstrict LMIs in (45) can be replaced by the following restrictive strict LMIs:

\[\begin{bmatrix} G & L \\ * & R_1 \end{bmatrix} > 0,
\]

\[\begin{bmatrix} H & S \\ * & R_1 \end{bmatrix} > 0,
\]

\[\begin{bmatrix} M & T \\ * & R_2 \end{bmatrix} > 0,
\]

which can be easily calculated using some strict LMI solvers, similar to LMI Toolbox in Matlab. Note that the nonstrict LMIs (55) are used in Numerical Example.
Remark 10. Taking into account Remarks 4 and 9, it can be expected that the result of Theorem 7 will be somewhat restrictive compared to Theorem 6. This claim will be demonstrated in Example 1.

Remark 11. In order to compare the results of this paper with those from the existing literature, the smallest eligible value of the parameter $\beta$, $\beta_m$, and the largest eligible value of time delay $d(k)$, $d_{Mm}$, are adopted as criteria. If the given criterion, compared to other criteria, has a higher (smaller) computed value of $\beta_m$ ($d_{Mm}$), then its conservatism is greater. For the given criterion, the computed value of $\beta_m$ ($d_{Mm}$) is always greater (smaller) than its theoretical value $\beta^*_m$ ($d^*_m$), which represents the minimal (maximal) values of $\beta_m$ ($d_{Mm}$) such that the considered system is FTS. The system simulation can be used for the estimation of the parameter $\beta^*_m$ ($d^*_m$) (see Examples 1–3).

The algorithm for computing the smallest eligible value of the parameter $\beta_m$ is described by the following steps.

Algorithm 12. Consider the following steps.

Step 1. Adopt a value of computational precision $\Delta > 0$ of the smallest eligible value of the parameter $\beta(\beta_m)$.

Step 2. Set $k = 1$. Choose a sufficiently large value for initial value for $\beta_0$ such that LMIs (23)–(25) (Theorem 6) or (44)–(47) (Theorem 7) are feasible. Select new value $\beta_1 \in [\alpha, \beta_0]$.

Step 3. Set $k = 2$. If there is a feasible solution of LMIs (23)–(25) (Theorem 6) or (44)–(47) (Theorem 7) for given $\beta_{k-1}$, then select new value $\beta_k \in [\alpha, \beta_{k-1}]$; otherwise, $\beta_k \in [\beta_{k-1}, \beta_{k-2}]$.

Step 4. Set $k = k + 1$. If there is a feasible solution of LMIs (23)–(25) (Theorem 6) or (44)–(47) (Theorem 7) for given $\beta_{k-1}$, then select new value $\beta_k \in [\beta_{k-2}, \beta_{k-1}]$; otherwise, $\beta_k \in [\beta_{k-1}, \beta_{k-2}]$.

Step 5. If $|\beta_k - \beta_{k-1}| < \Delta$, then $\beta_m = \beta_k$ and exit. Otherwise, go to Step 4.

A similar algorithm can be proposed for computing the largest eligible value of time delay $d_{Mm}$.

4. Numerical Example

The effectiveness of the results presented in the previous section is now shown by means of numerical examples. We investigate the finite-time stability by comparing the smallest eligible values of parameter $\beta_m$ or the largest eligible values of time delay $d_{Mm}$.

Example 1. Consider the following discrete-time system with time-varying delay:

$$x(k+1) = \begin{bmatrix} 0.2 & 0.1 & 0.1 \\ 0.2 & 0.1 & 0.4 \\ 0.2 & 1 & 0.2 \end{bmatrix} x(k) + \begin{bmatrix} 0.1 & 0.01 & 0.1 \\ 0.1 & 0.01 & 0.1 \\ 0.1 & 0.1 & 0.01 \end{bmatrix} x(k-d(k)),$$

$$d_m = 2, \ d_M = 5.$$  

The aim is to examine the FTS of system (56) with respect to $(3, \beta, N)$ for $N = 5, 10, 20$ and find the smallest eligible value of the parameter $\beta_m$.

Applying Theorem 6, for $\delta = 1.1, N = 10$, and $\gamma = 1.14$, we get the following feasible solution:

$$\beta_m = \beta_{m1} = 37,$$

$$P = \begin{bmatrix} 7.2962 & 0.0953 & -0.4689 \\ * & 7.2793 & -0.7771 \\ * & * & 3.6941 \end{bmatrix},$$

$$Q_1 = \begin{bmatrix} 0.7662 & -0.0008 & -0.0010 \\ * & 0.7498 & -0.0057 \\ * & * & 0.7463 \end{bmatrix},$$

$$Q_2 = \begin{bmatrix} 0.7811 & 0.0124 & 0.0816 \\ * & 0.2411 & -0.0673 \\ * & * & 0.2316 \end{bmatrix},$$

$$R_1 = \begin{bmatrix} 2.4430 & -0.1324 & 0.3298 \\ * & 1.2104 & 1.0944 \\ * & * & 1.4342 \end{bmatrix},$$

$$R_2 = \begin{bmatrix} 0.1691 & 0.0056 & -0.0337 \\ * & 0.1570 & 0.0918 \\ * & * & 0.0811 \end{bmatrix},$$

$$\lambda_1 = 3.4667,$$

$$\lambda_2 = 7.4649,$$

$$\lambda_3 = 0.7408,$$

$$\lambda_4 = 0.7709,$$

$$\lambda_5 = 0.1581,$$

$$\lambda_6 = 0.8030,$$

$$\lambda_7 = 2.6171,$$

$$\lambda_8 = 0.2496.$$
Based on Theorem 7, for $\alpha = 3$, $\delta = 1.1$, $N = 10$, $\gamma = 1.16$, and $\beta_m = \beta_m^2 = 43$, we also get a feasible solution. Therefore, system (56) with time-varying delay is finite-time stable with respect to $(3, 10, 37)$ (Theorem 6) and $(3, 10, 43)$ (Theorem 7).

Further, the smallest eligible values of the parameter $\beta_m$, in this paper and the literature [21–23], are shown in Table 1 for $N = 5, 10,$ and $20$. In this paper, the values of $\beta_m$ are smaller than those in [21–23]. Thus, for this example, the approach in this paper is less conservative than those in [21–23]. Theorem 7 shows a slightly greater conservatism than Theorem 6. The explanation for this is given in Remarks 4, 9, and 10.

In order to verify the stability properties, a computer simulation of the system with the random time-varying delay, $2 \leq d(k) \leq 5$, is performed under the conditions

$$\phi \in \{ -5, -4, \ldots, 0 \} = [\phi(-5) \cdots \phi(0)] = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T. \quad (58)$$

It is obvious that

$$\sup_{\phi \in \{ -5, -4, \ldots, 0 \}} \phi^T(\theta) \phi(\theta) \leq \alpha = 3, \quad \sup_{\phi \in \{ -5, -4, \ldots, -1 \}} (\phi(\theta + 1) - \phi(\theta))^T(\phi(\theta + 1) - \phi(\theta)) \quad (59)$$

$$\leq \delta = 1.1.$$ 

Figures 1–3 show the initial state responses of system (56), time-varying delay as random variable, and the norm of the initial state responses. Obviously, the considered system is not asymptotically stable. From Figure 3(b), the theoretical value of $\beta_m^1 \beta_m^2$, which is obtained by computer simulation amounts to $6.25$. As the conditions $\beta_m^1 = 37 > \beta_m^1$, and $\beta_m^2 = 43 > \beta_m^2$ are satisfied, based on Theorems 6 and 7, we can conclude that system (56) is finite-time stable.

Example 2. Consider the following discrete-time system with time-varying delay:

$$x(k + 1) = \begin{bmatrix} 0.60 & 0.00 \\ 0.35 & 0.70 \end{bmatrix} x(k) + \begin{bmatrix} 0.10 & 0.00 \\ 0.20 & 0.10 \end{bmatrix} x(k - d(k)), \quad (60)$$

$$d_m = 2 \leq d(k) \leq d_M,$$

which has been considered in [21–23]. In addition, we choose $(\alpha, \beta, N) = (2.1, 80, 100)$. By using Theorem 6, for fixed

<table>
<thead>
<tr>
<th>$N$</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21, Theorem 1]</td>
<td>215</td>
<td>2402</td>
<td>273783</td>
</tr>
<tr>
<td>[22, Theorem 1]</td>
<td>32</td>
<td>57</td>
<td>140</td>
</tr>
<tr>
<td>[23, Theorem 1]</td>
<td>56</td>
<td>125</td>
<td>518</td>
</tr>
<tr>
<td>Theorem 6</td>
<td>15</td>
<td>37</td>
<td>119</td>
</tr>
<tr>
<td>Theorem 7</td>
<td>18</td>
<td>43</td>
<td>350</td>
</tr>
</tbody>
</table>

$$L = \begin{bmatrix} 0.0092 & -0.0025 & 0.0166 \\ -0.1793 & -0.0973 & -0.0251 \\ -0.0184 & 0.0006 & -0.0251 \\ -0.3490 & -0.0166 & -0.0756 \\ -0.0074 & -0.1930 & -0.1200 \\ -0.0814 & 0.0006 & -0.0251 \\ -0.3490 & -0.0166 & -0.0756 \\ -0.0074 & -0.1930 & -0.1200 \\ -0.0814 & 0.0006 & -0.0251 \\ -0.3490 & -0.0166 & -0.0756 \\ -0.0074 & -0.1930 & -0.1200 \end{bmatrix},$$

$$S = \begin{bmatrix} 0.2145 & 0.0973 & 0.1207 \\ -0.0241 & 0.0046 & -0.0164 \\ 0.3216 & 0.0187 & 0.0718 \\ 0.0103 & 0.1415 & 0.0655 \\ 0.0904 & 0.0754 & 0.1862 \\ -0.0120 & 0.0243 & 0.0344 \\ 0.0307 & -0.1504 & -0.0965 \\ 0.0179 & -0.1066 & -0.1690 \\ 0.0645 & 0.0022 & 0.0162 \\ 0.0066 & 0.0214 & 0.0200 \\ 0.0202 & 0.0166 & 0.0282 \end{bmatrix},$$

$$T = \begin{bmatrix} -0.0261 & -0.0022 & -0.0024 \\ 0.0515 & 0.0249 & 0.0005 \\ -0.0478 & -0.0498 & -0.0232 \\ 0.0154 & -0.0258 & -0.0184 \\ -0.0125 & -0.0021 & 0.0037 \\ 0.0112 & 0.0049 & 0.0010 \\ 0.0222 & -0.0105 & -0.0115 \\ 0.0061 & 0.0363 & 0.0188 \\ -0.0116 & 0.0118 & 0.0157 \\ 0.0133 & -0.0099 & -0.0082 \\ 0.0011 & 0.0040 & 0.0032 \\ 0.0036 & 0.0016 & 0.0011 \end{bmatrix}.$$
To compare our results with those in [21–23], we give Table 2 in the following. From Table 2 it can be seen that, for this example, our method leads to less conservative results than that obtained in [21] and gives the same results as those obtained in [22, 23].

Table 2: The largest eligible value of time delay $d(k)$ ($d_{Mm}$).

| [21, Theorem 1] | 7 |
| [22, Theorem 1] | 10 |
| [23, Theorem 1] | 10 |
| Theorem 6 | 10 |

$$
\begin{align*}
\lambda_4 &= 718.1 \\
\lambda_5 &= 25.7, \\
\lambda_6 &= 1091.3, \\
\lambda_7 &= 1043.7, \\
\lambda_8 &= 107.2, \\
\end{align*}
$$

$$
L = \begin{bmatrix}
-0.04 & -0.02 \\
1.19 & 0.10 \\
-110.05 & -11.55 \\
-11.68 & -7.82 \\
-11.34 & -1.24 \\
-1.72 & -0.24 \\
27.21 & 2.94 \\
13.35 & 7.52
\end{bmatrix},
$$

$$
S = \begin{bmatrix}
-2.31 & -0.06 \\
0.68 & -0.05 \\
110.45 & 11.58 \\
12.09 & 7.86 \\
8.58 & 0.69 \\
-16.43 & -8.01 \\
11.40 & 1.27 \\
0.81 & 0.15
\end{bmatrix},
$$

$$
T = \begin{bmatrix}
-23.59 & 20.82 \\
23.79 & -21.37 \\
2.23 & -1.96 \\
0.02 & -0.01 \\
-1.42 & 1.27 \\
-22.28 & 20.02 \\
0.22 & -0.19 \\
0.33 & -0.29
\end{bmatrix}
$$

(61)
In order to verify previous results, we choose the following initial conditions:

\[
\Psi_{\theta \in \{-10, -9, \ldots, 0\}} = \begin{bmatrix} \psi(-10) & \cdots & \psi(0) \end{bmatrix}
\]

\[
= \begin{bmatrix} -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T,
\]

and we compute the initial state responses of system (60). Obviously, it can be seen that the initial values satisfy the following conditions:

\[
\sup_{\theta \in \{-10, -9, \ldots, 0\}} \phi^T(\theta) \phi(\theta) < \alpha = 2.1,
\]

\[
\sup_{\theta \in \{-10, -9, \ldots, -1\}} (\phi(\theta + 1) - \phi(\theta))^T (\phi(\theta + 1) - \phi(\theta)) \leq \delta = 1.1.
\]

Figures 4-5 show the initial state responses \(x(k)\) and the norm of initial state responses \(x^T(k)x(k)\) for the random time-varying delay \(2 \leq d(k) \leq 10\). It can be seen that, under the above initial conditions, the state responses of system (60) satisfy the following conditions:

\[
x^T(k)x(k) < \beta = 80, \quad \forall k \in \{1, 2, \ldots, 100\},
\]

which means that the system is finite-time stable with respect to \((2.1, 80, 100)\).

**Example 3.** Consider the following discrete-time-delay system with time-varying delay:

\[
x(k + 1) = \begin{bmatrix} 0.60 & 0.00 \\ 0.35 & 0.70 \end{bmatrix} x(k) + \begin{bmatrix} 0.20 & 0.25 \\ 0.25 & 0.15 \end{bmatrix} x(k - d(k)),
\]

which has been considered in [21, 22].

Based on Theorem 6, for \(d_m = 1 \leq d(k) \leq 5 = d_M\), \(\alpha = 2.1\), \(N = 10\), \(\delta = 1.1\), and \(\gamma = 1.44\), we find a feasible solution of (23)–(25) for the smallest eligible value \(\beta_{m1} = 299\). Further, the condition of Theorem 1 in [22] is only feasible for \(\beta_{m2} = 3017\), while the condition of Theorem 1 in [21] is not feasible for any value of the parameter \(\beta\). At the same time, Theorem 1 in [21] gives feasible solution for \(\beta_{m3} = 27183\) under the following, more restrictive, conditions: \(d_m = 1 \leq d(k) \leq 3 = d_M\), \(\alpha = 2.1\), \(N = 7\), \(\delta = 1.1\), and \(\gamma = 2.98\). Therefore, from this example, we can conclude that our method leads to less conservative results than those obtained in [21, 22].

In order to verify the stability properties, a computer simulation of the system is performed under the conditions

\[
\phi_{\theta \in \{-5, -4, \ldots, 0\}} = \begin{bmatrix} \phi(-5) & \cdots & \phi(0) \end{bmatrix}
\]

\[
= \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}^T,
\]
Figures 6-7 show the initial state responses of the above system and the norm of initial state responses. Obviously, the considered system is not asymptotically stable. From Figure 7, the theoretical smallest eligible value of the parameter $\beta$, $\beta_m$, which is obtained by computer simulation amounts to $\beta_m = 23.6$. As the following conditions are satisfied: $\beta_{m1} = 299 > \beta_m^1$, $\beta_{m2} = 3017 > \beta_m^2$, and $\beta_{m3} = 27183 > \beta_m^3$, we can conclude that system (65) is finite-time stable.

Remark 4. From the previous examples, the following conclusion can be made. In case when the system is not asymptotically stable, the derived results in this paper are less conservative in comparison with those from the existing literature [21–23]. When the system is asymptotically stable, this paper gives the same results as [22, 23] and less conservative results compared to [21].

5. Conclusion

In this paper, the problem of finite-time stability of discrete-time systems with time-varying delay has been considered. First, in order to obtain less conservative stability criteria, two finite sum inequalities for estimating weighted norms of delayed states are proposed. Then, by using Lyapunov-Krasovskii-like functionals with power function, new sufficient conditions of finite-time stability are obtained. The stability criteria are expressed in the form of linear matrix inequalities. It was shown that the obtained results are less conservative than some existing ones in the literature.
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