Almost Periodic Solution for an Epidemic Prey-Predator System with Impulsive Effects and Multiple Delays
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A nonautonomous epidemic prey-predator system with impulsive effects and multiple delays is considered; further, there is an epidemic disease in the predator. By the mean-value theorem of multiple variables, integral inequalities, differential inequalities, and other mathematical analysis skills, sufficient conditions which guarantee the permanence of the system are obtained. Furthermore, by constructing a series of Lyapunov functionals it is proved that there exists a unique uniformly asymptotically stable almost periodic solution of the system.

1. Introduction

It is reported that there were more than twenty kinds of newly emerging viruses in the recent 30 years, such as Ebola, Hantavirus, AIDS, SARS, H5N1, and H7N9. Authoritative experts express the fact that the fundamental cause of these epidemic viruses is the loss of ecological balance and environmental degradation, and the basic rule between human and the nature is destroyed, which lead to the revenge of the nature and the invasion of the virus. Therefore, human, environment, and the disease are mutually affective and mutually restrictive.

Ecological epidemiology is a new subject to study the distribution and propagation rules between humans and other species; it is the combination of ecology and epidemiology, starting from the changes of ecological environment. And one of the most important aims of the ecological epidemiology is to study the propagation trend of the disease in the ecological systems so that the government can give corresponding controlling strategies in first time. Thus, it is very meaningful and valuable to study the dynamics of an epidemic ecological system. And in the recent years, more and more ecologists, epidemiologists, and mathematicians have devoted themselves to the study of the epidemic ecological models (see [1–20]), and most of the models are ordinary differential equations (see [16–20]), respectively. For example, Xiao and Bosch [1] derived the following ecoepidemic model with disease in the predator in 2003:

\[
\frac{dx}{dt} = x \left( r_1 - ax - b_1 y_1 - b_2 y_2 \right),
\]

\[
\frac{dy_1}{dt} = y_1 \left( r_2 + cx - d_1 (y_1 + y_2) - \beta y_2 \right),
\]

\[
\frac{dy_2}{dt} = y_2 \left( \beta y_1 - d_2 (y_1 + y_2) \right),
\]

in which mathematical analyses of the model equations with regard to invariance of nonnegativity, boundedness of solutions, nature of equilibria, permanence, and global stability are analyzed.

The environment varies due to the factors such as seasonal effects of weather, food supplies, mating habits, and harvesting. So it is more reasonable to assume the periodicity or almost periodicity of parameters in the systems. And considering this factor, Tian et al. [21] considered the following nonautonomous epidemic prey-predator system in 2009:

\[
X'(t) = X(t) \left[ r_1(t) - a(t) X(t) - b_1(t) S(t) - b_2(t) I(t) \right],
\]
\[ S'(t) = c(t) X(t - \tau) S(t - \tau) + S(t) \left[ -r_2(t) - d_1(t) (S(t) + I(t)) - e(t) I(t) \right], \]
\[ I'(t) = I(t) \left[ -r_2(t) - d_2(t) (S(t) + I(t)) \right]. \]

(2)

On the other hand, it is known that the eco-epidemic system will often be perturbed by the factors of human exploitation activities, such as planting and harvesting. Among these human disturbances, periodic or almost periodic and instantaneous perturbations are the most common, and these perturbations can be regarded as the impulsive effects when modeling the system. If the factors of time delays are also considered, then the corresponding models should be described as impulsive functional differential equations. However, to the best of our knowledge, references on the periodic eco-epidemic model with impulsive perturbations seem relatively fewer. Since the rapid development in the theory of the impulsive equations and the functional differential equations (see [21–26]), many excellent results have been derived in ecological models, epidemic models, and even neural network models (see [27–37] and so on).

Enlightened by the above work, in this paper we will propose an epidemic ecological prey-predator model with impulsive perturbations and three kinds of time delays. First, we generalized the term \( a(t) X(t) \) into \( a(t) X(t - \tau_1) \) in the present model, which means the negative feedback intermediate prey crowding. Second, we consider there is a time \( \tau_3 > 0 \) of digestion of the susceptible predator. Third, we consider there is a latency period \( \tau_3 > 0 \) before an infected predator could infect a susceptible predator. The final model we will study in this paper is as follows:

\[ X'(t) = X(t) \cdot [r_1(t) - a(t) X(t - \tau_1) - b_1(t) S(t) - b_2(t) I(t)] \]
\[ S'(t) = c(t) X(t - \tau_2) S(t - \tau_2) + S(t) \cdot [-r_2(t) - d_1(t) (S(t) + I(t)) - e(t) I(t - \tau_3)] \]
\[ I'(t) = e(t) S(t) I(t - \tau_3) - d_2(t) (S(t) + I(t)) I(t), \] \( t \neq t_k, \)
\[ X(t_k^+) = (1 + h_{1k}) X(t_k), \]
\[ S(t_k^+) = (1 + h_{2k}) S(t_k), \]
\[ I(t_k^+) = (1 + h_{3k}) I(t_k), \]

(3)

where \( X(t) \) denotes the density of the prey, \( S(t) \) and \( I(t) \) denote the density of the susceptible and the infected predators, \( r_i(t) (i = 1, 2) \) means the intrinsic rate of natural increase, and the minus before \( r_2(t) \) means that the susceptible predator is dependent on the prey. \( a(t) \) denotes the coefficient of the density dependence of the prey, \( d_i(t) (i = 1, 2) \) denotes the competitive coefficients between the predators, \( b_i(t) (i = 1, 2) \) means the preying capacity of the susceptible and the infected predators, \( c(t) \) means the relative preying capacity of the susceptible predator, and \( e(t) \) means the touching rate between the susceptible predators.

\( h_{ik} > -1 \) denotes the impulsive effects. When \( h_{ik} > 0 \), the effects represent planting, when \( h_{ik} < 0 \), the effects denote harvesting.

Throughout the present paper, we define
\[ f^u = \sup_{t \in \mathbb{R}^+} f(t), \]
\[ f^l = \inf_{t \in \mathbb{R}^+} f(t), \]
for any bounded function \( f(t) \) defined on \( R^+ = [0, +\infty) \).

Further, we assume that
(C1) \( a(t), c(t), e(t), b_i(t), \) and \( d_i(t) (i = 1, 2) \) are all bounded and positive almost periodic functions;
(C2) \( H_i(t) = \prod_{0 \leq j < \infty} (1 + h_{ik}) \) is almost periodic functions and there exist positive constants \( H_i^u \) and \( H_i^l \) such that
\[ H_i^l \leq H_i(t) \leq H_i^u, \]
\( i = 1, 2, 3. \)

The rest of this paper is organized as follows. In Section 2, we will give several useful lemmas for the proof of our main results. In Section 3, we will state and prove our main results such as the permanence of the system and the existence and the uniqueness of almost periodic solution which is uniformly asymptotically stable by constructing a series of Lyapunov functional. In the last section, we will give some discussions and give a brief summary for the paper.

2. Preliminaries

\( K = \{ t_k \in \mathbb{R} \mid t_k < t_{k+1}, \ k \in \mathbb{N}, \ \lim_{k \to +\infty} t_k = +\infty \} \), and we denote the set of all sequences that are unbounded and increasing. Let \( D \subset \Omega, \ \Omega \neq \emptyset, \ \tau = \max_{1 \leq i \leq 3} \{2\tau_j \} \), \( \xi_0 \in \Omega \). Also, we denote \( PC(\xi_0) \) as the space of all functions \( \phi : [\xi_0 - \tau, \xi_0] \to \Omega \) having points of discontinuity at \( \mu_1, \mu_2, \ldots, \mu_m, \ldots \in [\xi_0 - \tau, \xi_0] \) of the first kind, being left continuous at these points.

For \( J \subset R, PC(J, R) \) is the space of all piecewise continuous functions from \( J \) to \( R \) with points of discontinuity of the first kind \( t_k, \) at which it is left continuous.

Let \( \phi_1, \phi_2, \phi_3 \in PC(0), \) denote \( X(t) = X(t; 0, \phi_1), S(t) = S(t; 0, \phi_2), \) and \( I(t) = I(t; 0, \phi_3) \), and \( X, S, I \in \Omega \) is the solution of system (3) satisfying the following initial conditions:
\[ 0 \leq X(s; 0, \phi_1) = \phi_1(s) < \infty, \]
\[ 0 \leq S(s; 0, \phi_2) = \phi_2(s) < \infty, \]
\[ 0 \leq I(s; 0, \phi_3) = \phi_3(s) < \infty, \]
\[ s \in [-\tau, 0]. \]

\[ X(0; 0, \phi_1) = \phi_1(0) > 0, \]
\[ S(0; 0, \phi_2) = \phi_2(0) > 0, \]
\[ I(0; 0, \phi_3) = \phi_3(0) > 0. \]
Lemma 1 (see [38]). (1) Assume that, for $x(t) > 0$, $t \geq 0$, the following holds:

$$x'(t) \leq x(t)(a - bx(t - \tau))$$

with initial conditions $x(s) = \phi(s) \geq 0$, $s \in [-\tau, 0]$, where $a$, $b$ are positive constants; then there exists a positive constant $x^*$ such that

$$\lim_{t \to \infty} \sup_{t \geq 0} x(t) \leq x^* := \frac{ae^{a\tau}}{b}.$$  

(2) Assume that, for $x(t) > 0$, $t \geq 0$, the following holds:

$$x'(t) \geq x(t)(c - dx(t - \tau))$$

with initial conditions $x(s) = \phi(s) \geq 0$, $s \in [-\tau, 0]$, where $c$ and $d$ are positive constants; then there exists a positive constant $x^*$ such that

$$\lim_{t \to \infty} \inf_{t \geq 0} x(t) \geq x^* := \frac{ce^{(c-d)x^*\tau}}{d}.$$  

Also, as a direct application of the conclusion in the proof of Corollary 4.1 in [39], we can obtain the following lemma.

Lemma 2. For $a > b > c > 0$, $x(0) > 0$.

(1) If $x'(t) \geq ax(t - \tau) - bx(t) - cx^2(t)$, then for any $\epsilon > 0$, there exists a constant $T_1 > 0$, such that

$$x(t) \geq \frac{a-b}{c} - \epsilon, \quad \text{when } t \geq T_1 + \epsilon.$$  

That is,

$$\lim_{t \to \infty} \inf_{t \geq 0} x(t) > \frac{a-b}{c}.$$  

(2) If $x'(t) \leq ax(t - \tau) - bx(t) - cx^2(t)$, then for any $\epsilon > 0$, there exists a constant $T_2 > 0$, such that

$$x(t) \leq \frac{a-b}{c} - \epsilon, \quad \text{when } t \geq T_2 + \epsilon.$$  

That is,

$$\lim_{t \to \infty} \sup_{t \geq 0} x(t) < \frac{a-b}{c}.$$  

If we consider the following almost periodic system with delay:

$$x'(t) = f(t, x_t), \quad t \in \mathbb{R},$$

and the associate product system of system (14) is in the form of

$$x'(t) = f(t, x_t),$$

$$y'(t) = f(t, y_t),$$

then, by the conclusions of [23], one has the following lemma.

Lemma 3 (see [23]). For $\phi, \psi \in C_H$, suppose that there exists a Lyapunov function $V(t, \phi, \psi)$ defined on $R^+ \times C_H$ satisfying the following three conditions:

(1) $u(\|\phi - \psi\|) \leq V(t, \phi, \psi) \leq v(\|\phi - \psi\|)$, where $u, v \in \mathcal{F} = \{u : R^+ \to R^+ | u \text{ is continuous increasing function and } u(s) \to 0, \text{ as } s \to 0\}$;

(2) $|V(t, \phi, \psi) - V(t, \phi, \phi)| \leq L(\|\phi - \psi\|)$, where $L$ is a positive constant;

(3) $D^+V(t, \phi, \phi) \leq -\gamma V(t, \phi, \phi)$, where $\gamma$ is a positive constant. Further, assume that (14) has a solution $x(t, \nu, \phi)$ such that $|x(t, \nu, \phi)| \leq B_1$ for $t \geq \tau_0 > 0$. Then system (14) has a unique almost periodic solution which is uniformly asymptotically stable.

Lemma 4 (see [37]). For any $x, y, u, v \in R$, one has the following inequality:

$$|x - y| - |u - v| \leq |x - u| + |y - v|.$$  

Now, we will study the nonimpulsive system of system (3):

$$u'(t) = u(t)\left[r_1(t) - A(t)u(t - \tau_1) - B_1(t)v(t)\right] - B_2(t)w(t)$$

$$v'(t) = C(t)u(t - \tau_2) - v(t)\left[r_2(t) + D_1(t)v(t) + D_2(t)w(t) + E_1(t)w(t - \tau_3)\right]$$

$$w'(t) = E_2(t)v(t)w(t - \tau_3) - D_1(t)v(t)w(t) - D_2(t)w^2(t),$$

with the initial condition

$$u(s) = \phi_1(s),$$
$$v(s) = \phi_2(s),$$
$$w(s) = \phi_3(s),$$

$$0 < u(s; 0, \phi_1) = \phi_1(s) < +\infty,$$
$$0 < v(s; 0, \phi_2) = \phi_2(s) < +\infty,$$
$$0 < w(s; 0, \phi_3) = \phi_3(s) < +\infty,$$

where $\phi_i \in PC(0)$, $s \in [-\tau, 0]$, $i = 1, 2, 3$. Further expressions of functions $A(t)$, $B_i(t)$, $C(t)$, $D_{ij}(t)$, $E_j(t)$, $(j, l = 1, 2)$ are given as follows:

$$A(t) = H_1(t)a(t),$$
$$B_1(t) = H_2(t)b_1(t),$$
$$B_2(t) = H_3(t)b_2(t),$$
$$C(t) = H_4(t)c(t),$$
$$E_1(t) = H_5(t)e(t),$$
$$E_2(t) = H_6(t)e(t),$$
$$D_{11}(t) = H_7(t)d_1(t),$$
$$D_{12}(t) = H_8(t)d_1(t),$$
$$D_{22}(t) = H_9(t)d_2(t).$$
Then we have the following lemma.

Lemma 5. Assume that $(u(t), v(t), w(t))^T$ is any solution of system (17) with initial conditions (18); then $u(t) > 0$, $v(t) > 0$, $w(t) > 0$ for all $t \in \mathbb{R}^+$. 

Proof. Let

$$
M(t) = r_1(t) - A(t) u(t - \tau_1) - B_1(t) v(t) - B_2(t) w(t),
$$

$$
N(t) = r_2(t) + D_{11}(t) v(t) + D_{12}(t) w(t) + E_1(t) w(t - \tau_3),
$$

$$
P(t) = D_{21} v(t) + D_{22} w(t).
$$

Then it follows from the first equation of system (17) that

$$
u(t) = u(0) \exp \left\{ \int_0^t M(s) \, ds \right\} = \phi_1(0) \exp \left\{ \int_0^t M(s) \, ds \right\} > 0.
$$

From the second equation of system (17), we have

$$
v'(t) \geq -v(t) N(t) \Rightarrow \frac{v'(t)}{v(t)} \geq -N(t).
$$

(22)

Integrating the above inequality on the interval $[0, t]$ yields

$$
\ln v(t) - \ln v(0) \geq - \int_0^t N(s) \, ds \Rightarrow v(t) \geq \phi_2(0) \exp \left\{ - \int_0^t N(s) \, ds \right\} > 0.
$$

Similarly, from the last equation of system (17), we have

$$
w'(t) \geq -w(t) P(t) \Rightarrow \frac{w'(t)}{w(t)} \geq -P(t).
$$

(24)

Integrating the above inequality on the interval $[0, t]$ yields

$$
w(t) - w(0) \geq - \int_0^t P(s) \, ds \Rightarrow w(t) \geq \phi_3(0) \exp \left\{ - \int_0^t P(s) \, ds \right\} > 0.
$$

This completes the proof of this lemma.

Lemma 6. For system (3) and system (17), one has following results:

(1) If $(u(t), v(t), w(t))^T$ is a solution of system (17), then

$$
(X(t), S(t), I(t))^T = \prod_{0 < t_k < t} \left( 1 + h_{1k} \right) u(t),
$$

$$
\prod_{0 < t_k < t} \left( 1 + h_{2k} \right) v(t), \prod_{0 < t_k < t} \left( 1 + h_{3k} \right) w(t)
$$

is a solution of impulsive system (3);

(2) If $(X(t), S(t), I(t))^T$ is a solution of system (3), then

$$
(u(t), v(t), w(t))^T = \prod_{0 < t_k < t} \left( 1 + h_{1k} \right)^{-1} X(t),
$$

$$
\prod_{0 < t_k < t} \left( 1 + h_{2k} \right)^{-1} S(t), \prod_{0 < t_k < t} \left( 1 + h_{3k} \right)^{-1} I(t)
$$

is a solution of the nonimpulsive system (17).

Proof. (1) If $(u(t), v(t), w(t))^T$ is a solution of system (17), then, for any $t \neq t_k$, $k \in \mathbb{Z}$,

$$
u(t) = \prod_{0 < t_k < t} \left( 1 + h_{1k} \right) u(t),
$$

$$
v(t) = \prod_{0 < t_k < t} \left( 1 + h_{2k} \right)^{-1} S(t), \prod_{0 < t_k < t} \left( 1 + h_{3k} \right)^{-1} I(t)
$$

is a solution of system (17), which yields

$$
\prod_{0 < t_k < t} \left( 1 + h_{1k} \right)^{-1} X(t) = \prod_{0 < t_k < t} \left( 1 + h_{1k} \right)^{-1} X(t)
$$

is a solution of system (17), which yields

$$
\prod_{0 < t_k < t} \left( 1 + h_{1k} \right)^{-1} X(t) = \prod_{0 < t_k < t} \left( 1 + h_{1k} \right)^{-1} X(t)
$$

$$
\cdot \left\{ r_1(t)
$$

$$
- A(t) \prod_{0 < t_k < t} \left( 1 + h_{1k} \right)^{-1} \times X(t - \tau_1)
$$

$$
- B_1(t) \prod_{0 < t_k < t} \left( 1 + h_{2k} \right)^{-1} S(t)
$$

$$
- B_2(t) \prod_{0 < t_k < t} \left( 1 + h_{3k} \right)^{-1} I(t)
$$

\right\}.
Similarly, we can verify that
\[ S(t_k') = (1 + h_{3k}) S(t_k) , \]
\[ I(t_k') = (1 + h_{3k}) I(t_k) . \]

Thus, from (30)–(32) we know that \((X(t), S(t), I(t))^T\) is the solution of the system (3).

(2) Since \(u(t), v(t), w(t)\) are continuous on each interval \((t_k, t_{k+1})\), then we only need to check the continuity of them at the impulsive point \(t = t_k, k \in N\). In fact,
\[
\begin{align*}
u(t_k') &= \prod_{0 < t_k < t_k'} \left( 1 + h_{1j} \right)^{-1} X(t_k') \\ &= \prod_{0 < t_k < t_k'} \left( 1 + h_{1j} \right)^{-1} X(t_k) = u(t_k),
\end{align*}
\]
\[
\begin{align*}u(t_k') &= \prod_{0 < t_k < t_k'} \left( 1 + h_{1j} \right)^{-1} X(t_k) = u(t_k),
\end{align*}
\]
\[
\begin{align*}v(t_k') &= \prod_{0 < t_k < t_k'} \left( 1 + h_{1j} \right)^{-1} X(t_k) = u(t_k).
\end{align*}
\]
That is,
\[
\begin{align*}u(t_k') &= u(t_k') = u(t_k) .
\end{align*}
\]
Similarly, we can check that
\[
\begin{align*}v(t_k') &= v(t_k') = v(t_k),
\end{align*}
\]
\[
\begin{align*}w(t_k') &= w(t_k') = w(t_k).
\end{align*}
\]
Therefore, \(u(t), v(t), w(t)\) are continuous on \([0, +\infty)\).

On the other hand, similar to the above proof process of step (1), we can verify that \((u(t), v(t), w(t))^T\) satisfies system (17).

Then, \((u(t), v(t), w(t))^T\) is a solution of nonimpulsive system (17).

This completes the proof of Lemma 6. \(\square\)

3. Main Results

Theorem 7. Assume that (C1)-(C2) hold, and suppose further that
\[
\begin{align*}(C3) & \quad C^u r_1^u e^{\nu T_2} > A^u r_2^u ; \\
(C4) & \quad r_1^t > B^u v^* + B^w w^* ; \\
(C5) & \quad C^u u^* > r_2^u + (D^{12} + D^{22} u^*) w^* ; \\
(C6) & \quad E_2^u v^* > D^{21} v^* ;
\end{align*}
\]
then any positive solution \((u(t), v(t), w(t))^T\) of system (17) satisfies
\[
\begin{align*}u_* & \leq \liminf_{t \to +\infty} u(t) \leq \limsup_{t \to +\infty} u(t) \leq u^*, \\
v_* & \leq \liminf_{t \to +\infty} v(t) \leq \limsup_{t \to +\infty} v(t) \leq v^*, \\
w_* & \leq \liminf_{t \to +\infty} w(t) \leq \limsup_{t \to +\infty} w(t) \leq w^*,
\end{align*}
\]
where
\[
\begin{align*}
u^* &= \frac{r_1^u}{A^l} e^{\tau_1'}, \\
v^* &= \frac{C^u r_1^u e^{\tau_1'} - A^l r_2^u}{A^l D^l_{11} D^l_{22}}, \\
w^* &= \frac{E^u_2 \left( C^u r_1^u e^{\tau_1'} - A^l r_2^u \right)}{A^l D^l_{11} D^l_{22}}, \\
u^* &= \frac{r_1^u}{A^l} e^{\tau_1'}, \\
v^* &= \frac{C^u r_1^u e^{\tau_1'} - A^l r_2^u}{A^l D^l_{11} D^l_{22}}, \\
w^* &= \frac{E^u_2 \left( C^u r_1^u e^{\tau_1'} - A^l r_2^u \right)}{A^l D^l_{11} D^l_{22}}.
\end{align*}
\]  
(37)

Proof. From the first equation of system (17) we have
\[
u'(t) \leq u(t) \left[ r_1^u - A^l u \quad (t - \tau_1) \right].
\]  
(38)

It follows from the first conclusion of Lemma 1 that
\[
\limsup_{t \to \infty} u(t) \leq \frac{r_1^u}{A^l} e^{\tau_1'} = u^*.
\]  
(39)

Thus, there exists a \( T_1 > 0 \), such that \( u(t) \leq u^* \) when \( t > T_1 \).

At the moment, from the second equation of system (17), when \( t > T_1 + \tau_2 \), we have
\[
v'(t) \leq c^u v(t - \tau_2) - v(t) \left( r_2^l + D^l_{11} v(t) \right)
\]  
(40)

Since condition (C3) holds, then it follows from the second conclusion of Lemma 2 that
\[
\limsup_{t \to \infty} v(t) \leq \frac{c^u v - r_2^l}{D^l_{11}} = \frac{C^u r_1^u e^{\tau_1'} - A^l r_2^u}{A^l D^l_{11} D^l_{22}} = v^*.
\]  
(41)

Therefore, there exists a \( T_2 > T_1 + \tau_2 \), such that \( v(t) \leq v^* \) when \( t > T_2 \), and when \( t > T_2 \) from the last equation of system (17) we have
\[
w'(t) \leq E^u_2 v^* w(t - \tau_3) - D^l_{22} w^2(t). \]  
(42)

Then it follows from the second conclusion of Lemma 2 again that
\[
\limsup_{t \to \infty} w(t) \leq \frac{E^u_2 v^* - D^l_{22} w^*}{D^l_{22}} = w^*.
\]  
(43)

Therefore, there exists a \( T_3 > T_2 \), such that \( w(t) \leq w^* \) when \( t > T_3 \).

At the moment, considering the inequality estimations on the opposite direction from all the equations of system (17), we can obtain
\[
u'(t) \geq u(t) \left[ r_1^u - A^u u \quad (t - \tau_1) \right] \left[ - (B^u_1 v^* + B^u_2 w^*) \right].
\]  
(44)

Since condition (C4) holds, then by the second conclusion of Lemma 1 we have
\[
\liminf_{t \to \infty} u(t) \geq \frac{r_1^u - (B^u_1 v^* + B^u_2 w^*)}{A^u}.
\]  
(45)

Then there exists a \( T_4 > T_3 \), such that \( u(t) \geq u_* \) when \( t > T_4 \). When \( t > T_4 + \tau_2 \) it follows from the second equation of system (17) that
\[
v(t) \geq C^u u_* v(t - \tau_2)
\]  
(46)

Since condition (C5) holds, and by the second conclusion of Lemma 2 again, we have
\[
\liminf_{t \to \infty} v(t) \geq \frac{C^u u_* - D^l_{12} u_*}{D^l_{12}} = v_*.
\]  
(47)

Then there exists a \( T_5 > T_4 + \tau_3 \), such that \( v(t) \geq v_* \) when \( t > T_5 \). When \( t > T_5 \), it follows from the last equation of system (17) that
\[
w(t) \geq E^u_2 v_* w(t - \tau_3) - D^l_{22} v^* w(t) - D^l_{22} w^2(t).
\]  
(48)

Since condition (C6) holds and it follows from Lemma 2 again, we have that
\[
\liminf_{t \to \infty} w(t) \geq \frac{E^u_2 v_* - D^l_{22} v^*}{D^l_{22}} = w_*.
\]  
(49)

Thus, combining (39), (41), and (43) with (45), (47), and (49), we can see that the proof of this theorem is completed. \( \square \)

Theorem 8. Assume that (C1)-(C6) hold; then any positive solution \((X(t), S(t), I(t))^T\) of system (3) satisfies
\[
\begin{align*}
H^l_1 u_* &\leq \liminf_{t \to \infty} X(t) \leq \limsup_{t \to \infty} X(t) \leq H^l_1 u^*, \\
H^l_2 v_* &\leq \liminf_{t \to \infty} S(t) \leq \limsup_{t \to \infty} S(t) \leq H^l_2 v^*; \\
H^l_3 w_* &\leq \liminf_{t \to \infty} I(t) \leq \limsup_{t \to \infty} I(t) \leq H^l_3 w^*.
\end{align*}
\]  
(50)
Proof. Since \((X(t), S(t), I(t))^T\) is a solution of system (3), then by the second conclusion of Lemma 6
\[
(u(t), v(t), w(t))^T = \left( \frac{X(t)}{H_1(t)}, \frac{S(t)}{H_2(t)}, \frac{I(t)}{H_3(t)} \right)^T
\]
is a solution of system (17).
Then it follows from Theorem 7 that
\[
u_* \leq \liminf_{t \to +\infty} \frac{S(t)}{H_2(t)} \leq \limsup_{t \to +\infty} \nu(t)
\]
\[
u_\ast \leq \liminf_{t \to +\infty} \frac{S(t)}{H_2(t)} \leq \limsup_{t \to +\infty} \nu(t)
\]
which implies that
\[
H_1^u u_* \leq \liminf_{t \to +\infty} X(t) \leq \limsup_{t \to +\infty} X(t) \leq H_1^u u_\ast,
\]
\[
H_2^v v_* \leq \liminf_{t \to +\infty} S(t) \leq \limsup_{t \to +\infty} S(t) \leq H_2^v v_\ast.
\]
This completes the proof of this theorem.

Remark 9. Suppose that (C1)–(C6) hold; then system (3) is permanent.

In the following, we will discuss the uniformly asymptotic stability of a unique almost periodic solution of system (3) by Lemma 4. And for the sake of convenience, we give some notations before the theorem as follows.

Theorem 10. Assume that (C1)–(C6) hold, and further assume that
\[
\text{(C7) there exists a set of positive parameters } \lambda_i > 0 \text{ (i = 1, 2, 3), such that the following linear matrix inequality holds:}
\]
\[
\begin{pmatrix}
Q_{11} & Q_{12} & Q_{13} \\
Q_{21} & Q_{22} & Q_{23} \\
Q_{31} & Q_{32} & Q_{33}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix}
> 0.
\]

Then system (3) admits a unique almost periodic solution which is uniformly asymptotically stable, where
\[
Q_{11} = A_1^u u_* - \tau_1 (A^u u_*^2)^2
\]
\[
Q_{12} = -r_2 \left( \frac{C^u u_* v_*}{v_*} \right)^2 - \frac{C^u u_* v_*}{v_*}
\]
\[
Q_{13} = 0,
\]
\[
Q_{21} = -B^u v_* - \tau_1 A^u B^u_1 u_* v_*
\]
\[
Q_{22} = D^u_1 v_* - 2r_2 \left( \frac{C^u u_* v_*}{v_*} \right)^2 - \frac{C^u D^u_1 u_* (v_*^2)^2}{v_*}.
\]
\[
Q_{23} = -E^u_2 v_* - \tau_3 D^u_2 (v_*^2) w_*
\]
\[
Q_{31} = -B^u_2 w_* - \tau_1 A^u B^u_2 u_* w_*
\]
\[
Q_{32} = -D^u_2 w_* - E^u_2 w_* - \tau_2 C^u D^u_2 v_* w_*
\]
\[
Q_{33} = D^u_3 w_* - 2\tau_3 \left( \frac{E^u_2 v_* w_*}{w_*} \right)^2 - \frac{C^u E^u_2 u_* v_* w_*}{v_*}
\]

Proof. At first, we will prove that system (17) has a unique uniformly asymptotically stable almost periodic solution. In order to achieve this aim, we take a transformation:
\[
u(t) = e^{\lambda t},
\]
\[
u(t) = e^{\lambda t},
\]
\[
u(t) = e^{\lambda t},
\]
\[t \in \mathbb{R}^+.
\]
Suppose that $U_1(t) = (x_1(t), s_1(t), i_1(t))^T$ and $U_2(t) = (x_2(t), s_2(t), i_2(t))^T$ are any two solutions of system (59); then the product system of (59) reads

$$
\begin{align*}
x_1'(t) &= r_1(t) - A(t) e^{x_1(t-t_0)} - B_1(t) e^{x_1(t)} - B_2(t) \\
&\quad \cdot e^{s_1(t)}; \\
\end{align*}
$$

$$
\begin{align*}
s_1'(t) &= C(t) e^{x_1(t-t_0)} e^{x_1(t-t_0)-s_1(t)} - \left[ r_2(t) \\
&\quad + D_{11}(t) e^{s_1(t)} + D_{12}(t) e^{i_1(t)} + E_1(t) e^{i_1(t)} \right]; \\
\end{align*}
$$

$$
\begin{align*}
i_1'(t) &= E_2(t) e^{s_1(t)} e^{i_1(t-t_0)} - \left[ D_{21}(t) e^{i_1(t)} \\
&\quad + D_{22}(t) e^{i_1(t)} \right]. \\
\end{align*}
$$

Denote $S^* = \{ \phi = (x_1, s_1, i_1)^T \in C([-\tau, 0], R^3) \mid \ln u_1 \leq x_1, \ln v_1 \leq s_1, \ln v_1 \leq i_1 \leq \ln w \}, R^3$. For any $\Phi = (\phi_1, \phi_2, \phi_3)^T = (x_{11}, s_{11}, i_{11})^T \in S^*$, we can choose $\Psi = (\psi_1, \psi_2, \psi_3)^T = (x_{21}, s_{21}, i_{21})^T \in S^*$ such that

$$
|\Phi(0) - \Psi(0)|_0 = |\phi_1 - \psi_1| + |\phi_2 - \psi_2| + |\phi_3 - \psi_3| > 0.
$$

Consider a Lyapunov functional $V(t) = V(t, \Phi, \Psi) = V(t, x_1, s_1, i_1)^T, (x_2, s_2, i_2)^T) = V_1(t) + V_2(t) + V_3(t) + V_4(t)$ defined on $R^+ \times S^* \times S'$, where

$$
\begin{align*}
V_1(t) &= \lambda_1 \int_{-\tau}^t \int_{t-s}^t \left| x_1(r) - x_2(r) \right| dr ds \\
&\quad + \lambda_2 \int_{-\tau}^t \int_{t-s}^t \left| s_1(r) - s_2(r) \right| dr ds \\
&\quad + \lambda_3 \int_{-\tau}^t \int_{t-s}^t \left| i_1(r) - i_2(r) \right| dr ds; \\
V_2(t) &= \lambda_1 \int_{-\tau}^t \int_{t-s}^t \left| x_1(r) - x_2(r) \right| dr ds \\
&\quad + \lambda_2 \int_{-\tau}^t \int_{t-s}^t \left| s_1(r) - s_2(r) \right| dr ds \\
&\quad + \lambda_3 \int_{-\tau}^t \int_{t-s}^t \left| i_1(r) - i_2(r) \right| dr ds; \\
V_3(t) &= \lambda_1 \int_{-\tau}^t \int_{t-s}^t \left| x_1(r) - x_2(r) \right| dr ds \\
&\quad + \lambda_2 \int_{-\tau}^t \int_{t-s}^t \left| s_1(r) - s_2(r) \right| dr ds \\
&\quad + \lambda_3 \int_{-\tau}^t \int_{t-s}^t \left| i_1(r) - i_2(r) \right| dr ds; \\
V_4(t) &= \lambda_1 \int_{-\tau}^t \int_{t-s}^t \left| x_1(r) - x_2(r) \right| dr ds \\
&\quad + \lambda_2 \int_{-\tau}^t \int_{t-s}^t \left| s_1(r) - s_2(r) \right| dr ds \\
&\quad + \lambda_3 \int_{-\tau}^t \int_{t-s}^t \left| i_1(r) - i_2(r) \right| dr ds.
\end{align*}
$$

According to the definitions of $S^*$ and $V(t) = V(t, \Phi, \Psi)$, there is some positive constant $M$ large enough such that

$$
V(t) = V(t, \Phi, \Psi) \leq M.
$$

By the structure of $V(t)$, it is easy to see

$$
V(t) \geq V_1(t) \geq \lambda_1 \left( \| x_1(t) - x_2(t) \| + \| s_1(t) - s_2(t) \| + \| i_1(t) - i_2(t) \| \right).
$$

Let $\lambda = \min \{ \lambda_1, \lambda_2, \lambda_3 \} > 0$, and then

$$
V(t) \geq V_1(t) \geq \lambda \| \Phi(0) - \Psi(0) \|_0 > 0.
$$
Moreover, by the integrative inequality and the absolute-value inequality properties we have

\[
V(t) \leq \frac{1}{2} \left( 2(\lambda_1 + \lambda_2 + \lambda_3) + r^2 \left( \lambda_1 (A^u u^*)^2 + \lambda_1 A^u B^u_1 u^* v^* + \lambda_1 A^u B^u_2 u^* w^* + \lambda_2 \left( \frac{C^u u^* v^*}{v_u} \right)^2 + \lambda_2 \left( \frac{C^u D^u_1 u^* (v^*)^2}{v_u} \right) + \lambda_3 \left( \frac{C^u D^u_2 u^* v^* w^*}{v_u} \right) + \lambda_3 \left( \frac{D^u_2 E^u_2 (v^*)^2 w^*}{w_u} \right) + \lambda_3 \left( \frac{D^u_1 E^u_1 (v^*)^2 v^*}{w_u} \right) + \tau \left( \lambda_3 C^u u^* v^* + \lambda_2 E^u_1 w^* \right) + \tau \sup_{s \in [-\tau, 0]} (|x_{u_1}(s) - x_{u_2}(s)| + |s_{u_1}(s) - s_{u_2}(s)|)
\right) \right),
\]

where

\[
\bar{\lambda} := \frac{1}{2} \left( 2(\lambda_1 + \lambda_2 + \lambda_3) + r^2 \left( \lambda_1 (A^u u^*)^2 + \lambda_1 A^u B^u_1 u^* v^* + \lambda_1 A^u B^u_2 u^* w^* + \lambda_2 \left( \frac{C^u u^* v^*}{v_u} \right)^2 + \lambda_2 \left( \frac{C^u D^u_1 u^* (v^*)^2}{v_u} \right) + \lambda_3 \left( \frac{C^u D^u_2 u^* v^* w^*}{v_u} \right) + \lambda_3 \left( \frac{D^u_2 E^u_2 (v^*)^2 w^*}{w_u} \right) + \lambda_3 \left( \frac{D^u_1 E^u_1 (v^*)^2 v^*}{w_u} \right) + \tau \left( \lambda_3 C^u u^* v^* + \lambda_2 E^u_1 w^* \right) \right) \right).
\]

Let \( u, v \in C(R^+, R^+) \), choose \( u = \lambda s, v = \bar{\lambda} s \), and then the first condition of Lemma 3 is satisfied.

For any \( \bar{\Phi} = (x_{u_1}, s_{u_1}, i_{u_1})^T, \bar{\Psi} = (x_{u_2}, s_{u_2}, i_{u_2})^T, \Phi = (x_{u_1}, s_{u_1}, i_{u_1})^T, \Psi = (x_{u_2}, s_{u_2}, i_{u_2})^T \in S^* \), it follows from the previous definitions of \( V_i(t) \) \( i = 1, 2, 3, 4, 5 \), and by inequality (16) in Lemma 4 we have that,

\[
|V(t, \Phi, \Psi) - V(t, \bar{\Phi}, \bar{\Psi})| \leq \lambda_1 |x_1(t) - x_1^*(t)| + |x_2(t) - x_2^*(t)| + |s_1(t) - s_1^*(t)| + |s_2(t) - s_2^*(t)| + |i_1(t) - i_1^*(t)| + |i_2(t) - i_2^*(t)| + \lambda_2 \left( \frac{C^u u^* v^*}{v_u} \right)^2 \cdot \int_{-\tau}^{\tau} \int_{\tau}^{t} ||i_1(t) - i_1^*(t)|| \, d\tau \, ds + \lambda_2 \left( \frac{C^u u^* v^*}{v_u} \right)^2 \cdot \int_{-\tau}^{\tau} \int_{\tau}^{t} ||i_2(t) - i_2^*(t)|| \, d\tau \, ds.
\]
\[ + \lambda_3 \frac{D^b \nu_x (\omega^*)^2}{\nu_x} \int_{t_1}^{t} \left| i_1 (s) - i_2 (s) \right| ds + \lambda_2 C \nu_x \nu^* \cdot \int_{t_1}^{t} \left| x_1 (s) - x_2 (s) \right| ds + \lambda_2 E^1 \nu^* \int_{t_1}^{t} \left| i_1 (s) - i_2 (s) \right| ds \]

This yields
\[
\left[ V (t, \Phi, \Psi) - V (t, \hat{\Phi}, \hat{\Psi}) \right] \leq \sum_{i=1}^{2} \sup_{s \in [t_1, t_0]} \left| [x_{1i} (s) - x_{2i}^* (s)] + \left| s_{1i} (s) - s_{2i}^* (s) \right| \right] \tag{69}
\]

This means the second condition of Lemma 3 is satisfied. Finally, we will prove the last condition of Lemma 3. In fact, calculating the right derivative \( D^+ V_1 (t) \) of \( V_1 (t) \) along the solutions of system (60) leads to
\[
D^+ V_1 (t) = (x_1' (t) - x_2' (t)) \sgn (x_1 (t) - x_2 (t)) + (s_1' (t) - s_2' (t)) \sgn (s_1 (t) - s_2 (t)) + (i_1' (t) - i_2' (t)) \sgn (i_1 (t) - i_2 (t)) \tag{70}
\]

It follows from the mean-value theorem and the product system (60) that
\[
x_1' (t) - x_2' (t) = -A (t) \left[ e^{\theta_1 (t-\tau_1)} - e^{\theta_2 (t-\tau_1)} \right] - B_1 (t) \left[ e^{\theta_1 (t)} - e^{\theta_2 (t)} \right] - B_2 (t) \left[ e^{\theta_1 (t-\tau_1)} - e^{\theta_2 (t-\tau_1)} \right] \tag{71}
\]

where \( \theta_1 (t) \) lie between \( x_1 (t-\tau_1) \) and \( x_2 (t-\tau_1) \), \( \theta_2 (t) \) lie between \( s_1 (t) \) and \( s_2 (t) \), and \( \theta_3 (t) \) lie between \( i_1 (t) \) and \( i_2 (t) \). Thus,
\[
x_1' (t) - x_2' (t) = -A (t) e^{\theta_1 (t)} \left[ x_1 (t) - x_2 (t) \right] + A (t) e^{\theta_2 (t)} \int_{t_1}^{t} \left[ x_1 (s) - x_2 (s) \right] ds - B_1 (t) e^{\theta_1 (t)} \left[ s_1 (t) - s_2 (t) \right] - B_2 (t) e^{\theta_2 (t)} \left[ i_1 (t) - i_2 (t) \right]. \tag{72}
\]

Integrating both sides of (71) on the interval \([t-\tau_1, t]\), we have
\[
\int_{t-\tau_1}^{t} \left[ x_1' (s) - x_2' (s) \right] ds = -\int_{t-\tau_1}^{t} A (s) e^{\theta_1 (s)} \left[ x_1 (s) - x_2 (s) \right] ds - \int_{t-\tau_1}^{t} B_1 (s) e^{\theta_1 (s)} \left[ s_1 (s) - s_2 (s) \right] ds - \int_{t-\tau_1}^{t} B_2 (s) e^{\theta_2 (s)} \left[ i_1 (s) - i_2 (s) \right] ds. \tag{73}
\]

which implies that
\[
\left| \int_{t-\tau_1}^{t} \left[ x_1 (s) - x_2 (s) \right] ds \right| \leq A \nu^* \int_{t-\tau_1}^{t} \left| x_1 (t) - x_2 (t) \right| ds + \int_{t-\tau_1}^{t} \left| s_1 (s) - s_2 (s) \right| ds + \int_{t-\tau_1}^{t} \left| i_1 (s) - i_2 (s) \right| ds. \tag{74}
\]

Thus,
\[
\left( x_1' (t) - x_2' (t) \right) \sgn (x_1 (t) - x_2 (t)) \leq -A \nu^* \left| x_1 (t) - x_2 (t) \right| + \left( A \nu^* \right)^2 \int_{t-\tau_1}^{t} \left| x_1 (s) - x_2 (s) \right| ds + A \nu^* \nu^* \int_{t-\tau_1}^{t} \left| s_1 (s) - s_2 (s) \right| ds + A \nu^* \nu^* \int_{t-\tau_1}^{t} \left| i_1 (s) - i_2 (s) \right| ds. \tag{75}
\]
Similarly, we can get
\[
\begin{aligned}
\left| \int_{t-	au_1}^t \left[ s'_1(s) - s'_2(s) \right] ds \right| & \leq \frac{C''u^* \nu^*}{\nu_s} \int_{-2\tau_2}^0 |x_1(t+s) - x_2(t+s)| ds \\
& + \frac{C''u^* \nu^*}{\nu_s} \int_{-2\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& + D^u_1 \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& + D^w_1 \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& + E^u_1 \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds,
\end{aligned}
\]
\[
\begin{aligned}
\left( s'_1(t) - s'_2(t) \right) \text{sgn} \left( s_1(t) - s_2(t) \right) & \leq -D^u_{11} \nu_s |s_1(t) - s_2(t)| \\
& + \left( \frac{C''u^* \nu^*}{\nu_s} \right)^2 \int_{-2\tau_2}^{\tau_1} |x_1(t+s) - x_2(t+s)| ds \\
& + C''u^* \nu^* |x_1(t-\tau_2) - x_2(t-\tau_2)| \\
& + \left( \frac{C''u^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& + C''D^u_{11} \nu^* \left( \nu^* \right)^2 \int_{-\tau_2}^{\tau_1} |x_1(t+s) - x_2(t+s)| ds \\
& + C''D^w_1 \nu^* \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& + C''E^u_1 \nu^* \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& + D^u_1 \nu^* |i_1(t) - i_2(t)| \\
& + E^w_1 \nu^* |i_1(t-\tau_3) - i_2(t-\tau_3)|,
\end{aligned}
\]
(76)
\[
\begin{aligned}
\left| \int_{t-	au_1}^t \left[ i'_1(s) - i'_2(s) \right] ds \right| & \leq \frac{E^u_1 \nu^* \nu^*}{\nu_s} \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& + \frac{E^u_2 \nu^* \nu^*}{\nu_s} \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& + D^u_2 \nu^* \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& + D^w_2 \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds.
\end{aligned}
\]

Therefore,
\[
\begin{aligned}
D^*V_1(t) & \leq -\lambda_1 A^u u_s |x_1(t) - x_2(t)| \\
& \quad - \left[ \lambda_2 D^u_{11} \nu_s - \lambda_3 \left( \frac{E^u_1 \nu^* \nu^*}{\nu_s} + D^u_{11} \nu^* \right) \right] |s_1(t) - s_2(t)| \\
& \quad - \lambda_4 D^w_2 \nu_s |i_1(t) - i_2(t)| \\
& \quad + \lambda_1 (A^u u^*) \int_{-\tau_2}^{\tau_1} |x_1(t+s) - x_2(t+s)| ds \\
& \quad + \lambda_2 \left( \frac{C''u^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^{\tau_1} |x_1(t+s) - x_2(t+s)| ds \\
& \quad + \lambda_3 \left( \frac{E^u_1 \nu^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^{\tau_1} |x_1(t+s) - x_2(t+s)| ds \\
& \quad + \lambda_2 A^u B^u_1 u^* \nu^* \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& \quad + \lambda_3 \left( \frac{C''u^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& \quad + \lambda_2 \left( \frac{E^u_1 \nu^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& \quad + \lambda_3 \left( \frac{E^w_2 \nu^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^0 |s_1(t+s) - s_2(t+s)| ds \\
& \quad + \lambda_4 A^u B^u_1 u^* \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& \quad + \lambda_3 \left( \frac{E^u_1 \nu^* \nu^*}{\nu_s} \right)^2 \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds \\
& \quad + \lambda_4 A^u B^u_1 u^* \nu^* \int_{-\tau_2}^0 |i_1(t+s) - i_2(t+s)| ds.
\end{aligned}
\]

(77)
\[ + \lambda_3 \left( \frac{E^*_{ij} v^* w^*}{w_*} \right)^2 \int_{-\tau_2}^{0} |i_1(t+s) - i_2(t+s)| \, ds \]

\[ + \lambda_3 \left( \frac{D^\nu_{ij} E^*_{ij} v^*}{w_*} \right)^2 \int_{-\tau_2}^{0} |i_1(t+s) - i_2(t+s)| \, ds \]

\[ + \lambda_2 \left( \frac{C^*_{ij} u^* v^*}{v_*} \right) |x_1(t) - x_2(t) - x_1(t) - x_2(t)| \]

\[ + \lambda_2 E^*_{ij} w^* |i_1(t) - i_2(t)| - i_2(t) - i_2(t) \right] \].

(78)

On the other hand, according to the structure of \( V_i(t) \), \( i = 2, 3, 4, 5 \), we can easily calculate the right derivatives \( D^+ V_2(t) \), \( D^+ V_3(t) \), \( D^+ V_4(t) \), and \( D^+ V_5(t) \) along the solution of system (60) as follows:

\[ D^+ V_2(t) = \left[ \lambda_1 \tau_1 \left( A^* u^* \right)^2 + \lambda_2 \tau_2 \left( \frac{C^*_{ij} u^* v^*}{v_*} \right)^2 \right] \]

\[ + \lambda_2 \left( \frac{C^*_{ij} D^\nu_{ij} u^* v^*}{v_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds - \lambda_1 \left( A^* u^* \right)^2 \]

\[ + \lambda_3 \tau_3 \left( \frac{D^\nu_{ij} E^*_{ij} v^*}{w_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds \]

\[ D^+ V_3(t) = \left[ \lambda_1 \tau_1 A^* B^j_i u^* v^* + 2 \lambda_2 \tau_2 \left( \frac{C^*_{ij} u^* v^*}{v_*} \right)^2 \right] \]

\[ + \lambda_2 \tau_2 \left( \frac{C^*_{ij} D^\nu_{ij} u^* v^*}{v_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds - \lambda_1 \left( A^* u^* \right)^2 \]

\[ + \lambda_3 \tau_3 \left( \frac{D^\nu_{ij} E^*_{ij} v^*}{v_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds \]

\[ D^+ V_4(t) = \left[ \lambda_1 \tau_1 A^* B^j_i u^* v^* + \lambda_2 \tau_2 \left( \frac{C^*_{ij} D^\nu_{ij} u^* v^*}{v_*} \right)^2 \right] \]

\[ + \lambda_3 \tau_3 \left( \frac{D^\nu_{ij} E^*_{ij} v^*}{w_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds \]

\[ D^+ V_5(t) = \left[ \lambda_1 \tau_1 A^* B^j_i u^* v^* - \lambda_1 \tau_1 \left( A^* u^* \right)^2 \right] \]

\[ - \lambda_2 \tau_2 \left( \frac{C^*_{ij} u^* v^*}{v_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds - \lambda_1 \left( A^* u^* \right)^2 \]

\[ - \lambda_3 \tau_3 \left( \frac{D^\nu_{ij} E^*_{ij} v^*}{v_*} \right)^2 \int_{-\tau_2}^{0} |s_1(t+s) - s_2(t+s)| \, ds \]
According to the definitions of $Q_{ij} (i, j = 1, 2, 3)$, it follows from (80) and (C7) that:

$$D^+ V(t) \leq - \left( |x_1(t) - s_2(t)| |s_1(t) - s_2(t)| |i_1(t) - i_2(t)| \right)$$

\[
\begin{pmatrix}
Q_{11} & Q_{12} & Q_{13} \\
Q_{21} & Q_{22} & Q_{23} \\
Q_{31} & Q_{32} & Q_{33}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3
\end{pmatrix} < 0.
\]

Thus, there exists a positive constant $\gamma > 0$ such that:

$$D^+ V(t) \leq -\gamma V(t), \quad t \in R^+.$$

This means that the last condition of Lemma 3 is satisfied. And by Lemma 3, system (59) admits a unique uniformly asymptotically stable almost periodic solution $(x_1(t), s_1(t), i_1(t))^T$.

Thus, by the transformation of (58), we can conclude that system (17) admits a unique uniformly asymptotically stable almost periodic solution $(u(t), v(t), w(t))^T = (x^1(t), x^2(t), x^3(t))^T$.

Finally, we will explain that system (3) has a unique uniformly asymptotically stable almost periodic solution.

In fact, from Lemmas 5 and 6, we know that:

$$\begin{pmatrix}
X(t) \\
S(t) \\
I(t)
\end{pmatrix}^T = \left( \prod_{0 < t_k < t} (1 + h_{1k}) u(t), \prod_{0 < t_k < t} (1 + h_{2k}) v(t), \prod_{0 < t_k < t} (1 + h_{3k}) w(t) \right)^T$$

is a solution of system (3). Since condition (C2) holds, similar to the proofs of Lemma 31 and Theorem 79 in [26], we can prove that $(X(t), S(t), I(t))^T$ is almost periodic. Therefore, $(X(t), S(t), I(t))^T$ is the unique uniformly asymptotically stable almost periodic solution of system (3) because of the uniqueness and the uniformly asymptotical stability of $(u(t), v(t), w(t))^T$.

This completes the proof of this theorem.

4. Discussions and Conclusions

As we know, mathematical modeling and mathematical analysis are important methods of understanding and predicting many kinds of phenomena in the nature. And an important application of the model proposed in this paper is to study the biological control strategy in the island ecosystems. Research shows that invasive species are a leading threat to biodiversity. Together with habitat degradation and human-driven atmospheric and oceanic alterations, biotic invasions are seen as major agents of global change. In face of invaders, native species may be put at danger and are frequently driven to extinction, as they are not likely to have evolved defenses against mainland predators and grazers accidentally or deliberately introduced. For example, it is reported that five cats introduced to Marion Island in 1949 resulted in a population of more than 2,000 cats 25 years later, depleting nearly half a million burrowing petrel per year. They even caused the extinction of the Common Diving Petrel and severely affected some species of hole-nesting petrels. As a result, many scholars tried every way to control the population of the cats and keep the island's ecological balance until they introduced Feline Immunodeficiency Virus (FIV) to the cats (see [40]). FIV is a virus like AIDS in human; it is highly host-specific and has a low virulence; it persists for a long time before killing its host, allowing for multiple virus transmissions during the host's lifetime. It spreads mainly among the cats with strong physique and high birth rate directly. The virus breaks out in the body of the cat gradually for a period of time; then the predation capacity of the cats will decrease as time goes on. Thus, the model we proposed in this paper is very suitable to describe the dynamical relation between the cats and the burrowing petrels when introducing FIV to the cats, and different predation capacity of the susceptible cats and the infected cats is also considered. Furthermore, time delay of the virus attack in the body is also involved in the model. In addition, we introduced both chemical and biological control strategies into the model.

On the other hand, in the real nature, due to the interference of various factors, such as seasonal effects of the weather, food supplies, and mating habits, the coefficients of most of the systems are approximate to certain periodic functions. However, with the uncertainty of the interference, the coefficients of the systems are not strictly periodic. Therefore, almost periodicity is a more common phenomenon than strict periodicity. Basing on the above background and the previous model proposed in [21], the authors proposed an ecological epidemic system with impulsive effects and multiple time delays on the model. It is supposed that all of the coefficients of the system are almost periodic, as well. Therefore, the proposed model in this paper is more original and extensive for the study of some specific problems. For instance, the previous model in [21] with nonimpulsive effects, single time delay, and periodic functions is one of the special cases in this paper.

By making full use of differential mean-value theorem with multivariables, differential inequalities, integral inequalities, absolute inequalities, and other mathematical analysis skills, sufficient conditions of the permanence for the system, the existence, and the uniformly asymptotical stability of a unique almost periodic solutions of the system are obtained. Thus, the mathematical results in the paper are quite new, and it may have some application value and practical significance for the prediction and control strategy for corresponding ecoepidemic systems.
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